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#### Abstract

In this work we consider some matrix products when the resulting matrix is singular matrix. The main result is a way to obtain singular matrix by multiplication of two random matrices with specific form: when we multiply $n \times k$ matrix with $k \times n$ one, for $n>k$, we always obtain singular $n \times n$ matrix as result.


## 1. Introduction

In the mathematics and in many other sciences, especially programming, the matrices are so important and applicable. In [1] are presented applicationoriented techniques with matrices in modern linear algebra with the emphasis on data mining and pattern recognition. The matrix theory is widely used in many different areas in the engineering like: wireless communications, signal processing, control etc. The authors in [2] give an overview about applications of the matrix theory in the wireless communications and the signal processing. They discuss that the concept of singular value decompositions is the most important in multiple antennas-based communication systems. Also, in that paper are given more applications of the matrices in signal processing and signal detection. The big relationship between the matrices and the images is explained too. In [3] it is shown that the matrices, particularly singular matrices over

[^0]finite fields have huge application in cryptography. In that paper the authors using singular matrices determine a key exchange method in which two users over an insecure channel want to agree a secret key.

Singular matrix $A$ is matrix which determinant is equal to 0 , i.e. $\operatorname{det} A=0$. The singular matrix does not have inverse matrix. Otherwise, the matrix is called non-singular matrix. In [4] is set the question: How rare are the singular matrices? The author of that paper noticed that in elementary linear algebra many examples of singular matrices can be found. But, how many of them occur naturally? Are they given randomly? In most of the examples, if the students encounter singular matrix they can easily transform it into a non-singular matrix (to change its $n-1$ rank into a full rank). Because of the rarity of the singular matrix it is enough to change only one of the entries of the singular matrix.
Many authors in their work consider problems related to singular matrices. It is shown in [5] that a probability randomly chosen square matrix to be singular is equal to 0 . From topological point of view in [6] is proved that the set of singular $n \times n$ matrices over the real numbers $S(\mathbf{R})$ is closed and nowhere dense in the set of all $n \times n$ matrices over the real numbers $\mathbf{M}_{n}(\mathbf{R})$. In [7], the author considers the linear singular space, i.e. the space in which each matrix is singular matrix. The author presents many examples in that paper for that subspace of the space of all $n \times n$ matrices over the real numbers $\mathbf{M}_{n}(\mathbf{R})$, because characterization of such subspaces would solve many problems in the combinatorics and computational algebra. Many useful properties of the singular matrices are presented and proved in [8].

The author in [9] noted that not only the non-singular matrices, but also some singular matrices form a group under the usual law of composition or multiplication. It is shown that not every singular matrix belongs to such group. The author provide classification of all matrices as to their group-membership and exact relationship to groups. Also, the conditions for group membership are determined.

Not only the matrices over some field of numbers are applicable. In the last period many papers are devoted to the matrices in which the entries are random variables. For these random matrices in many papers is considered the probability that such random matrix is singular. In [10] the authors estimated the probability that random $n \times n \pm 1$ - matrix is singular. They have showed that the probability the random $n \times n \pm 1$ - matrix is singular is $\mathbf{P}_{n}<(1-\varepsilon)^{n}$, where $\varepsilon$
is constant. Similar estimations for the probability that the random $n \times n$ matrix, where all the entries are discrete random variables is singular are made in [11]. The authors in that paper, have shown that if for all the entries of the matrix for a constant $0<p<1$ and a constant positive integer $r$ can be defined a property $p$ bounded of exponent $r$, then the probability that the random $n \times n$ matrix is singular is at most $\left(p^{\frac{1}{r}}+o(1)\right)^{n}$, where $o(1)$ tends to 0 , when $n$ tends to $\infty$.

We are going to show in the next section how one can obtain $n \times n$ singular matrix, multiplying two randomly chosen matrices with specific form.

We will use only basic (well-known) definitions and notations from matrix theory. We can only mention that with $[A]_{n \times k}$ we will denote $n \times k$ matrix, i.e. matrix with $n$ rows and $k$ columns.

## 2. Results: a way to generate singular matrix

In this section we will prove firstly in separate theorems that multiplying $n \times 1$ matrix with $1 \times n$ one (for $n>1$ ), then $n \times 2$ matrix with $2 \times n$ one (for $n>2$ ) and $n \times 3$ matrix with $3 \times n$ one (for $n>3$ ), we always obtain singular matrix as a result. After that, we will prove the general case, that multiplying $n \times k$ matrix with $k \times n$ one, for $n>k$, the product obtained is singular matrix.

We are proving the first three cases separately in order the reader to deal easily with some (maybe complicated) notations in the proof of the general case.

Theorem 2.1. Multiplying $n \times 1$ matrix $A$ with $1 \times n$ matrix $B$, for $n>1$, we always obtain as result singular $n \times n$ matrix $A B$.

Proof. This is trivial case. If we take $A=\left[\begin{array}{c}a_{1} \\ a_{2} \\ \ldots \\ a_{n}\end{array}\right]$ and $B=\left[\begin{array}{llll}b_{1} & b_{2} & \ldots & b_{n}\end{array}\right]$, the product $A B$ will be:

$$
A B=\left[\begin{array}{c}
a_{1} \\
a_{2} \\
\ldots \\
a_{n}
\end{array}\right] \cdot\left[\begin{array}{llll}
b_{1} & b_{2} & \ldots & b_{n}
\end{array}\right]=\left[\begin{array}{cccc}
a_{1} b_{1} & a_{1} b_{2} & \ldots & a_{1} b_{n} \\
a_{2} b_{1} & a_{2} b_{2} & \ldots & a_{2} b_{n} \\
\ldots & \ldots & \ldots & \ldots \\
a_{n} b_{1} & a_{n} b_{2} & \ldots & a_{n} b_{n}
\end{array}\right]
$$

which determinant is:

$$
\operatorname{det} A B=\left|\begin{array}{cccc}
a_{1} b_{1} & a_{1} b_{2} & \ldots & a_{1} b_{n} \\
a_{2} b_{1} & a_{2} b_{2} & \ldots & a_{2} b_{n} \\
\ldots & \ldots & \ldots & \ldots \\
a_{n} b_{1} & a_{n} b_{2} & \ldots & a_{n} b_{n}
\end{array}\right|=a_{1} a_{2} \ldots a_{n}\left|\begin{array}{cccc}
b_{1} & b_{2} & \ldots & b_{n} \\
b_{1} & b_{2} & \ldots & b_{n} \\
\ldots & \ldots & \ldots & \ldots \\
b_{1} & b_{2} & \ldots & b_{n}
\end{array}\right|=0
$$

This proves the theorem.

Theorem 2.2. Multiplying $n \times 2$ matrix with $2 \times n$ one, for $n>2$, we always obtain singular $n \times n$ matrix as result.

Proof. The proof will be done by induction.

1) We will prove first the case $n=3$. If we take $A=[A]_{3 \times 2}=\left[\begin{array}{ll}a & b \\ c & d \\ e & f\end{array}\right]$ and $B=[B]_{2 \times 3}=\left[\begin{array}{lll}x & y & z \\ s & k & u\end{array}\right]$, we will prove that the product $A B$ is singular $3 \times 3$ matrix:

$$
A B=\left[\begin{array}{ll}
a & b \\
c & d \\
e & f
\end{array}\right] \cdot\left[\begin{array}{ccc}
x & y & z \\
s & k & u
\end{array}\right]=\left[\begin{array}{ccc}
a x+b s & a y+b k & a z+b u \\
c x+d s & c y+d k & c z+d u \\
e x+f s & e y+f k & e z+f u
\end{array}\right]
$$

To calculate the determinant of this matrix, we will multiply the second and the third row with $\frac{1}{a} \cdot a$ and thus obtain:
$\operatorname{det} A B=\left|\begin{array}{ccc}a x+b s & a y+b k & a z+b u \\ c x+d s & c y+d k & c z+d u \\ e x+f s & e y+f k & e z+f u\end{array}\right|=\frac{1}{a^{2}}\left|\begin{array}{ccc}a x+b s & a y+b k & a z+b u \\ a c x+a d s & a c y+a d k & a c z+a d u \\ a e x+a f s & a e y+a f k & a e z+a f u\end{array}\right|$

We will add the first row multiplied by $(-c)$ to the second row and add the first row multiplied by $(-e)$ to the third row and obtain:

Therefore, the product is singular matrix.
2) Now let we take $A=[A]_{4 \times 2}=\left[\begin{array}{ll}a & b \\ c & d \\ e & f \\ g & h\end{array}\right]$ and $B=[B]_{2 \times 4}=\left[\begin{array}{cccc}x & y & z & t \\ s & k & u & m\end{array}\right]$, then estimate $A B$ :

$$
A B=[A B]_{4 \times 4}=\left[\begin{array}{cc}
a & b \\
c & d \\
e & f \\
g & h
\end{array}\right] \cdot\left[\begin{array}{cccc}
x & y & z & t \\
s & k & u & m
\end{array}\right]=\left[\begin{array}{llll}
a x+b s & a y+b k & a z+b u & a t+b m \\
c x+d s & c y+d k & c z+d u & c t+d m \\
e x+f s & e y+f k & e z+f u & e t+f m \\
g x+h s & g y+h k & g z+h u & g t+h m
\end{array}\right]
$$

Let us estimate the determinant of the resulting matrix, i.e. $\operatorname{det} A B$. If we use minor expansion formula, choosing the last row, we have:

$$
\begin{aligned}
& \operatorname{det} A B=-(g x+h s)\left|\begin{array}{lll}
a y+b k & a z+b u & a t+b m \\
c y+d k & c z+d u & c t+d m \\
e y+f k & e z+f u & e t+f m
\end{array}\right|+(g y+h k)\left|\begin{array}{lll}
a x+b s & a z+b u & a t+b m \\
c x+d s & c z+d u & c t+d m \\
e x+f s & e z+f u & e t+f m
\end{array}\right| \\
& -(g z+h u)\left|\begin{array}{lll}
a x+b s & a y+b k & a t+b m \\
c x+d s & c y+d k & c t+d m \\
e x+f s & e y+f k & e t+f m
\end{array}\right|+(g t+h m)\left|\begin{array}{lll}
a x+b s & a y+b k & a z+b u \\
c x+d s & c y+d k & c z+d u \\
e x+f s & e y+f k & e z+f u
\end{array}\right|
\end{aligned}
$$

If we look at the last minor, it is easy to notice that this minor can be consider as determinant of the matrix obtained by multiplying the matrices $[A]_{3 \times 2}$ and $[B]_{2 \times 3}$ in the previous case 1). Those matrices can be obtained from $A=[A]_{4 \times 2}$ and $B=[B]_{2 \times 4}$ given in this case 2), when erasing the last row in $A$ and the
last column in $B$. Therefore, it is the determinant of matrix obtained as product of $3 \times 2$ and $2 \times 3$ matrix and we have already proved in the case 1 ) that this is singular matrix. It means that the last minor has value 0 .

If we look at the other three minors in the previous expansion, we can easily notice that each of them can be consider as determinant of $3 \times 3$ matrix obtained as result of multiplying $3 \times 2$ and $2 \times 3$ matrices: if we erase the last row in the matrix $A=[A]_{4 \times 2}$ and the first column in the matrix $B=[B]_{2 \times 4}$ given in this case 2 ), and then multiply thus obtained matrices, we will obtain as a product matrix which determinant is the first minor in the previous expansion. Erasing the last row in $A=[A]_{4 \times 2}$ and the second column in $B=[B]_{2 \times 4}$, then multiplying obtained matrices the result will be matrix with the same elements as elements in the second minor. In the same way the third minor can be consider as product of $3 \times 2$ and $2 \times 3$ matrices, erasing the last row in $A=[A]_{4 \times 2}$ and the third column in $B=[B]_{2 \times 4}$. According to the case 1) all these minors have value 0 , which means that $\operatorname{det} A B=0$. Therefore, multiplying $4 \times 2$ and $2 \times 4$ matrix, the result will always be singular matrix.
3) We suppose now that the Theorem 2.2 holds for the product of $(n-1) \times 2$ matrix with $2 \times(n-1)$ one.
4) If we take $A=[A]_{n \times 2}=\left[\begin{array}{cc}a_{11} & a_{12} \\ a_{21} & a_{22} \\ \ldots & \ldots \\ a_{n 1} & a_{n 2}\end{array}\right]$ and $B=[B]_{2 \times n}=\left[\begin{array}{llll}b_{11} & b_{12} & \ldots & b_{1 n} \\ b_{21} & b_{22} & \ldots & b_{2 n}\end{array}\right]$ for the product $A B$ we have:

$$
A B=[A B]_{n \times n}=\left[\begin{array}{cccc}
a_{11} b_{11}+a_{12} b_{21} & a_{11} b_{12}+a_{12} b_{22} & \ldots & a_{11} b_{1 n}+a_{12} b_{2 n} \\
a_{21} b_{11}+a_{22} b_{21} & a_{21} b_{12}+a_{22} b_{22} & \ldots & a_{21} b_{1 n}+a_{22} b_{2 n} \\
\ldots & \ldots & \ldots & \ldots \\
a_{n 1} b_{11}+a_{n 2} b_{21} & a_{n 1} b_{12}+a_{n 2} b_{22} & \ldots & a_{n 1} b_{1 n}+a_{n 2} b_{2 n}
\end{array}\right]
$$

We can calculate the determinant of this matrix by minor expansion, choosing the last row. Each minor obtained can be consider as determinant of matrix that is product of $(n-1) \times 2$ matrix with $2 \times(n-1)$ one, similarly as in the case 2 ). According to 3) all these minors have value 0 , which means that $\operatorname{det} A B$ in this
case has value 0 , thus multiplying $n \times 2$ with $2 \times n$ matrix, the result is singular matrix.

Theorem 2.3. Multiplying matrix $A=[A]_{n \times 3}$ with matrix $B=[B]_{3 \times n}$, for $n>3$, we always obtain singular $A B=[A B]_{n \times n}$ matrix as result.

Proof. We will prove the theorem by induction.

1) First, we prove that multiplying $4 \times 3$ and $3 \times 4$ matrix, we obtain $4 \times 4$ singular matrix.
Let $A=[A]_{4 \times 3}=\left[\begin{array}{ccc}a & b & c \\ d & e & f \\ g & h & i \\ j & k & l\end{array}\right]$ and $B=[B]_{3 \times 4}=\left[\begin{array}{cccc}m & n & o & p \\ q & r & s & t \\ u & v & w & x\end{array}\right]$. With multiplication we obtain:

$$
A B=[A B]_{4 \times 4}=\left[\begin{array}{cccc}
a m+b q+c u & a n+b r+c v & a o+b s+c w & a p+b t+c x \\
d m+e q+f u & d n+e r+f v & d o+e s+f w & d p+e t+f x \\
g m+h q+i u & g n+h r+i v & g o+h s+i w & g p+h t+i x \\
j m+k q+l u & j n+k r+l v & j o+k s+l w & j p+k t+l x
\end{array}\right]
$$

Let we calculate the determinant of this matrix. First, we will multiply the second, the third and the last row with $\frac{1}{a} \cdot a$ and thus obtain:

$$
\begin{aligned}
& \operatorname{det} A B=\left|\begin{array}{cccc}
a m+b q+c u & a n+b r+c v & a o+b s+c w & a p+b t+c x \\
d m+e q+f u & d n+e r+f v & d o+e s+f w & d p+e t+f x \\
g m+h q+i u & g n+h r+i v & g o+h s+i w & g p+h t+i x \\
j m+k q+l u & j n+k r+l v & j o+k s+l w & j p+k t+l x
\end{array}\right|= \\
& =\frac{1}{a^{3}}\left|\begin{array}{cccc}
a m+b q+c u & a n+b r+c v & a o+b s+c w & a p+b t+c x \\
a d m+a e q+a f u & a d n+a e r+a f v & a d o+a e s+a f w & a d p+a e t+a f x \\
a g m+a h q+a i u & a g n+a h r+a i v & a g o+a h s+a i w & a g p+a h t+a i x \\
a j m+a k q+a l u & a j n+a k r+a l v & \text { ajo }+a k s+a l w & a j p+a k t+a l x
\end{array}\right|
\end{aligned}
$$

We will add the first row multiplied with $(-d)$ to the second row, add the first row multiplied with $(-g)$ to the third row and add the first row multiplied with $(-j)$ to the last row and for $\operatorname{det} A B$ then obtain:

$$
\frac{1}{a^{3}}\left|\begin{array}{cccc}
a m+b q+c u & a n+b r+c v & a o+b s+c w & a p+b t+c x \\
q(a e-d b)+u(a f-d c) & r(a e-d b)+v(a f-d c) & s(a e-d b)+w(a f-d c) & t(a e-d b)+x(a f-d c) \\
q(a h-g b)+u(a i-g c) & r(a h-g b)+v(a i-g c) & s(a h-g b)+w(a i-g c) & t(a h-g b)+x(a i-g c) \\
q(a k-b j)+u(a l-j c) & r(a k-b j)+v(a l-j c) & s(a k-b j)+w(a l-j c) & t(a k-b j)+x(a l-j c)
\end{array}\right|
$$

Considering $(a e-d b)$ as multiplier in the second row, $(a h-g b)$ as multiplier in the third row and considering $(a k-b j)$ as multiplier in the last row, we have:

$$
\operatorname{det} A B=\frac{(a e-d b)(a h-g b)(a k-b j)}{a^{3}}\left|\begin{array}{cccc}
a m+b q+c u & a n+b r+c v & a o+b s+c w & a p+b t+c x \\
q+u \frac{a f-d c}{a e-d b} & r+v \frac{a f-d c}{a e-d b} & s+w \frac{a f-d c}{a e-d b} & t+x \frac{a f-d c}{a e-d b} \\
q+u \frac{a i-g c}{a h-g b} & r+v \frac{a i-g c}{a h-g b} & s+w \frac{a i-g c}{a h-g b} & t+x \frac{a i-g c}{a h-g b} \\
q+u \frac{a l-j c}{a k-b j} & r+v \frac{a l-j c}{a k-b j} & s+w \frac{a l-j c}{a k-b j} & t+x \frac{a l-j c}{a k-b j}
\end{array}\right|
$$

Denoting $Q=\frac{(a e-d b)(a h-g b)(a k-b j)}{a^{3}}$ and adding the second row multiplied by $(-1)$ to the third and to the last row, we obtain:
$\operatorname{det} A B=Q\left|\begin{array}{cccc}a m+b q+c u & a n+b r+c v & a o+b s+c w & a p+b t+c x \\ q+u \frac{a f-d c}{a e-d b} & r+v \frac{a f-d c}{a e-d b} & s+w \frac{a f-d c}{a e-d b} & t+x \frac{a f-d c}{a e-d b} \\ u\left(\frac{a i-g c}{a h-g b}-\frac{a f-d c}{a e-d b}\right) & v\left(\frac{a i-g c}{a h-g b}-\frac{a f-d c}{a e-d b}\right) & w\left(\frac{a i-g c}{a h-g b}-\frac{a f-d c}{a e-d b}\right) & x\left(\frac{a i-g c}{a h-g b}-\frac{a f-d c}{a e-d b}\right) \\ u\left(\frac{a l-j c}{a k-b j}-\frac{a f-d c}{a e-d b}\right) & v\left(\frac{a l-j c}{a k-b j}-\frac{a f-d c}{a e-d b}\right) & w\left(\frac{a l-j c}{a k-b j}-\frac{a f-d c}{a e-d b}\right) & x\left(\frac{a l-j c}{a k-b j}-\frac{a f-d c}{a e-d b}\right)\end{array}\right|$
Denoting $M=\left(\frac{a i-g c}{a h-g b}-\frac{a f-d c}{a e-d b}\right)$ and $N=\left(\frac{a l-j c}{a k-b j}-\frac{a f-d c}{a e-d b}\right)$ in the last determinant, we have:

$$
\begin{aligned}
& \operatorname{det} A B=Q\left|\begin{array}{cccc}
a m+b q+c u & a n+b r+c v & a o+b s+c w & a p+b t+c x \\
q+u \frac{a f-d c}{a e-d b} & r+v \frac{a f-d c}{a e-d b} & s+w \frac{a-d c}{a e-d b} & t+x \frac{a f-d c}{a e-d b} \\
u M & v M & w M & x M \\
u N & v N & w N & x N
\end{array}\right|= \\
& =Q M N\left|\begin{array}{cccc}
a m+b q+c u & a n+b r+c v & a o+b s+c w & a p+b t+c x \\
q+u \frac{a f-d c}{a e-d b} & r+v \frac{a f-d c}{a e-d b} & s+w \frac{a f-d c}{a e-d b} & t+x \frac{a f-d c}{a e-d b} \\
u & v & w & x \\
u & v & w & x
\end{array}\right|=0
\end{aligned}
$$

which proves that multiplying $4 \times 3$ with $3 \times 4$ matrix, we obtain $4 \times 4$ singular matrix.
2) If we take $5 \times 3$ and $3 \times 5$ matrices: $A=\left[a_{i j}\right]_{5 \times 3}(i=\overline{1,5} ; j=\overline{1,3})$ and $B=\left[b_{k l}\right]_{3 \times 5}(k=\overline{1,3} ; l=\overline{1,5})$, multiplying $A$ with $B$ we have:

$$
A B=\left[\begin{array}{ccccc}
\sum a_{1 j} b_{j 1} & \sum a_{1 j} b_{j 2} & \sum a_{1 j} b_{j 3} & \sum a_{1 j} b_{j 4} & \sum a_{1 j} b_{j 5} \\
\sum a_{2 j} b_{j 1} & \sum a_{2 j} b_{j 2} & \sum a_{2 j} b_{j 3} & \sum a_{2 j} b_{j 4} & \sum a_{2 j} b_{j 5} \\
\sum a_{3 j} b_{j 1} & \sum a_{3 j} b_{j 2} & \sum a_{3 j} b_{j 3} & \sum a_{3 j} b_{j 4} & \sum a_{3 j} b_{j 5} \\
\sum a_{4 j} b_{j 1} & \sum a_{4 j} b_{j 2} & \sum a_{4 j} b_{j 3} & \sum a_{4 j} b_{j 4} & \sum a_{4 j} b_{j 5} \\
\sum a_{5 j} b_{j 1} & \sum a_{5 j} b_{j 2} & \sum a_{5 j} b_{j 3} & \sum a_{5 j} b_{j 4} & \sum a_{5 j} b_{j 5}
\end{array}\right]
$$

where $j=\overline{1,3}$ in each sum.
To calculate the determinant of this matrix we can use again the minor expansion formula choosing the last row. It is obvious that all minors in the expansion can be consider as determinant of matrix obtained with multiplication of $4 \times 3$ with $3 \times 4$ matrix (similar as in the case 2 in the previous theorem). According to the case 1) in this theorem, all the minors in the expansion will be 0 which means that multiplying $5 \times 3$ matrix with $3 \times 5$ one we obtain singular matrix.
3) We suppose now that the theorem holds for matrices of type $(n-1) \times 3$ and $3 \times(n-1)$, where $n-1>3$.
4) If we take now matrix $A=[A]_{n \times 3}$ and $B=[B]_{3 \times n}$ and try to calculate the determinant of the product $A B$, we can do it with minor expansion choosing the last row in the matrix $A B$. Each thus obtained minor will be determinate of matrix that is result of multiplying matrices of type ( $n-1) \times 3$ and $3 \times(n-1)$ and according to 3 ) all these minors have value 0 , which proves the theorem.

We can generalize these results and prove the next theorem.

Theorem 2.4. Multiplying matrix $A=[A]_{n \times k}$ with $B=[B]_{k \times n}$, for $n>k$, we always obtain as result singular $n \times n$ matrix.

Proof. We will prove first that the theorem holds for the product $[A B]_{k \times k}=$ $[A]_{k \times(k-1)} \cdot[B]_{(k-1) \times k}$ and then, using this result, we will prove the general case by induction regarding $n$.

We take $A=\left[\begin{array}{cccc}a_{11} & a_{12} & \ldots & a_{1(k-1)} \\ a_{21} & a_{22} & \ldots & a_{2(k-1)} \\ \ldots & \ldots & \ldots & \ldots \\ a_{k 1} & a_{k 2} & \ldots & a_{k(k-1)}\end{array}\right]$ and $B=\left[\begin{array}{cccc}b_{11} & b_{12} & \ldots & b_{1 k} \\ b_{21} & b_{22} & \ldots & b_{2 k} \\ \ldots & \ldots & \ldots & \ldots \\ b_{(k-1) 1} & b_{(k-1) 2} & \ldots & b_{(k-1) k}\end{array}\right]$.
The product $A B$ is

$$
A B=\left[\begin{array}{cccc}
\sum_{j=1}^{k-1} a_{1 j} b_{j 1} & \sum_{j=1}^{k-1} a_{1 j} b_{j 2} & \cdots & \sum_{j=1}^{k-1} a_{1 j} b_{j k} \\
\sum_{j=1}^{k-1} a_{2 j} b_{j 1} & \sum_{j=1}^{k-1} a_{2 j} b_{j 2} & \cdots & \sum_{j=1}^{k-1} a_{2 j} b_{j k} \\
\cdots & \cdots & \cdots & \cdots \\
\sum_{j=1}^{k-1} a_{k j} b_{j 1} & \sum_{j=1}^{k-1} a_{k j} b_{j 2} & \cdots & \sum_{j=1}^{k-1} a_{k j} b_{j k}
\end{array}\right]
$$

Let us now compute the determinant of the last matrix. We will multiply each row except the first one with $\frac{1}{a_{11}} \cdot a_{11}$ and then obtain:

$$
\operatorname{det} A B=\frac{1}{a_{11}^{k-1}}\left|\begin{array}{cccc}
\sum_{j=1}^{k-1} a_{1 j} b_{j 1} & \sum_{j=1}^{k-1} a_{1 j} b_{j 2} & \ldots & \sum_{j=1}^{k-1} a_{1 j} b_{j k} \\
\sum_{j=1}^{k-1} a_{11} a_{2 j} b_{j 1} & \sum_{j=1}^{k-1} a_{11} a_{2 j} b_{j 2} & \ldots & \sum_{j=1}^{k-1} a_{11} a_{2 j} b_{j k} \\
\ldots & \ldots & \ldots & \ldots \\
\sum_{j=1}^{k-1} a_{11} a_{k j} b_{j 1} & \sum_{j=1}^{k-1} a_{11} a_{k j} b_{j 2} & \ldots & \sum_{j=1}^{k-1} a_{11} a_{k j} b_{j k}
\end{array}\right|
$$

We will add the first row multiplied by $\left(-a_{j 1}\right)$ to the $j-$ th row, for $j=2,3, \ldots k$, i.e. add the first row multiplied by $\left(-a_{21}\right)$ to the second row; add the first row multiplied by $\left(-a_{31}\right)$ to the third row, etc. We will obtain:

$$
\operatorname{det} A B=\frac{1}{a_{11}{ }^{k-1}}\left|\begin{array}{cccc}
\sum_{j=1}^{k-1} a_{1 j} b_{j 1} & \sum_{j=1}^{k-1} a_{1 j} b_{j 2} & \ldots & \sum_{j=1}^{k-1} a_{1 j} b_{j k} \\
\sum_{j=2}^{k-1} b_{j 1}\left(a_{11} a_{2 j}-a_{21} a_{1 j}\right) & \sum_{j=2}^{k-1} b_{j 2}\left(a_{11} a_{2 j}-a_{21} a_{1 j}\right) & \ldots & \sum_{j=1}^{k-1} b_{j k}\left(a_{11} a_{2 j}-a_{21} a_{1 j}\right) \\
\ldots & \ldots & \ldots & \ldots \\
\sum_{j=2}^{k-1} b_{j 1}\left(a_{11} a_{k j}-a_{j 1} a_{1 j}\right) & \sum_{j=2}^{k-1} b_{j 2}\left(a_{11} a_{k j}-a_{j 1} a_{1 j}\right) & \ldots & \sum_{j=2}^{k-1} b_{j k}\left(a_{11} a_{k j}-a_{j 1} a_{1 j}\right)
\end{array}\right|
$$

For simplification of the notation, we will substitute the terms in the small brackets: we will denote $A_{i j}^{1}=a_{11} a_{i j}-a_{i 1} a_{1 j}$, i.e. $A_{2 j}^{1}=a_{11} a_{2 j}-a_{21} a_{1 j}, A_{3 j}^{1}=$ $a_{11} a_{3 j}-a_{31} a_{1 j}$, etc. Applying this substitution in the $\operatorname{det} A B$, we have:

$$
\operatorname{det} A B=\frac{1}{a_{11}{ }^{k-1}}\left|\begin{array}{cccc}
\sum_{j=1}^{k-1} a_{1 j} b_{j 1} & \sum_{j=1}^{k-1} a_{1 j} b_{j 2} & \ldots & \sum_{j=1}^{k-1} a_{1 j} b_{j k} \\
\sum_{j=2}^{k-1} b_{j 1} A_{2 j}^{1} & \sum_{j=2}^{k-1} b_{j 2} A_{2 j}^{1} & \cdots & \sum_{j=1}^{k-1} b_{j k} A_{2 j}^{1} \\
\ldots & \ldots & \cdots & \cdots \\
\sum_{j=2}^{k-1} b_{j 1} A_{k j}^{1} & \sum_{j=2}^{k-1} b_{j 2} A_{k j}^{1} & \cdots & \sum_{j=2}^{k-1} b_{j k} A_{k j}^{1}
\end{array}\right|
$$

We will consider $A_{22}^{1}$ as multiplier of the second row, $A_{32}^{1}$ as multiplier of the third row, etc. and consider $A_{k 2}^{1}$ as multiplier of the last row. Getting each of them as multiplier of the determinant, we obtain:

$$
\operatorname{det} A B=\frac{A_{22}^{1} A_{32}^{1} \cdots A_{k 2}^{1}}{a_{11}^{k-1}}\left|\begin{array}{cccc}
\sum_{j=1}^{k-1} a_{1 j} b_{j 1} & \sum_{j=1}^{k-1} a_{1 j} b_{j 2} & \ldots & \sum_{j=1}^{k-1} a_{1 j} b_{j k} \\
b_{21}+\sum_{j=3}^{k-1} b_{j 1} \frac{A_{2 j}^{1}}{A_{22}^{1}} & b_{22}+\sum_{j=3}^{k-1} b_{j 2} \frac{A_{2 j}^{1}}{A_{22}^{1}} & \ldots & b_{22}+\sum_{j=3}^{k-1} b_{j k} \frac{A_{2 j}^{1}}{A_{22}} \\
\ldots & \ldots & \ldots & \ldots \\
b_{21}+\sum_{j=3}^{k-1} b_{j 1} \frac{A_{k j}^{1}}{A_{k 2}^{1}} & b_{22}+\sum_{j=3}^{k-1} b_{j 2} \frac{A_{k j}^{1}}{A_{k 2}^{1}} & \ldots & b_{22}+\sum_{j=3}^{k-1} b_{j k} \frac{A_{k j}^{1}}{A_{k 2}^{1}}
\end{array}\right|
$$

Multiplying the second row with $(-1)$ and adding to all rows bellow it, we have:

For simplification in the notation, we will substitute again the terms in the small brackets. We will denote: $A_{i j}^{2}=\frac{A_{i j}^{1}}{A_{i 2}^{1}}-\frac{A_{2 j}^{1}}{A_{22}^{1}}$ and then have:
$\operatorname{det} A B=\frac{A_{22}^{1} A_{32}^{1} \cdots A_{k 2}^{1}}{a_{11} k-1}$

$$
\frac{A_{k 2}^{1}}{1}\left|\begin{array}{cccc}
\sum_{j=1}^{k-1} a_{1 j} b_{j 1} & \sum_{j=1}^{k-1} a_{1 j} b_{j 2} & \ldots & \sum_{j=1}^{k-1} a_{1 j} b_{j k} \\
b_{21}+\sum_{j=3}^{k-1} b_{j 1} \frac{A_{2 j}^{1}}{A_{22}^{1}} & b_{22}+\sum_{j=3}^{k-1} b_{j 2} \frac{A_{2 j}^{1}}{A_{22}^{1}} & \ldots & b_{22}+\sum_{j=3}^{k-1} b_{j k} \frac{A_{2 j}^{1}}{A_{22}^{1}} \\
\sum_{j=3}^{k-1} b_{j 1} A_{3 j}^{2} & \sum_{j=3}^{k-1} b_{j 2} A_{3 j}^{2} & \ldots & \sum_{j=3}^{k-1} b_{j k} A_{3 j}^{2} \\
\ldots \ldots \ldots & \ldots \ldots \ldots \\
\sum_{j=3}^{k-1} b_{j 1} A_{k j}^{2} & \sum_{j=3}^{k-1} b_{j 2} A_{k j}^{2} & \ldots & \sum_{j=3}^{k-1} b_{j k} A_{k j}^{2}
\end{array}\right|
$$



Similar as above, we will consider $A_{33}^{2}$ as multiplier of the second row, $A_{43}^{2}$ as multiplier of the third row, etc. and consider $A_{k 3}^{2}$ as multiplier of the last row. Getting again each of them as multiplier of the determinant, we obtain:

$$
\operatorname{det} A B=\frac{A_{22}^{1} A_{32}^{1} \cdots A_{k 2}^{1} \cdot A_{33}^{2} A_{43}^{2} \cdots A_{k 3}^{2}}{a_{11}^{k-1}}\left|\begin{array}{cccc}
\sum_{j=1}^{k-1} a_{1 j} b_{j 1} & \sum_{j=1}^{k-1} a_{1 j} b_{j 2} & \ldots & \sum_{j=1}^{k-1} a_{1 j} b_{j k} \\
b_{21}+\sum_{j=3}^{k-1} b_{j 1} A_{2 j}^{1} & b_{22}+\sum_{j=3}^{k-1} b_{j 2} \frac{A_{2 j}^{1}}{A_{22}^{1}} & \ldots & b_{22}+\sum_{j=3}^{k-1} b_{j k} \frac{A_{2 j}^{1}}{A_{22}^{1}} \\
b_{31}+\sum_{j=4}^{k-1} b_{j 1} \frac{A_{3 j}^{2}}{A_{33}^{2}} & b_{32}+\sum_{j=4}^{k-1} b_{j 2} \frac{A_{3 j}^{2}}{A_{33}} & \ldots & b_{3 k}+\sum_{j=4}^{k-1} b_{j k} \frac{A_{3 j}^{2}}{A_{33}^{2}} \\
b_{31}+\sum_{j=4}^{\ldots-1} b_{j 1} \frac{A_{k j}^{2}}{A_{33}^{2}} & b_{32}+\sum_{j=4}^{\ldots-1} b_{j 2} \frac{A_{k j}^{2}}{A_{33}^{2}} & \ldots & b_{3 k}+\sum_{j=4}^{k-1} b_{j k} \frac{A_{k j}^{2}}{A_{33}^{2}}
\end{array}\right|
$$

In the next step, we will add the third row multiplied with $(-1)$ to all the rows bellow it and thus obtain:

$$
\begin{aligned}
& \operatorname{det} A B= \\
& \frac{A_{22}^{1} A_{32}^{1} \cdots A_{k 2}^{1} \cdot A_{33}^{2} A_{43}^{2} \cdots A_{k 3}^{2}}{a_{11}{ }^{k-1}} \times \\
& \times\left|\begin{array}{cccc}
\sum_{j=1}^{k-1} a_{1 j} b_{j 1} & \sum_{j=1}^{k-1} a_{1 j} b_{j 2} & \ldots & \sum_{j=1}^{k-1} a_{1 j} b_{j k} \\
b_{21}+\sum_{j=3}^{k-1} b_{j 1} \frac{A_{2 j}^{1}}{A_{22}^{1}} & b_{22}+\sum_{j=3}^{k-1} b_{j 2} \frac{A_{2 j}^{1}}{A_{22}^{1}} & \ldots & b_{2 k}+\sum_{j=3}^{k-1} b_{j k} \frac{A_{2 j}^{1}}{A_{22}^{1}} \\
b_{31}+\sum_{j=4}^{k-1} b_{j 1} \frac{A_{3 j}^{2}}{A_{33}^{2}} & b_{32}+\sum_{j=4}^{k-1} b_{j 2} \frac{A_{3 j}^{2}}{A_{33}^{2}} & \ldots & b_{3 k}+\sum_{j=4}^{k-1} b_{j k} \frac{A_{3 j}^{2}}{A_{33}^{2}} \\
\sum_{j=4}^{k-1} b_{j 1}\left(\frac{A_{4 j}^{2}}{A_{43}^{2}}-\frac{A_{3 j}^{2}}{A_{33}^{2}}\right) & \sum_{j=4}^{k-1} b_{j 2}\left(\frac{A_{4 j}^{2}}{A_{43}^{2}}-\frac{A_{3 j}^{2}}{A_{33}^{2}}\right) & \ldots & \sum_{j=4}^{k-1} b_{j k}\left(\frac{A_{4 j}^{2}}{A_{43}^{2}}-\frac{A_{3 j}^{2}}{A_{33}}\right) \\
\ldots & \ldots & \ldots & \ldots \\
\sum_{j=4}^{k-1} b_{j 1}\left(\frac{A_{k j}^{2}}{A_{k 3}^{2}}-\frac{A_{3 j}^{2}}{A_{33}^{2}}\right) & \sum_{j=4}^{k-1} b_{j 2}\left(\frac{A_{k j}^{2}}{A_{k 3}^{2}}-\frac{A_{3 j}^{2}}{A_{33}^{2}}\right) & \cdots & \sum_{j=4}^{k-1} b_{j k}\left(\frac{A_{k j}^{2}}{A_{k 3}^{2}}-\frac{A_{3 j}^{2}}{A_{33}^{2}}\right)
\end{array}\right|
\end{aligned}
$$

We will denote $A_{i j}^{3}=\frac{A_{i j}^{2}}{A_{i 3}^{2}}-\frac{A_{3 j}^{2}}{A_{33}^{2}}, i=4, \ldots k$, to simplify the notations (to write in a short way the terms in the brackets) and repeat previous steps starting from the fourth row: we will consider $A_{4 j}^{3}$ as multiplier of the fourth row, etc. consider $A_{k j}^{3}$ as multiplier of the last row, then get them as multipliers of the determinant. Then we will add the fourth row multiplied with $(-1)$ to the rows bellow it, etc. We can notice that when we add certain row multiplied by $(-1)$ to the others bellow, in the sums in those rows bellow, we eliminate one element, so the sums bellow have one element less. After finite number of steps, we will obtain:

$$
\begin{aligned}
& \operatorname{det} A B=\frac{\prod_{j=2}^{k} A_{j 2}^{1} \prod_{j=3}^{k} A_{j 3}^{2} \prod_{j=4}^{k} A_{j_{j}^{3} \cdots \cdots}^{a_{j 1}}{ }_{j=k-2}^{k} A_{i(k-2)}^{k-3}}{\sum_{j=1}^{k-1} a_{1 j} b_{j 1}} \times
\end{aligned}
$$

Now we will add the $(k-2)$ - th row multiplied with $(-1)$ to the last two row and thus obtain:

|  |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \sum_{j=1}^{k-1} a_{1 j} b_{j 1} a_{11}{ }^{k-1} \\ b_{21}+\sum_{j=3}^{k-1} b_{j 1} \frac{A_{2 j}^{1}}{A_{22}^{j}} \end{gathered}$ | $\begin{gathered} \sum_{j=1}^{k-1} a_{1 j} b_{j 2} \\ b_{22}+\sum_{j=3}^{k-1} b_{j 2} \frac{A_{2 j}^{1}}{A_{22}^{2}} \end{gathered}$ | $\begin{gathered} \sum_{j=1}^{k-1} a_{1 j} b_{j k} \\ b_{22}+\sum_{j=3}^{k-1} b_{j k} \frac{A_{2 j}^{1}}{A_{22}^{2}} \end{gathered}$ |
| $\times$ | $b_{(k-2) 1}+b_{(k-1) 1} \frac{A_{k-3}^{k-3}(k-1)}{A_{(k-2)(k-2)}^{k-3}(k-2)}$ | ... | $b_{(k-2) k}+b_{(k-1) k} \frac{A_{k-3}^{k-3}(k-1)}{A_{(k-2))^{k}(k-2)}^{k-2}}$ |
|  |  |  |  |
|  |  |  | $b_{(k-1) k}\left(\frac{A_{k(k-3)}^{k-3}}{A_{k(k-2)}^{k-3}-}-\frac{A_{(k-3)(k-1)}^{k-3}}{\left.A_{(k-2)(k-2)}^{k-3}\right)}\right.$ |

Using substitution $A_{(k-1)(k-1)}^{k-2}=\frac{A_{(k-1)(k-1)}^{k-3}}{A_{(k-1)(k-2)}^{k-3}}-\frac{A_{(k-2)(k-1)}^{k-3}}{A_{(k-2)(k-2)}^{k-3}}$ and $A_{k(k-1)}^{k-2}=\frac{A_{k(k-1)}^{k-3}}{A_{k(k-2)}^{k-3}}-$ $\frac{A_{(k-2)(k-1)}^{k-3}}{A_{(k-2)(k-2)}^{k-3}}$ we have:

$$
\begin{aligned}
& \operatorname{det} A B=\frac{\prod_{j=2}^{k} A_{j 2}^{1} \prod_{j=3}^{k} A_{j 3}^{2} \prod_{j=4}^{k} A_{j 4}^{3} \cdots \prod_{j=k-2}^{k} A_{i(k-2)}^{k-3}}{a_{11}{ }^{k-1}} \times \\
& \times\left|\begin{array}{cccc}
\sum_{j=1}^{k-1} a_{1 j} b_{j 1} & { }^{a_{11}} & \sum_{j=1}^{k-1} a_{1 j} b_{j 2} & \ldots \\
b_{21}+\sum_{j=3}^{k-1} b_{j 1} \frac{A_{2 j}^{1}}{A_{22}^{1}} & b_{22}+\sum_{j=3}^{k-1} b_{j 2} \frac{A_{2 j}^{1}}{A_{22}^{1}} & \ldots & \sum_{j=1}^{k-1} a_{1 j} b_{j k} \\
\ldots & \cdots & b_{22}+\sum_{j=3}^{k-1} b_{j k} \frac{A_{2 j}^{1}}{A_{22}^{1}} \\
b_{(k-2) 1}+b_{(k-1) 1} \frac{A_{(k-2)(k-1)}^{k-3}}{A_{(k-2)(k-2)}^{k-3}} & b_{(k-2) 2}+b_{(k-1) 2} \frac{A_{(k-2)(k-1)}^{k-3}}{A_{(k-2)(k-2)}^{k-2}} & \ldots & b_{(k-2) k}+b_{(k-1) k} \frac{A_{(k-2)(k-1)}^{k-3}}{A_{(k-2)(k-2)}^{k-3}} \\
b_{(k-1) 1} A_{(k-1)(k-1)}^{k-2} & b_{(k-1) 2} A_{(k-1)(k-1)}^{k-2} & \ldots & b_{(k-1) k} A_{(k-1)(k-1)}^{k-2} \\
b_{(k-1) 1}^{k-2} A_{k(k-1)}^{k-2} & b_{(k-1) 2} A_{k(k-1)}^{k-2} & \ldots & b_{(k-1) k} A_{k(k-1)}^{k-2}
\end{array}\right|
\end{aligned}
$$

Finally, getting $A_{(k-1)(k-1)}^{k-2}$ and $A_{k(k-1)}^{k-2}$ from the last two rows as multipliers of the determinant, we obtain:


The determinant has value 0 as it has two equal rows. So, multiplying $k \times$ $(k-1)$ matrix with $(k-1) \times k$ matrix, we obtain singular $k \times k$ matrix.

The proof that the Theorem 2.4 holds for the product $A B$ of arbitrary matrices $A=[A]_{n \times k}$ and $B=[B]_{k \times n}$, where $n>k$, i.e. the product $A B$ in this case is singular $n \times n$ matrix, can easily be done by induction. We have already proved that the theorem holds when $n=k+1$. We suppose that the theorem holds for ( $n-1$ ), where $n-1>k$, and using this we can prove that it holds for all $n>k$.

If we take $A=\left[\begin{array}{cccc}a_{11} & a_{12} & \ldots & a_{1 k} \\ a_{21} & a_{22} & \ldots & a_{2 k} \\ \ldots & \ldots & \ldots & \ldots \\ a_{n 1} & a_{n 2} & \ldots & a_{n k}\end{array}\right]$ and $B=\left[\begin{array}{cccc}b_{11} & b_{12} & \ldots & b_{1 n} \\ b_{21} & b_{22} & \ldots & b_{2 n} \\ \ldots & \ldots & \ldots & \ldots \\ b_{k 1} & b_{k 2} & \ldots & b_{k n}\end{array}\right]$, then

$$
A B=\left[\begin{array}{cccc}
\sum_{j=1}^{k} a_{1 j} b_{j 1} & \sum_{j=1}^{k} a_{1 j} b_{j 2} & \ldots & \sum_{j=1}^{k} a_{1 j} b_{j n} \\
\sum_{j=1}^{k} a_{2 j} b_{j 1} & \sum_{j=1}^{k} a_{2 j} b_{j 2} & \ldots & \sum_{j=1}^{k} a_{2 j} b_{j n} \\
\ldots & \ldots & \ldots & \ldots \\
\sum_{j=1}^{k} a_{n j} b_{j 1} & \sum_{j=1}^{k} a_{n j} b_{j 2} & \ldots & \sum_{j=1}^{k} a_{n j} b_{j n}
\end{array}\right]
$$

To calculate the determinant of the last matrix, we can use minor expansion, for example, choosing the last row. Similar as in the previous theorems, each minor thus we obtain can be consider as determinant of matrix which is result of multiplication of $(n-1) \times k$ matrix with $k \times(n-1)$ matrix. According to the inductive assumption, all these minors have value 0 , so $\operatorname{det} A B=0$, which proves the theorem.

## 3. Conclusion

In this manuscript we have proved how we can obtain singular matrix by multiplying two randomly chosen matrices with specific form. Having in mind that singular matrices have big application in mathematics and other sciences, and also having in mind that the probability to generate randomly singular matrix is very low, we think that this paper will have big impact in mathematics, computational and other sciences which deal with matrices because the main result in the paper is exactly a way to generate singular matrix, and thus many scientists will have interest for this paper.
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