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ABSTRACT 

Viruses are the most abundant biological entities in aquatic ecosystems. As top-

down controls of plankton abundance and diversity, they are intrinsically linked to 

biogeochemical cycling, and by proxy, to global climate change. It is thus of great interest 

for researchers to understand the mechanics of viral infection and persistence among 

ecologically important phytoplankton assemblages. Viruses which infect eukaryotic algae 

are observed with diverse nucleic acid types, structures, and sizes, though most isolates 

to date bear large, dsDNA genomes comprised of genes normally only seen in cellular 

organisms. The Chlorella viruses are the model system for studying these entities, with 

many of the ‘omics’ approaches having been used to characterize the biology of this 

system. Here, we present data generated from epigenomic (i.e. DNA methylation) and 

metabolomic experiments of the prototype Chlorella virus, PBCV-1. In order to ask 

questions about virus DNA methylation, we first established a novel protocol for 

cryopreservation of PBCV-1 to control against epigenomic and genetic drift. This allowed 

for a baseline characterization of the DNA methylome profile in the prototype chlorovirus, 

PBCV-1, using PacBio’s single-molecule, real-time (SMRT) sequencing software. The 

results of this study suggest the possibility of widespread epigenomic modifications, and 

that DNA methylation by viral restriction-modification associated enzymes is incomplete. 

Most instances of missing methylation marks are represented as hemimethylated 

palindromes, which are protected against the types of restriction enzymes encoded by 

these viruses and thus might represent an epigenomic regulatory function in the virus. 

Finally, we conducted a non-targeted metabolomics study of PBCV-1 infected Chlorella 

cells to make some of the first inferences of how viral infection alters the metabolic profile 

of this host system. Altogether, this work helps to distinguish the baseline epigenomic 

and metabolomic profiles of the Chlorella-PBCV-1 virus system for future comparison with 

more ecologically informative treatments (i.e. competition, sub-optimal light, nutrient 

limitation, etc.). This work will help to uncover general trends specific to algal-giant virus 

interactions that distinguish themselves from phage-bacteria systems. 
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CHAPTER 1 : VIRUSES OF EUKARYOTIC ALGAE: DIVERSITY, 
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A version of this chapter was originally published in Viruses:   

Samantha R. Coy, Eric R. Gann, Helena L. Pound, Steven M. Short, Steven W. Wilhelm. 

“Viruses of Eukaryotic Algae: Diversity, Methods for Detection, and Future Directions.” 

Viruses. 2018;10(9): 487.  

The conclusion of this article was revised here to reflect the dissertation focus on the on-

going characterization of the model Chlorella virus system. S.R.C. and S.W.W. conceived 

the paper, and all listed authors contributed to the production of figures, text, and editing.   

Abstract 

The scope for ecological studies of eukaryotic algal viruses has greatly improved with the 

development of molecular and bioinformatic approaches that do not require algal cultures. 

Here, we review the history and perceived future opportunities for research on eukaryotic 

algal viruses. We begin with a summary of the 65 eukaryotic algal viruses that are 

presently in culture collections, with emphasis on shared evolutionary traits (e.g., 

conserved core genes) of each known viral type. We then describe how core genes have 

been used to enable molecular detection of viruses in the environment, ranging from 

PCR-based amplification to community scale “-omics” approaches. Special attention is 

given to recent studies that have employed network-analyses of “-omics” data to predict 

virus-host relationships, from which a general bioinformatics pipeline is described for this 

type of approach. Finally, we conclude with acknowledgement of how the field of aquatic 

virology is adapting to these advances, and highlight the need to properly characterize 

new virus-host systems that may be isolated using preliminary molecular surveys. 

Researchers can approach this work using lessons learned from the Chlorella virus 

system, which is not only the best characterized algal-virus system, but is also 

responsible for much of the foundation in the field of aquatic virology.  
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Introduction 

Viruses infecting eukaryotic algae are extremely diverse. They have been reported 

with DNA or RNA genomes in various architectures (linear, circular, double-stranded, 

single-stranded, segmented) and sizes (4.4 to 638kb) (1). Some viruses accomplish 

infection with just a few viral genes at their disposal, while others maintain a gene arsenal 

nearly 100 times that size. Viruses infecting algae influence large ecological and 

biogeochemical processes. They direct the evolution of hosts through predator-prey 

selection and genetic exchange, consequently influencing algal fitness, population 

dynamics, and ultimately, microbial community structure. Infection can also alter the 

composition and distribution of organic matter in the environment (a process referred to 

as the aquatic ”viral shunt” (2)) and influence particle size-distribution, nutrient cycling, 

and biological system activity (e.g., respiration (3)). While algal viruses are important 

members in many aquatic environments, their contribution to these processes at the 

global scale primarily arises when they infect and lyse abundant bloom-forming algae. 

This includes harmful bloom formers and ecosystem scale specialists like 

coccolithophores that form blooms large enough to be observed from outer space (4). 

It is a relatively recent realization that algal viruses are ecologically significant. In 

fact, the whole history of algal virus research has occurred primarily in just the last half 

century (Figure 1). While there have been sporadic observations of virus infection of algae 

cultures since the early 1970s (5, 6), the importance of algal viruses in natural systems 

was brought into the limelight by a series of observations of virus-like-particles associated 

with important bloom-forming algae (7-9). These findings inspired questions about the 

identity and evolutionary relationships within these virus-host systems. Such questions, 

however, required viruses to be isolated and genetically characterized. 

One of the first algal-virus systems to achieve “model” status were the double-

stranded DNA (dsDNA) viruses that infect the unicellular, ex-symbiotic, green alga 

Chlorella (10). The Chlorella virus-host model system remains the best characterized of 

all the algae-virus models, with genomes (11-15), transcriptomes (16, 17), and proteomes 
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(11) documented in the literature. Indeed, it was sequencing of the DNA polymerase B 

(polB) genes from Chlorella viruses PBCV-1 and NY-2A (18), and later from Micromonas 

pusilla virus SP1, that revealed a conserved amino acid sequence distinct from other 

known polB protein sequences. This observation enabled the development of degenerate 

PCR primers that selectively amplified these algal-virus polB genes (19, 20). The 

sequences of these PCR amplicons supported a unique monophyletic viral clade, now 

recognized as the family Phycodnaviridae of the Nucleocytoplasmic Large dsDNA 

Viruses (NCLDV). For a while the Phycodnaviridae was thought to be home to all of the 

large dsDNA algal viruses: perhaps even dominating the overall algal virus community. 

This perspective changed when sequencing of new isolates demonstrated that their 

“core” genes were more closely related to genes from the protist-infecting “giant viruses” 

of family Mimiviridae (21-23). In general, algal-infecting viruses are recognized as 

members of one of these two families, though future work may challenge the 

monophyletic nature of these groups. For example, clustering of the Phycodnaviridae is 

at times disrupted when homologs from other cellular or viral families are included in 

phylogenetic reconstructions (24-26). 

There have also been increasing reports of single-stranded DNA (ssDNA) viruses, 

mostly infecting diatoms, RNA viruses (Table 1) (27, 28), and even parasites of these 

large algal viruses known as virophage (29, 30). The most informative reports on these 

systems have come from metagenomic and metatranscriptomic datasets that can detect 

the presence and activity of a wide range of DNA and RNA viruses. In turn, the known 

diversity of eukaryotic algal viruses has greatly expanded, at times even yielding putative 

full-length viral genome assemblies (31). Perhaps most promising is the possibility of 

predicting virus-host relationships in silico (31-33), whereas traditional methods have 

relied on virus isolation from a relative few cultivated algae. Shotgun -omics further create 

the opportunity to identify virus-host pairs from environmental data and place them in 

semi-quantitative ecological context. Indeed, these studies may even serve as preliminary 

assessments of the future cultivation requirements for isolating new virus-host systems. 

This burgeoning scientific frontier necessitates a review on the known diversity of 
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eukaryotic algal viruses, the molecular toolkit available for in situ studies on their ecology, 

and the direction aquatic virology is taking to adapt to these methodologies. 

Diversity of cultured virus-host systems 

The diversity of algal viruses mirrors that of their hosts, bearing in mind that the 

name “algae” does not denote a common evolutionary relationship. Indeed, algae have 

been observed in freshwater, marine, and terrestrial systems, in unicellular, colonial, or 

multicellular forms, and in disparate taxonomic lineages. Nevertheless, the diversity of 

algae can be depicted using an existing taxonomic framework that includes seven 

“supergroups” consisting of Excavata, Amoebozoa, Opisthokonta, Archaeplastida, the 

SAR group (Stramenophila, Alveolata, and Rhizaria), and a series of non-delineated, 

“cryptic” organisms collectively referred to as the Incerta sedis (34). Beyond this 

framework, the manner in which certain taxa are placed within eukaryotic phylogeny 

varies in the literature and is a subject of ongoing scientific debate. We adapted the 

schematic phylogeny presented by the TARA Oceans group (35) to illustrate the diversity 

of marine eukaryotic plankton, their relative abundance based on TARA Oceans 18S 

rDNA gene surveys, and lineage association with viruses that have been isolated and are 

maintained in lab cultures (Figure 2 and Table 1). This framework demonstrates that 

marine eukaryotic algae are known to occupy all but the Amoebozoa and Opisthokonta 

supergroups. Algae-infecting viruses have been isolated using hosts spanning almost all 

abundant planktonic lineages, though many are single systems or instances without 

genomic information to define viral phylogenetic placement (e.g., TampV). Although 

Pyramimonadales and Raphidophyceae were not abundant in the TARA Oceans 18S 

dataset, select species in these groups are known bloom-formers (36-39) making the 

available algal-virus system for these lineages ecologically informative. Viruses have also 

been isolated on important non-planktonic species, such as brown and red macroalgae 

(Phaeophyceae and Rhodophyceae). Abundant lineages without an algae-infecting virus 

include photosynthetic Dictyochophyceae, the Prasino Clade 7 group, the Chryso/Synuro 

group, and the Apicomplexans—though some of the highly represented lineages could 

be attributed to non-photosynthetic members. Establishing well characterized host-virus 
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systems in these lineages could be very useful for bloom-forming algae of these lineages. 

For example, it would be appealing to isolate a Pseudochattonella (Dictyochophyceae) 

infecting virus, as the host alga is responsible for fish kills. In 2016 Pseudochattonella 

was responsible for a massive fish kill in Peru amounting to an economic loss of ~$800 

million dollars (40). In another interesting, albeit more complicated example, survival of 

the red-tide, bloom-forming ciliate Mesodinium rubrum depends on ingestion of 

photosynthetic cryptophytes to obtain necessary organelles (e.g., plastid, mitochondria, 

nucleus) (41). Viruses infecting cryptophyte prey may compete with this grazer, thus 

serving as an important control on the frequency and duration of red tides. Such broad 

trophic effects have been shown in studies on Emiliania huxleyi, where viral-infected cells 

are ingested by zooplankton at different rates than non-infected cells (42, 43). 

Eukaryotic algal viruses in culture collections have been isolated from ~60 alga 

species (Table 1). Most of these are lytic, dsDNA viruses of the NCLDV group with a 

narrow, known host-range. The abundance of NCLDVs would imply that these are an 

ecologically relevant algal-virus type in the virus community, but whether or not these are 

the dominating type is unclear. This would certainly contrast with plant viromes which are 

dominated by RNA viruses. It is also possible that NCLDVs are more easily detected and 

isolated, thus explaining why only dsDNA viruses have been isolated from water samples 

that putatively contained other types of viruses. For example, electron micrographs of 

bloom-associated Emiliania huxleyi cells have been observed to simultaneously contain 

both small (50–60 nm) and large (185–200 nm) intracellular VLPs (44). Similar 

observations been made in Pyramimonas orientalis (45), but currently only one type of 

dsDNA virus has been isolated for this algae (46). It is possible that these viruses compete 

for algal infection, but they may also represent a case of virus-infecting virophage that are 

already known to co-occur with Mimiviridae (47, 48), and perhaps even Phycodnaviridae 

(29, 32) viruses. Observations of co-occurring viruses are not limited to microscopy either; 

network analysis of metatranscriptomic data has linked the brown alga Aureococcus 

anophagefferens to its known dsDNA virus AaV as well as to uncharacterized ssDNA 

viruses (31), although the mechanism of this linkage (either direct, or via a co-occurring 
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microbial host of the virus) remains elusive. In short, algae may be infected by many types 

of viruses, potentially at the same time, and the numerically dominant virus type may not 

always represent that which is in the culture collection. 

To date, there are four algal species that are known to be infected by diverse 

viruses comprised of different nucleic acid types. These include Heterosigma akashiwo, 

Chaetoceros tenuissimus, Micromonas pusilla, and Heterocapsa circularisquama, and in 

all cases the different virus types infect the same host strain (49). The coexistence of 

Heterosigma akashiwo viruses HaRNAV and HaDNAV is especially intriguing given these 

viruses exhibit opposite infection dynamics; the RNA virus has a high viral production 

rate, but a slower lytic cycle, whereas the DNA virus quickly replicates but produces fewer 

particles (50). It was hypothesized that coexistence could be maintained through variable 

host densities and viral decay rates, thus representing viruses that may have evolved as 

r- or k- strategists as has been proposed for Heterocapsa viruses (51), but is certainly not 

supported enough to be extrapolated as an explanation for all co-occurring viruses. Even 

virus isolates of the same nucleic acid type and species can exhibit considerable diversity. 

This can be extreme in some cases, where dsDNA viruses infecting the same algal host, 

which would be expected to cluster phylogenetically, are affiliated with NCLDV viral 

families Mimiviridae or Phycodnaviridae (e.g., Phaeocystis globosa Virus Groups I and 

Groups II (23, 52). It is possible that eukaryotic algae may commonly be infected by 

viruses of diverse replication strategies, and evolutionary histories, but the extent of this, 

as well as the factors that may allow this, needs more thorough investigation. 

dsDNA viruses infecting eukaryotic algae 

Most dsDNA viruses infecting algae are members of the NCLDV group, with the 

proposed exception of Tsv-N1 (53). Algal-NCLDV viruses have large genomes that 

encode hundreds of protein coding genes. Their evolutionary relationship has been 

inferred by core genes conserved across NCLDVs (54), placing them into either the family 

Phycodnaviridae or as extended members of the family Mimiviridae. Algal viruses of the 

latter group have recently been given the proposed distinction of Mesomimivirinae (55), 
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but for our purposes we will maintain the Mimiviridae description. The one exception to 

these two family assignments is HcDNAV, which shares closer similarity to the family 

Asfarviridae (56). To date, the NCLDV core gene compliment has been reduced to just a 

few genes (e.g., D5R packaging ATPase, D13L major capsid protein, and B family DNA 

polymerase), implying that the genetic diversity is huge among this group. Indeed, a 

genomic comparison among Phycodnaviridae members PBCV-1 (Chloroviruses), EsV-1 

(Phaeoviruses), and EhV-86 (Coccolithoviruses) yielded only 14 conserved homologs 

from a pool of ~1000 genes (57). A more comprehensive look at these diverse genes can 

be found in genus-specific reviews of the Phycodnaviridae (14, 58-62).  

It is anticipated that any single algal host can be permissive to many closely related 

virus variants, whereby phylogenetic comparisons of their core genes will reveal distinct 

clades (e.g., Micromonas pusilla and Chlorella variabilis viruses) with differences in latent 

phases, burst sizes, and genome size (14). In closely related viruses this is best resolved 

using concatenated alignments of marker protein sequences. At the same time, the origin 

of some of these genes is often attributed to gene transfer events. Many algal NCLDVs 

have acquired non-ancestral genes, but the majority of these appear to come from 

difference sources: Prasinoviruses acquire most of these from their host, Chlorovirus non-

ancestral genes mostly derive from bacteria (63), and Aureococcus anophagefferens 

Virus (AaV) encodes a more even mixture of host, bacterial, archaeal, and viral genes 

(21). At the same time, it is worth noting that the origin of some genes could be difficult to 

ascertain if only a limited subset of viral (and host) homologs have been sequenced and 

annotated in public databases. Regardless, it has been suggested that viruses whose 

hosts are in closer association with bacteria tend to encode more putative non-ancestral 

genes, and that these genes cluster near the terminal ends of the viral genome (64). 

However, while the Chlorella algae is an endosymbiont of Paramecium that is certainly in 

close proximity to bacteria, the non-ancestral genes carried by the virus are evenly 

dispersed across its genome (14). In contrast, AaV displays terminal clusters of non-

ancestral genes (21), but its host is a free-living photo/osmotroph. In either case, the 

biological implication of such high viral gene diversity, and how it is generated, is unclear. 
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It may help the virus acquire its specific needs for infection but has also been proposed 

to allow viruses to infect multiple hosts. 

ssDNA viruses infecting eukaryotic algae 

To date, the only ssDNA alga-infecting viruses that have been isolated are those 

which infect diatoms (Bacillariophyceae). In total, diatoms are a collective of an estimated 

12,000–30,000 species, representing one of the most abundant phytoplankton groups in 

freshwater and marine environments (65). Most diatom-virus systems currently in culture 

are those infecting the cosmopolitan genus Chaetoceros. These isometric virus particles 

are ~35 nm in diameter and house circular, ssDNA genomes ranging from ~5.5–6.0 kb 

(66). The genomes generally encode four open reading frames consisting of an 

endonuclease (Rep), a major capsid protein, and two ORFs with unknown function. The 

capsid and replication initiating endonuclease are used in phylogenetic analyses. Three 

new members (whose genomes are ~4.5–4.7 kb) were recently reported from a de novo 

assembly of metagenomic reads from the mollusk Amphibola crenata and from sediment 

within an estuary in New Zealand (67). Phylogenetic analysis of the capsid proteins 

suggest this gene is a recent acquisition from ssRNA viruses, which is interesting, though 

not without precedent (68, 69). These metagenome assembled viruses have resulted in 

the taxonomic reclassification of diatom viruses into the family Bacilladnaviridae that 

includes cultured diatom viruses noted in Table 1 with asterisks (70). Many other ssDNA 

viruses are being detected in omics datasets (31), though resolving their specific host is 

an ongoing challenge. 

RNA  viruses infecting eukaryotic algae 

Algae-infecting viruses with single (ss) and double-stranded (ds) RNA genomes 

have also been isolated and characterized, although most attention has been focused on 

the ssRNA isolates. Both virus groups encode an RNA-dependent RNA polymerase 

(RdRP), as well as proteases and helicases that can be used to infer distant evolutionary 

relationships. Most information on dsRNA algal viruses has been derived from the original 
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isolation papers describing the evolutionary relationships of the isolates. MpRV, a dsRNA 

virus of Micromonas pusilla, forms its own genus within the family Reoviridae (unassigned 

order) and has been proposed to be the ancestral line of the Reoviridae based on its 

placement between clades that demonstrate turreted or non-turreted virions (71). The 

other dsRNA virus isolate is Chondrus crispus virus (CcV), a toti-virus like entity. CcV 

represents an extraordinary case of a putative quasispecies virus that was accidentally 

discovered when a small band of dsRNA (~6 kb) was observed during host genomic 

preparation for sequencing (72). Similar dsRNA bands have been observed in extracts 

from all algal life phases, geographic locations, and in extracts from other red algae, 

though virus-like-particles and host lysis was not observed. The CcV system may 

represent either a latent or chronic (i.e., particle production below the limit of detection) 

viral infection that is ubiquitous among red algae, similar to known latent dsDNA viral 

infections of brown algae by Phaeoviruses (73). Since both Chondrus crispus and 

Micromonas pusilla are ecologically important algae, characterization of their relationship 

with these viruses is important and perhaps reflective of a need to search for more dsRNA 

viruses associated with algae. 

ssRNA viruses have received considerably more attention since their hosts are 

common marine phytoplankton with some species capable of forming harmful blooms 

(38, 74, 75). Most of the alga-infecting ssRNA viruses are members of the order 

Picornavirales (Figure 3), with a few contradictions that are awaiting a taxonomic re-

evaluation based on molecular data. The viruses infecting Heterocapsa and Heterosigma 

are the sole members of the families Alvernaviridae (unassigned order) and Marnavirdiae 

(order Picornavirales), respectively (67, 70), while the genus Bacillarnavirus (order 

Picornavirales) includes formal members Chaetoceros socialis forma radians RNA virus, 

Chaetoceros tenuissimus RNA virus 01, and Rhizosolenia setigera RNA virus 01. Other 

diatom viruses Csp03RNAV, AglaRNAV, and CtenRNAV type II are putative members of 

Bacillarnavirus based on phylogenetic relationships of replicase or structural proteins (1). 

The diatom viruses are generally thought to be highly species specific based on host-

range experiments, with the exception of CtenRNAV type II which can infect four 
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Chaetoceros sp. in addition to Chaetoceros tenuissimus (66). These viruses and their 

hosts represent ecologically important systems that may reveal much on the persistence, 

co-existence, and competition of diatom viruses. 

Culture independent approaches: expanding known diversity 

PCR applications for estimating viral diversity and dynamics 

Developing algal-virus model systems in the lab can inform much on the biology 

and ecology of algal viruses, but dependence on these systems is a limiting step. The 

ability to determine viral geographic distributions, population fluctuations, and diversity 

ultimately depends on analysis of environmental samples. Microscopic methods (76), flow 

cytometry (77-79), and infectivity assays (e.g., most probable number, plaque assay (10)) 

have been used to answer these questions, but these approaches lack taxonomic 

resolution and/or the relatively quick processing time that molecular techniques provide. 

To date, the principal molecular method for studying environmental algal viruses has been 

based on PCR amplification of conserved marker genes. Most of this work has focused 

on algal NCLDVs using polB (19) and the NCLDV major capsid protein (mcp) as gene 

targets (80): subsets of this community have been further examined using primers that 

specifically target the extended, algal Mimiviridae major capsid protein (AMmcp) (81). For 

reference, the potential amplification ranges of these primers are mapped against a 

phylogeny of sequenced virus isolates (Figure 4). There has been discussion on 

amplification bias of polB primers based on observations that environmental datasets 

tend to amplify prasinoviruses, even though these may be environmentally abundant viral 

types (51). The gene amplified by this primer set has also been suggested to be a poor 

marker for resolving within algal virus genera. For example, there are two distinct groups 

of Phaeocystis globosa infecting viruses, and these groups phylogenetically cluster into 

different families (1). Diversity may be better assessed using genome fluidity 

measurements of the pan-genome (82), but this would work better for describing viruses 

with full-genome sequences. Indeed, marker gene primer sets remain useful for 

elucidating environmental diversity of algal NCLDVs. 
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A recent clone library of PCR amplicons generated using the two mcp primer sets 

demonstrates a wide diversity of algal viruses isolated from marine and freshwater 

environments (81). This study also used PCR amplification to track the occurrence and 

dynamics of virus groups (defined by sequence clustering as operational taxonomic units, 

OTUs) over the course of a harmful brown-alga event. Biases aside, the approach used 

in that study has certainly expanded the known diversity of algal NCLDVs. It has also 

shown that cultured viral isolates are often distinct from environmental viruses, and that 

viruses are widely dispersed in the environment (80, 81, 83-86). Another recent group of 

primer sets was developed by Wilson et al. that amplifies a putative algal-Mimiviridae 

specific mismatch repair gene (MutS) (87). Novel groups of algal NCLDVs were detected 

in all of the samples tested, making this gene/primer set another potentially useful tool for 

studying virus diversity. RNA virus diversity has been assessed using primer sets 

targeting RNA dependent RNA polymerase (RdRP), a protein encoded by all RNA viruses 

(27, 88). This led to the discovery of a highly diverse super group of putative, marine, 

protist-infecting picorna-like viruses (88) that are consistently represented in 

metagenomic datasets (89). Moreover, alignments of conserved regions of RdRP form 

clades that are congruent with virion structure, host, and epidemiology (27). 

While diversity can be addressed with degenerate primer PCR amplification, one 

of the major drawbacks of this approach is that it is generally not suitable for quantitative 

measurements (90). Indeed, degeneracies allow for biases in primer-binding and 

template amplification in mixed communities (91). Use of more specific primer sets and 

quantitative PCR approaches can avoid this issue (92, 93), but at the risk of not detecting 

closely related viruses. Even when using specific primer sets, recent duplications of 

marker genes can result in overestimation of viral abundances. One of the recent 

developments to overcome this is to spatially separate viruses and subject them to solid-

phase, single-molecule PCR polony amplification (94). Family specific degenerate 

primers amplify diverse members without the issue of competitive amplification, then 

categorize and quantify the amplicons using probes for virus group specific genes. Of 

course, this method is also dependent on prior sequence knowledge on the virus types 
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of interest and has been validated only in cyanophage thus far, but it is certainly an 

appealing method for the study of eukaryotic alga infecting viruses. Another recently 

discovered application of PCR is its potential to link viruses and hosts. Microfluidics can 

be used to isolate infected single-cells that can then be subjected to simultaneous PCR 

detection of viral and host genes (95). 

Using omics approaches to estimate virus diversity and dynamics 

Because community scale genomics and transcriptomics are not dependent on 

target amplification, they are better suited for resolving viral diversity and can in some 

cases allow for the assembly of complete viral genomes. Though this is more readily 

accomplished in small RNA and DNA viruses (31, 67, 96), it has also been possible for 

some large dsDNA viruses and virophage (22, 29, 30). This potential is so valuable that 

a proposal was recently submitted to the International Committee on the Taxonomy of 

Viruses (ICTV) for the inclusion of metagenomic-assembled viruses into the official 

classification scheme (97). Not only was this approved, but it initiated a change in the 

primary approach ICTV uses for virus classification from phenotypic characterization 

based on viral isolates to molecular characterization based on viral DNA sequences. 

Since this time, metagenome assembled circular Rep-encoding single-stranded (CRESS) 

DNA viruses have been properly classified, including the Bacilladnaviridae (67), the 

putative vertebrate infecting Smacoviridae (98), and many more (70, 99). Some of the 

initial taxonomic classifications may also need to be reassessed in light of molecular 

methods, as classical taxonomy based on phenotype is not always congruent with 

phylogenetic clustering: The order Nidovirales may in fact belong to the Picornavirales. 

While becoming more common, sequencing entire viral communities remains 

challenging and each experimental step must be considered in the context of existing 

biases and the project objectives. Virus particles have very low nucleic acid contents, 

necessitating amplification, concentration, or enrichment to obtain adequate sequencing 

depth. Simple approaches to do this involve concentration of environmental samples via 

filtration (100) or chemical flocculation (101). Virus enrichment can be done for specific 
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viral types with some quantitative applications. For example, dsDNA can be quantitatively 

amplified using fusion PCR primers, and adaptase will quantitatively amplify both ssDNA 

and dsDNA viruses (102). Rolling circle amplification can increase detection of circular 

viruses (67), and recombinant plant proteins that non-specifically bind dsRNA can select 

for dsRNA viruses (103). There are also methods to separate DNA and RNA viruses for 

separate analyses using hydroxyapatite-mediated techniques (104). One of the most 

appealing enrichment strategies recently used involves selection (via binding) of poly-A 

containing nucleic acid (i.e., mRNA) to focus on the active viral community (31). This is a 

useful signal to distinguish virus particles from active infection, as the former will not 

produce an mRNA signal, though this excludes some (+) ssRNA viruses that have 

polyadenylated genomes independent of infection (105). Though all of these methods are 

useful for improving detection, there are biases to be considered before making 

conclusions about viral abundances. These issues have been elucidated for sampling, 

extraction, and purification methods (106, 107), but these studies are not comprehensive. 

The viral sequences generated from any sequencing approach are subjected to a 

general analytical workflow involving quality filtering, assembly, annotation, and diversity 

analyses. Many tools are available to perform this bioinformatic workflow (108), but few 

of these are designed to complete the full workflow. Moreover, careful understanding of 

the sequence databases searched in each workflow is necessary to know whether biases 

exist for particular virus types. GenBank and the nt/nr databases are preferred as these 

are continually updated and contain information for all virus types; however, their large 

size can slow processing considerably. To overcome this, creating custom workflows 

using marker genes of interest can speed up processing time while maintaining the ability 

to detect diverse virus types. 

An example of a bioinformatics workflow using a custom marker gene database to 

interpret NGS sequences (i.e., Illumina™ paired-end sequencing) is shown in Figure 5. 

First, reads must be preprocessed to remove contaminating adapter sequences and trim 

low-quality reads. The next step involves assembly of reads into larger contigs, followed 

by contig annotation using a database of known sequences and a homology or alignment 
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search tool (BLAST, HMMER, Bowtie2, etc.). BLAST tools have commonly been used for 

this purpose in cellular organisms, and even in some virus studies (32), but may be less 

efficient for identifying novel virus homologs since they often have low pairwise sequence 

identities (109). An alternative to using sequence alignments are Hidden Markov models 

(MMS), which score hits to protein domains. These analyses can be done with the search 

tool HMMER to create a marker gene database (HMM-build) that can be queried against 

assembled contigs (110). Once viral contigs have been identified, the relevant gene hits 

can be extracted for post-processing (i.e., phylogenetic analysis). In many cases, 

especially when using small databases, it is useful to verify viral hits with a second 

similarity search of the extracted gene. Following verification, extracted viral hits can be 

placed unto an existing phylogenetic tree built with homologous reference sequences 

(e.g., pplacer (111)). Tree topology can be confirmed using a variety of other tree-building 

software (e.g., FastTree 2.1.7 (112), PhyML (113), RAxML (114), IQ-tree (115)) and 

methods (e.g., MrBayes for Bayesian tree-building (116)). 

Information on virus abundance or activity can be inferred by mapping trimmed 

metagenomic or metatranscriptomic reads back to viral contigs normalized for between-

sample comparisons (e.g., internal standards, library size, length, and reads per kilobase 

of transcript per million mapped reads [RPKM] values). However, there are some caveats 

to consider when examining environmental metatranscriptomes. Transcript abundance is 

not directly related to viral abundance for two reasons: First, biases are known to exist for 

highly transcriptionally active viruses, and second, single host organisms can support 

high viral loads. Moreover, virus metatranscriptomes can be contaminated with chimeras 

generated during assembly, remnant viral genes may be expressed from cells (117), and 

genomic duplications of marker genes could confound expression profiles. Some 

problems can be avoided with proper sampling and sequencing approaches mentioned 

previously, but others remain a significant obstacle for quantitative community analyses, 

though this has been resolved for bacteria-infecting viruses (102, 118). Until these 

confounding issues can be remedied and benchmarked for all viral types, they must be 

considered during the analysis of environmental data. A recent review by Nooij et al. 
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provides a comprehensive description of workflows that have been produced for viromic 

analyses, including specific applications, classification biases, and open-source 

availability (108). 

Other downstream applications of omic assemblies 

Another enticing application of community sequence data is the potential to deduce 

biological interactions using co-occurrence or network analyses. This is a relatively new 

approach that was developed for microbiome communities but has the potential to identify 

novel virus-host pairs (119). Two studies tracking the temporal dynamics of virus 

communities have been reported thus far (31, 32). From a metagenomics standpoint, 

these studies were striking because they generated putatively full-length Picornavirales 

and virophage genomes. Moreover, in the case of Moniruzzaman et al. 2017 (31) the viral 

genomes were generated from transcripts, indicating these virus genomes were actively 

expressed and were therefore produced from infected cells. Beyond these exciting 

findings, each study used network analyses to link potential virus-host pairs. Clusters 

created from sequencing data collected over the course of a brown-tide bloom 

(Aureococcus anophagefferens) linked the brown alga to its known virus, AaV, 

demonstrating the ability to extract known relationships with this approach. Several other 

clusters were generated from the same study, including smaller networks of single virus-

host pairs and expected associations between Prasinophyceae and Phycodnaviridae. 

Roux et al. 2017 (32) focused on using networks to link virophage with giant NCLDV hosts 

and found strong specific associations with Mimiviridae and their extended alga-infecting 

members to drastically expand the diversity of known virophage hosts. 

Altogether, predictions stemming from the studies noted above demonstrate how 

network analyses can generate testable hypotheses for future studies of algal virus-host 

interactions. By deducing sequences of virus-host pairs, one can attempt to confirm 

probable virus-host interactions. For example, a variation of fluorescent in-situ 

hybridization, deemed phageFISH, could be used to label virus and host genes in infected 

cells (120). Additionally, networks predicting viruses of cultured algae could be followed 



17 
 

up with virus tagging experiments(121). It might even be worthwhile to use more than one 

network building approach to look at ecosystem structures. Weiss et al. used real and 

mock in silico data to benchmark eight methods used for bacterial network analyses and 

found that some methods generate drastically different outputs (122). This is explained, 

in part, by differing strengths for detecting particular biological relationships (e.g., 

mutualism and commensalism) across different network approaches. It was also 

suggested that p-values of 0.001 should be used for high-precision network detection and 

rare OTUs should be removed prior to network construction. 

Conclusions 

The opportunities for algal virus ecologists are at an all-time high. Bioinformatic 

tools are becoming more accessible to a wide variety of scientists through the creation of 

publicly available genomic databases and graphic interfaces that mediate interactions 

with traditional command-line software (123). At the same time, researchers are 

increasing collaborations with one another by sharing methodologies in an interactive 

framework on protocols.io (e.g., Viral Ecology Research and Virtual Exchange network, 

or VERVE Net; https://www.protocols.io/groups/verve-net) and with cross-discipline 

collaborations fostered at research workshops funded by organizations like the Gordon & 

Betty Moore Foundation (GBMF) and the Canadian Institute for Advanced Research 

(CIFAR). The development of long-read sequencing methods, preemptively deemed 

“third-generation sequencing”, may address many of the issues with short-read assembly 

and viral quantification. DNA barcoding has been suggested as a cheap, reliable method 

to quickly track virus populations, and has recently been shown to recapitulate general 

viral community structures using sample volumes no bigger than a cup of water (124). 

New virus isolates can be discovered from sequencing of single aquatic viruses sorted by 

flow cytometry (125), as closely related, hyper diverse viruses are suggested to be difficult 

to assemble from metagenomes (126). Even better, isolation and sequencing of infected 

single-cells may allow for the identification of new virus-host systems. Network analyses 

of community sequence data predict ecological structures that may lead to the discovery 
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and isolation of several new algal-virus systems, bringing the scientific community “full-

circle” to studying these systems in the lab. In light of that, it is immensely important to 

continue characterization of existing model giant virus systems in order to deduce 

conserved functions that might be novel or unique to these entitites. This objective is the 

cornerstone of the following dissertation work. 

Algal-infecting NCLDVs include members of the families Phycodnaviridae and the 

more recently acknowledged Mimiviridae (Figure 1). The genetic diversity of isolates 

within these families is vast: a genomic comparison among just Phycodnaviridae 

members PBCV-1 (chloroviruses), EsV-1 (Phaeoviruses), and EhV-86 

(Coccolithoviruses) yields only 14 conserved homologs from a pool of 1000 genes (57). 

This number is reasonable considering the associated hosts include freshwater, marine, 

unicellular, and multicellular algae bearing cell walls as different as anionic 

polysaccharides and calcareous plates.  At the same time, a viral element that is 

conserved across this host diversity represents a likely important function of NCLDV 

viruses.  These include ‘cell-like’ elements not normally not observed in viruses, including 

central components of protein-translation (e.g. tRNAs), inteins, and parts of DNA repair 

pathways. Another unique characteristic that has received less attention than these is an 

unusually high number of DNA-decorating methyltransferase (MTase) genes (Figure 2).  

These genes can be very concentrated in algal-NCLDV genomes, and yet, regression 

analyses indicate that genome size has little to do with their presence (R=0.02, p=0.04). 

This begs the question, what benefit do algal viruses gain from methylating their DNA? 

The first few chapters of this dissertation lay the groundwork for how we can ask questions 

about DNA methylation in algal-NCLDVs. We use the chloroviruses for these studies 

because viral strains have been shown to encode anywhere from 0 to 18 DNA 

methyltransferases, which can account for up to ~4.5% of a single virus’ protein coding 

potential (12, 13). Moreover, methylation patterns in the prototype chlorovirus, PBCV-1, 

may be understood against a rich research context including genomics, transcriptomics, 

proteomics, and cloning studies. Before establishing the ‘epigenomics’ of this system, 

however, it became apparent that we would need to ensure that PBCV-1 could maintain 
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a consistent methylation phenotype that we could call ‘wild type’. Historically, chlorovirus 

PBCV-1 has been maintained in the laboratory by serial propagation, thus subjecting it to 

genetic (or even epigenetic) drift. To control against this potential complication, we 

established a protocol for cryopreserving chlorovirus PBCV-1 which is described in the 

second chapter. By developing a successful method to cryopreserve virus PBCV-1, we 

became able to create a seed-stock system that allowed us to characterize a ‘base-line’ 

methylation pattern for chlorovirus PBCV-1 using in silico bioinformatic analyses and 

single-molecule real time (SMRT) sequencing data. This work is presented in the third 

chapter, and highlights potential novel functions of DNA methylation in algal giant viruses. 

In the final research chapter, we share the share data from the last remaining ‘omics’ 

study to be done in the PBCV-1 system: metabolomics. We describe the changing 

metabolic profile of the infected Chlorella cell, and highlight specific metabolites that 

account for most of the change over a six-hour infection cycle with PBCV-1. We conclude 

by identifying next steps to continue on the work presented in this dissertation. 
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Appendix 

Figure 1.1 Timeline of eukaryotic algal virus research 

Colored bars represent the annual citations and publications generated from a Web of 
Science Citation Report using the field tag TS = (algal virus) for all databases. The search 
was conducted on 8 May 2018 at 11:00 a.m. Citation Report results were visualized as 
heatmaps using custom R scripts. Electron micrograph image (127) and electrophoretic 
gel (19) reprinted by permission. Network analysis (31) reprinted under authority of 
Creative Commons.
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Figure 1.2 Known virus interactions with eukaryotic algal lineages 

(a) Schematic phylogeny adapted from de Vargas et al. demonstrating known virus-
interactions with eukaryotic alga lineages. The phylogeny was originally constructed on 
recognized eukaryotic plankton lineages that were detected in TARA Oceans datasets, 
which included hits to all aquatic algal containing lineages. We collapsed the original tree 
to highlight these lineages in the context of their current phylogenetic placement. Green 
lines denote lineages with photosynthetic algal representatives, whereas the text color 
indicates whether all or only some representatives are phototrophic-green or black text, 
respectively; (b) Yellow boxes denote the top ten most abundant, planktonic, phototroph-
associated lineages based on 18S rDNA surveyed in the TARA Oceans study. Asterisks 
denote lineages that were artificially grouped for simplicity, and their full descriptions can 
be found at http://taraoceans.sb-roscoff.fr/EukDiv/; (c) Red boxes denote algal-lineages 
that have an isolated algae-infecting virus in culture collection, though these are not all 
marine systems. The virus isolates are listed in Table 1.
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Table 1.1 Algal viruses currently in culture collection 

Host Algae Type 
Size  

(kbp or knt) 
Code References 

Chlorophyceaea     

Tetraselmis spp. dsDNA 668 TetV Schvarcz et al. 2018 (128) 

Tetraselmis striata dsDNA 31 Tsv-N1 Pagarete et al. 2015 (53) 

Trebouxiophyceae     

Chlorella variabilis NC64A dsDNA 287–369 PBCV-1 Jeanniard et al. 2013 (14) 
Chlorella variabilis Syngen 2-3 dsDNA 327 OSy-NE5 Quispe et al. 2017 (15) 

Chlorella heliozoae SAG 3.83 dsDNA 288–327 ATCV-1 Jeanniard et al. 2013 (14) 

Micratinium conductrix Pbi dsDNA 302–329 CVM Jeanniard et al. 2013 (14) 

Mamiellophyceae     

Ostreococcus lucimarinus dsDNA 182–196 OlV1 Derelle et al. 2015 (58) 

Ostreococcus tauri dsDNA 184–192 OtV5 Weynberg et al. 2011 (129) 

Ostreococcus mediterraneus dsDNA 193 OmV1 Derelle et al. 2015 (58) 

Bathycoccus sp. RCC1105 dsDNA 187–198 BpV Moreau et al. 2010 (130) 

Micromonas pusilla CCMP1545 dsDNA 186–195 MpV-02T Martinez Martinez et al. 2015 (131) 

Micromonas pusilla LAC38 dsDNA 173–205 MpV1 Finke et al. 2017 (59) 

Micromonas pusilla LAC38 dsRNA 25.5 MpRV Brussaard et al. 2004 (132) 

Micromonas polaris  dsDNA 191–205 MpoV Maat et al. 2017 (133) 

Pyramimonadales     

Pyramimonas orientalis dsDNA 560 PoV Sandaa et al. 2001 (46) 

Rhodophyta     

Chondrus crispus dsRNA 6 CcV Rousvoal et al. 2016 (72) 

Dinophyceaea     

Heterocapsa circularisquama dsDNA 356 HcDNAV Ogata et al. 2009 (56) 

Heterocapsa circularisquama ssRNA 4.4 HcRNAV  Tomaru et al. 2004 (134) 

Heterocapsa pygmea dsDNA ND HpygDNAV Kim et al. 2012 (135) 

Gymnodinium mikimotoi ND ND GM6/GM7 Onji et al. 2003 (136) 

Bacillariophyta     

Chaetoceros cf. gracilise ND ND CspNIV Bettarel et al. 2005 (137) 

Chaetoceros salsugineum ssDNA 6 CsalDNAV*  Nagasaki et al. 2005 (138) 

Chaetoceros setoensis ssDNA 5.8 CsetDNAV* Tomaru et al. 2013 (139) 
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Table 1.1 (continued) 

Host Algae Type 
Size  

(kbp or knt) 
Code References 

Chaetoceros socialis f. radians ssRNA 9.4 CsfrRNAV Tomaru et al. 2009b (140) 

Chaetoceros lorenzianus  ssDNA 5.8 ClorDNAV* Tomaru et al. 2011 (141) 

Chaetoceros tenuissimus  ssDNA 5.6 CtenDNAV-I* Tomaru et al. 2011 (142) 

Chaetoceros tenuissimus  ssDNA 5.6 CtenDNAV-II* Kimura and Tomaru 2015 (66) 

Chaetoceros tenuissimus  ssRNA 9.4 CtenRNAV Shirai et al. 2008 (143) 

Chaetoceros tenuissimus,  
Chaetoceros spp. 

ssRNA 9.6 CtenRNAV-II Kimura and Tomaru 2015 (66) 

Chaetoceros spp. SS628-11 ssDNA 5.5 Csp07DNAV* Kimura et al. 2013 (144) 

Chaetoceros spp. TG07-C28 ssDNA ND Csp05DNAV Toyoda et al. 2012 (145) 

Chaetoceros debilis ssDNA ND CdebDNAV Tomaru et al. 2008 (146) 

Chaetoceros sp. SS08-C03 ssRNA 9.4 Csp03RNAV Tomaru et al. 2013 (147)  

Chaetoceros cf. wighamii ssDNA 7-8 CwNIV Eissler et al. 2009 (148) 

Asterionellopsis glacialis  ssRNA 9.5 AglaRNAV Tomaru et al. 2012 (149) 

Thalassionema nitzschioides ssDNA 5.5 TnitDNAV Tomaru et al. 2012 (149) 

Rhizosolenia setigera ssRNA 11.2 RsetRNAV  Nagasaki et al. 2004 (150) 

Skeletonema costatum ND ND ScosV Kim et al. 2015 (151) 
Stephanopyxis palmeriana ND ND SpalV Kim et al. 2015 (152) 

Pelagophyceae     

Aureococcus anophagefferens  dsDNA 370 AaV Moniruzzaman et al. 2014 (21) 

Phaeophyceae     

Ectocarpus fasciculatus dsDNA 340 EfasV Kapp et al. 1997 (153) 

Ectocarpus siliculosus dsDNA 320 EsV Kapp et al. 1997 (153) 

Feldmannia irregularis dsDNA 180 FirrV Kapp et al. 1997 (153) 

Feldmannia simplex dsDNA 220 FlexV Kapp et al. 1997 (153) 
Feldmannia species dsDNA 170 FsV Henry and Meints 1992 (154) 

Hincksia hinckiae dsDNA 240 HincV Kapp et al. 1997  (153) 

Myriotrichia clavaeformis dsDNA  320 MclaV Kapp et al. 1997 (153) 

Pilayella littoralis dsDNA 280 PlitV Maier et al. 1998 (155) 
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Table 1.1 (continued) 

Host Algae Type 
Size  

(kbp or knt) 
Code References 

Raphidophyceae     

Heterosigma akashiwo dsDNA ND HaV Nagasaki et al. 1997 (156) 

Heterosigma akashiwo dsDNA 180 O1s1 Lawrence et al. 2006 (50) 

Heterosigma akashiwo ssRNA 9.1 HaRNAV Tai et al. 2003 (157) 

Heterosigma akashiwo ND ND HaNIV Lawrence et al. 2001 (158) 

Haptophyta     

Emiliania huxleyi dsDNA 415 EhV Castberg et al. 2002 (159) 

Phaeocystis globosa dsDNA 466 PgV-16T (Group I) Baudoux et al. 2005 (160)  

Phaeocystis globosa dsDNA 177 PgV-03T (Group II) Baudoux et al. 2005 (160) 

Phaeocystis globosa dsDNA 176 PgV-102P Wilson et al. 2006 (161) 

Phaeocystis pouchetii dsDNA 485 PpV Jacobsen et al. 1996 (162) 

Chrysochromulina brevifilum, 
Chrysochromulina strobilus 

dsDNA ND CbV Suttle and Chan 1995 (163) 

Chrysochromulina ericina dsDNA 510 CeV Sandaa et al. 2001 (46) 

Chrysochromulina parva dsDNA 485 CpV Mirza et al. 2015 (164) 

Haptolina ericina, Prymnesium kappa dsDNA 530 HeV-RF02 Johannessen et al. 2015 (165) 
Prymnesium kappa, Haptolina ericina dsDNA ND PkV-RF01 Johannessen et al. 2015 (165) 

Prymnesium kappa dsDNA 507 PkV-RF02 Johannessen et al. 2015 (165) 

Prymnesium parvum dsDNA ND PpDNAV Wagstaff et al. 2017 (166) 

Cryptophyta     

Teleaulax amphioxeia ND ND TampV Nagasaki et al. 2009 (167) 

Table 1. Summary of all reported eukaryotic algal viruses that have been isolated. A range of genome sizes (kbp or knt) represents multiple 
virus strains associated with the same host species, and in this case, only the type virus is reported under the code column. Asterisks 
denote original names for some of the diatom ssDNA viruses, which have since been renamed and placed into genera of the family 
Bacilladnaviridae (Chaetoceros setoensis DNA virus = Diatodnavirus; Chaetoceros salsugineum DNA virus 1 = Chaetoceros 
protobacilladnavirus 1; Chaetoceros sp. DNA virus 7 = Chaetoceros protobacilladnavirus 2; Chaetoceros lorenzianus DNA virus = 
Chaetoceros protobacilladnavirus 3; Chaetoceros tenuissimus DNA viruses type I and II = Chaetoceros protobacilladnavirus 4). ND = Not 
detected or reported. 
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Figure 1.3 Diversity of single-stranded RNA viruses 

Diversity is depicted based on phylogeny of RNA-dependent RNA polymerase (Rdrp 
NCBI CDD:01699) reference sequences downloaded from NCBI RefSeq database. 
Sequences were aligned and trimmed in Mega7 (168) and an unrooted maximum 
likelihood phylogeny was created using PhyML 3.0 with LG model (113). Empirical 
equilibrium frequencies were used with aLRT SH-like statistics for branch support. 
Phylogenetic groups are color coded with algal viruses denoted by a star. Viral isolates 
from metagenomic assemblies are in red text.
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Figure 1.4 Diversity of dsDNA viruses and specificity of published primers 

Phylogenetic tree depicting the evolutionary relationships of algal NCLDVs based on 
amino acid alignment (ClustalW) of the core gene, DNA polymerase B. The tree was built 
using the maximum likelihood method based on the JTT matrix-based model with 200 
iterations in MEGA7 (168). Viruses belong either to the family Phycodnaviridae or are 
recognized “extended members” of the family Mimiviridae. The recently discovered 
dinoflagellate infecting virus, Heterocapsa circularisquama DNA virus, was used to root 
the tree and shows little similarity to other algal NCLDVs despite being a large DNA virus. 
Viruses in red text denote metagenome assembled viral genomes, meaning their 
association with an alga host is putative. Colored dots to the right indicate the viruses can 
be putatively PCR amplified by the respective PCR primer set based on ≥90% match 
between each primer and its respective target binding site. This equates to ≤2 primer 
mismatches, which has been shown to be capable of producing a PCR reaction, albeit at 
lower efficiency (for RT-qPCR) (169). The same study shows that three or more 
mismatches in the same primer completely inhibit a PCR reaction, and is an observation 
that aligns with failed PCR reactions reported for Ectocarpus siliculosus virus 1 and 
Feldmannia spp. virus (19). PCR amplification predictions were done using motif 
searches in CLC Genomics and the software De-MetaST-BLAST (170).
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Figure 1.5 General bioinformatic pipeline using marker gene probing 

This framework follows that used by Moniruzzaman et al. 2017 (31), where viral activity was assessed using marker gene 
detection from environmental mRNA. Though this framework was modeled off the cited study, it is flexible enough to 
incorporate both metagenomic and metatranscriptomic applications. 
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cycle of its host.” PLoS One. 2018;14(3): e0211755.  
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Abstract 

Best practices in laboratory culture management often include cryopreservation of 

microbiota, but this can be challenging with some virus particles. By preserving viral 

isolates researchers can mitigate genetic drift and laboratory-induced selection, thereby 

maintaining genetically consistent strains between experiments. To this end, we 

developed a method to cryopreserve the model, green-alga infecting virus, Paramecium 

bursaria Chlorella virus 1 (PBCV-1). We explored cryotolerance of the infectivity of this 

virus particle, whereby freezing without cryoprotectants was found to maintain the highest 

infectivity (~2.5%). We then assessed the cryopreservation potential of PBCV-1 during 

an active infection cycle in its Chlorella variabilis NC64A host, and found that virus 

survivorship was highest (69.5 ± 16.5 %) when the infected host is cryopreserved during 

mid-late stages of infection (i.e., coinciding with virion assembly). The most optimal 

condition for cryopreservation was observed at 240 minutes post-infection. Overall, 

utilizing the cell as a vehicle for viral cryopreservation resulted in 24.9 – 30.1 fold 

increases in PBCV-1 survival based on 95% confidence intervals of frozen virus particles 

and virus cryopreserved at 240 minutes post-infection.  Given that cryoprotectants are 

often naturally produced by psychrophilic organisms, we suspect that cryopreservation of 

infected hosts may be a reliable mechanism for virus persistence in non-growth permitting 

circumstances in the environment, such as ancient permafrosts. 
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Introduction 

Viruses are abundant components of all biological systems and they likely infect 

every lineage of eukaryotic algae. Their impact is most readily noticed following infection 

and lysis of abundant bloom forming algae (1-3), though lytic activity of all algal viruses 

contributes to significant biomass recycling via the ‘viral shunt’ (4). To date, 65 eukaryotic 

algal viruses have been isolated and developed as laboratory strains (5, 6). Most of these 

are maintained through serial propagation on their respective hosts. Though this has been 

effective for culturing many strains over the last few decades (7, 8), each passage allows 

for genetic mutations that can accumulate in a population (9), leading to a deviation from 

a standard ‘wild-type.’ Moreover, it is imperative to control evolution following the 

development of genetically tractable algal hosts (10) and (ultimately) virus systems. 

Although seed-stock systems can be developed without cryopreservation, many systems 

are not amenable to this either because the virus particles are degraded during 

purification efforts or lose their infectivity during storage. Moreover, it can take time to 

achieve axenic status with new virus isolates, thus making contaminating bacterial activity 

a significant source of degradation. Thus, a protocol for successful virus cryobiological 

preservation that is applicable to a wide variety of algae-virus systems would offer an 

opportunity to universally improve virus management and distribution in the laboratory.  

Cryopreservation is not a new concept in biological sciences. For most protocols, 

it involves controlled cooling of biota to sub-freezing temperatures to achieve biological 

cessation while preserving viability. This most often manifests as slow-cooling at a rate 

of 1° C / min in the presence of osmoprotectant(s) (e.g., dimethylsulfoxide (DMSO), 

glycerol) for long-term storage at -130° C or below (11). Too slow a cooling rate can result 

in higher intracellular concentration of osmoprotectants, resulting in toxicity, whereas too 

fast a cooling rate allows the formation of intracellular ice crystals which can rupture cell 

membranes (12). The thawing process is typically quick, as microbial death is commonly 

associated with slow thaw rates. Though cryopreservation is a standard method for 
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maintaining cellular organisms, it has rarely been utilized for the preservation of algal 

viruses.  

One eukaryotic algal virus cryopreservation protocol is in existence. It was 

developed for HaV, a dsDNA virus that infects the red tide forming dinoflagellate 

Heterosigma akashiwo (13). Researchers investigated a combination of cryoprotectants 

and storage temperatures with the highest recovery (8.3% of infectious virus) employing 

flash freezing of HaV particles suspended in 20% DMSO. This protocol has been adapted 

for a handful of other algal viruses with viable recovery ranging from < 1% to 27% (14-

16). The typical low recovery in these procedures is likely due to physiological differences 

between viruses and cells including differences in permeability, osmolarity tolerance, and 

toxicity to osmoprotectants. It is also clear that these protocols deviate from the standard 

method which controls the cooling rate; to our knowledge this has not been tested as a 

matter of improving virus particle survival. Owing to these complications, we decided to 

take a new approach by investigating cryopreservation recovery and stability of actively 

infecting, cell-associated algal viruses. 

Chloroviruses are large (> 300 kb) dsDNA viruses in the family Phycodnaviridae 

(17). They are members of the proposed order the Megavirales (18), also known as “giant” 

viruses, and remain the best characterized algal-virus system to date. Isolated in the early 

1980’s (7), the prototype chlorovirus Paramecium bursaria Chlorella virus 1 (PBCV-1) has 

been maintained through serial propagation on its host, Chlorella variabilis NC64A. 

PBCV-1 is inactivated by freezing, though other closely related virus strains, including 

other chloroviruses, persist through freeze/thaw events (19, 20). As a great deal of 

research has centered on PBCV-1, including genomics (21), transcriptomics (22, 23), and 

proteomics (21), it is important to develop a successful cryopreservation protocol for this 

strain that may serve as a model for preserving algal viruses. There are several reports 

of cryopreservation techniques for eukaryotic algae (24-28) which might be adapted for 

the preservation of actively replicating chloroviruses. 
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Here, we tested the cryo-potential of chlorovirus PBCV-1 using a protocol that 

yielded consistent recovery (~50% viable cells) of four strains of algae over 15 years: 

Chlorella vulgaris C-27, Chlorella vulgaris M-207A7, Nannochloropsis oculate ST-4, and 

Tetraselmis tetrathlele T-501 (29). Owing to the close relationship between C. vulgaris 

and C. variabilis, as well as the consistent results across unique algae, we elected to 

determine if these results could be recapitulated in PBCV-1. To test this, we attempted 

cryopreservation of both the virus particle as well as the virus replicating in its host. 

Materials and methods 

Virus particle cryopreservation 

Chlorella variabilis NC64A was infected with PBCV-1 during mid-logarithmic 

growth at standard culturing conditions (25°C; continuous light exposure at 30µEin/m2/s) 

using Modified Bold’s Basal Medium (30). Following complete lysis, the viral lysate was 

pre-filtered through a sterile, 0.45 µm polycarbonate syringe filter and titered by plaque 

assay (31, 32) for initial infectivity assessments. Cryoprotectant choice was guided by 

Nakanishi et al. (29), in which a combination of 5% DMSO (v/v), 5% ethylene glycol (v/v), 

and 5% proline (w/v) was found to consistently produce the highest algal recoveries. 

Stock solutions of each cryoprotectant were made at a concentration of 30% with 

sterilized Milli-Q water and combined in a 1:1:1 ratio to yield a final concentration of 10% 

for each compound. For virus particle cryopreservation, 1 mL of PBCV-1 particles (7.82x 

108 plaque forming units (PFUs) per ml) was added to 1 mL of ice-chilled cryoprotectant 

solution contained in a 2-mL cryovial. The cryovials were incubated on ice for 45 min, 

then transferred to a freeze-rate controlled container (Mr. Frosty, Thermo Fisher Scientific 

Inc., USA) filled with isopropanol for overnight incubation at -80° C. The next morning, 

cryovials were transferred to a -150° C freezer. At the designated recovery times, vials 

were removed from the freezer and set in a 40° C water bath. After thawing, the samples 

were serially diluted ten-fold in 50 mM Tris-HCl (pH = 7.8) and virus infectivity was 

determined by plaque assay (31). Virus viability was calculated as a percentage by 
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comparison to the initial virus particle stock titer before cryopreservation. Long-term 

experiments assessed the stability of virus infectivity in particles stored at -150° C. 

Infected Chlorella cryopreservation 

Chlorovirus PBCV-1 was propagated as described above and titered to obtain 

infectious PFUs/ml. This virus particle stock was used to infect late-logarithmically 

growing C. variabilis NC64A at an M.O.I. of 5, at which point infected cultures were 

returned to standard incubation conditions. At 1, 10, 30, 60, 120, 180, 240, 300, and 360 

min post-infection (PI), 1 mL aliquots of infected cells were mixed with 1 mL of ice-chilled 

cryoprotectants [final concentration: 5% DMSO (v/v), 5% ethylene glycol (v/v), and 5% 

proline (w/v)] in duplicates. The mixture was incubated on ice for 45 min, then transferred 

to a freeze-rate controlled container (Mr. Frosty, Thermo Fisher Scientific Inc., USA has 

a -1C/min cooling rate) filled with isopropanol for overnight incubation at -80° C. The next 

morning, cryovials were immediately transferred to a -150° C freezer. At the designated 

recovery times, vials were removed from the freezer and placed in a 40° C water bath. 

After thawing, the infected cells were pelleted in a Sorvall Legend RT Benchtop 

Centrifuge at 3,700 rpm (~3,000 rcf) for 10 min: (free virus requires higher speeds for 

pelleting). Cell pellets were re-suspended in 2 mL of 0.01M HEPES solution (pH = 6.5). 

Suspensions were immediately diluted and plaque assayed, plating late-infection 

treatments first. Viability was determined as a percentage of the pre-frozen cellular 

concentration (3.57 x 106 cells/mL), as only surviving infected cells would be capable of 

producing plaques. Long-term experiments were conducted in the same manner, though 

only time points 10, 180, and 240 min PI were collected and assayed. The complete step-

by-step method can be found at protocols.io (33). 

Results 

Following the cryopreservation procedures of other algal virus researchers (13-

16), we investigated the cryo-potential of the PBCV-1 particle. Cryoprotectant alone 

treatments elicited a lethal effect: ~87% of the infectious virus particles were inactivated 
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in the presence of these chemicals following 24 hr exposure at 4° C. Given this effect, we 

decided to freeze PBCV-1 particles at -150° C without any cryoprotectants. This resulted 

in ~2.5% recovery of the infectious virus population, which was stable for storage periods 

of up to one year (Fig 1). Seeing room for improvement, we tested the cryo-potential of 

PBCV-1 in an infected, cell-associated state. 

 The PBCV-1 replication cycle requires about 6-8 h to release nascent virus 

particles (34). Post-infection sampling times for cryopreservation (10, 30, 60, 120, 180, 

240, 300, 360 min PI) followed similar sampling strategies used in PBCV-1 transcription 

studies (22, 23). Specifically, these time points were collected across distinct 

physiological phases in the PBCV-1 lifecycle and thus represent likely unique conditions 

for cryopreservation. Following 24-h storage of cryopreserved, infected cells, we found 

that late stages of infection were more conducive to virus survival than early stages (Fig 

2). Thus, we followed cryo-stability for one year in one early (10 min PI) and two late 

infection stages (180 and 240 min PI) (Fig 3). Small day-to-day fluctuations in virus titers 

were common, but were typically consistent among treatments, suggesting human error. 

Despite these fluctuations, the virus particle stock control, 180-min, and 240-min PI 

treatment yielded an acceptable relative standard deviation (RSD) for these plate counts 

(35) across all recovery assessments, indicating cryo-stability (Table 1). Cryo-stability 

was not observed in the 10 min PI samples (Table 1). In comparison to virus particle 

cryopreservation, the cell-associated method yielded significant improvement in 

survivorship for the optimal 240-minute treatment (24.9 – 30.1 fold increases). 

Discussion 

The current maintenance strategy for chloroviruses involves serial propagation on 

the alga host followed by lysate particle storage at 4°C. Chloroviruses are relatively stable 

under these conditions, though even PBCV-1 is known to degrade after several years of 

storage. In any case, many algae-virus systems are less amenable to long-term storage 

at 4°C. For example, new algae-virus systems are not always quickly made axenic, and 

are thus susceptible to degradation from contaminating bacteria. On the other hand, 
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viruses propagated on axenic hosts can still degrade. For reasons unknown, 

chloroviruses are more stable in lysates (bacterial-free) than in particle stocks purified by 

sucrose density gradients (36), but they always eventually lose their infectivity. Serial 

propagation of viruses is therefore often required. Even if this is done infrequently, it can 

still promote genetic drift and result in deviation from wild-type status. This is concerning 

for all virus types, though RNA viruses, which have the fastest mutation rates, would be 

most susceptible (9, 37). Beyond considering spontaneous, replication-associated errors, 

chloroviruses encode putative enzymes involved in genomic rearrangements. For 

example, GIY-YIG mobile endonucleases and an IS607 transposon may be involved in 

insertions/deletions and/or gene loss/duplications observed in genomic comparisons of 

chloroviruses (38, 39). Thus, maintenance of wild-type strains is important for consistency 

between experiments. Virology labs could follow the microbial culture collection strategy, 

which typically uses a cryo-banking/seed-stock system for the dissemination of microbial 

specimens. The purpose of the seed-stock system is to minimize serial propagation of 

microbiota. The American Type Culture Collection (ATCC) suggests that consumers 

transfer their cultures no more than five-times after propagation from the thawed culture 

collection stock. Though a seemingly strict standard, it is not difficult to imagine the 

consequences of violating this. For example, the United States Pharmacopeia and 

National Formulary requires test organisms to be maintained this way for routine antibiotic 

efficacy screens, and non-compliance can undermine therapeutic treatment (35). 

Although there is no direct clinical link to maintaining algal viruses this way, the logic is 

consistent with any research requirements. The cryopreservation protocol described here 

can help researchers better set up these cryo-banking/seed stock systems. 

Standard cryopreservation techniques are not designed for the unique structure 

and physiology of virus particles. Indeed, cryoprotectants are classified by their 

permeability across cell membranes, which often coincides with their molecular weight 

(24). Smaller compounds, such as ethylene glycol and DMSO, are considered penetrating 

cryoprotectants, while larger compounds (e.g. amino acids; L-proline) are typically non-

penetrating. That said, the exclusion size threshold has not been established for most 



 

59 
 

viruses so it is not clear which, if any of these compounds penetrate the viral capsid. It is 

generally thought that virus capsids are permeable to water and ions, though the latter 

diffuses much slower; this mechanism has been used to osmotically rupture capsids (40, 

41), including PBCV-1 (42). The final cryoprotectant solution used for PBCV-1 particle 

cryopreservation has an estimated osmolarity of ~150 mOsmoles/L, which is comparable 

to the storage buffer used for this virus. In light of this, we propose that the lethal effect 

the cryoprotectants have on the PBCV-1 particle is not the result of osmotic stress, and 

that inactivation instead occurred by toxicity of cryoprotectants or oxidative stress. This 

would be consistent with viruses not being metabolically active and therefore unable to 

repair damage caused by this treatment. It is also consistent with the observation that 

Mimivirus, a giant virus relative which also contains an internal lipid membrane, is said to 

be inactivated by lipophilic compounds such as DMSO (43). That said, DMSO is often 

used as a stabilizer for freezing of enveloped virus particles (44). This discrepancy may 

be due to unique properties between external and internal membranes, or even system 

differences between animal and plant viruses, which imparts resistance in some cases 

over others. Regardless, the mechanism of inactivation may be better ascertained by 

looking at survivorship of virion particles via epifluorescent microscopy, flow cytometry 

(45-47), or using bioassays to quantify oxidative stress. 

Although the algal cell is in a sub-optimal physiological state during infection, it is 

apparently robust enough to survive and maintain an active infection during 

cryopreservation. That said, fewer infectious virus were recovered when the cell was 

cryopreserved during early infection stages.  This might be explained by differences in 

adsorption rates and synchronicity of infection, resulting in fewer infected cells at the start 

of the experiment. Most, if not all cells are infected at the later stages of infection (3-4 hr 

PI). Regardless of any differences in synchronicity, the algal cell will be completely 

arrested during cryopreservation, and will only continue the infection cycle after thawing. 

Internal, mature viruses that have not yet lysed their host cell might still be inactivated by 

cryoprotectants, thus reducing viral burst size, but our experiments did not account for 

this. We also did not account for inefficiencies in infection rates; though we infected at 
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M.O.I. values based on infectious particle counts, it is possible that all the cells were not 

infected. Had we plated the infected cell population prior to cryoprotection we could have 

corrected for this in our results. In any case, accounting for infection inefficiency can only 

improve PBCV-1 survivorship and the success of our method. 

The general classification of cryoprotectants based on membrane permeability is 

consistent in the infected cell treatment. Although the C. variabilis NC64A genome 

encodes a secondary active transporter for the uptake of proline, radio-labeled solute 

uptake experiments revealed that PBCV-1 infection abolishes its activity (48). With that 

in mind, the tonicity of the cryoprotectant mixture would equate to ~90 mOsmoles/L, as 

only DMSO and ethylene glycol are penetrating, and many of the components in the 

MBBM media would be spent by late-logarithmic growth. This concentration is 

comparable to buffers routinely used in our lab for handling C. variabilis (40 mOsmoles/L), 

so there is little concern of osmotic stress. The chances of osmotic stress were also low 

considering the consistent success associated with this cryopreservation formula across 

eukaryotic algae, including two Chlorella spp. (29). Our results are likely applicable to any 

algal virus whose host can be cryopreserved.  That said, we expect that researchers may 

still have to adjust their cryoprotectant mixture to account for system differences related 

to osmolarity tolerance and cryoprotectant toxicity. There has also been research 

indicating that axenicity impacts cryopreservation survival in microalgae.  In this light, it is 

possible that the bacterial community produces secondary metabolites which promote 

survival (49). In another scenario, organisms with psychrophilic tendencies might be 

adapted to freeze situations and cryoprotectant additives may not be necessary.   

The goal of this study was to develop a long-term cryopreservation method for 

chlorovirus PBCV-1, but there are also interesting ecological implications of this research. 

Recent metagenomic and isolation efforts indicate that giant viruses of microeukaryotes 

(e.g., Phycodnaviridae and Mimiviridae) are widely distributed in nature (50, 51), but it is 

not well understood how these viruses persist in the environment. Freezing events 

represent a potential mechanism of inactivation for some algal viruses, though chlorovirus 

ATCV-1 is stable during these conditions (19). In two other studies, a closely related giant 



 

61 
 

virus of the family Mimiviridae (52), as well as a second giant virus in the family 

Molliviridae (53), were revived from 30,000 year old permafrost. Both of these viruses 

were revived using Acanthamoeba spp., one of the main hosts for many giant viruses. 

That said, there have been questions about whether Acanathamoeba and other protists 

used for laboratory viral propagation are the natural or primary hosts of these ancient 

viruses (54). Although these viruses might be able to withstand freezing temperatures on 

their own, the results of this study suggest that a natural host might serve as a better 

vehicle for surviving freezing. Indeed, many microbes produce natural cryoprotectants 

(e.g. L-proline, trehalose, betatine, etc.) or encode machinery to transport these 

osmoprotectants into the cell. Following this thought process, it is possible that 

environments containing frozen, infected cells might contain naturally cryopreserved 

algal-virus systems. These systems may be deciphered following advances in single-cell 

sorting and sequencing techniques. Indeed, a similar approach has been successfully 

utilized to identify and sequence single virus genomes in the ocean (55). Though this 

latter study sorted virus particles, flow-cytometry sorting of viral infected cells may be 

achieved using fluorescent probes specific for viral marker genes (e.g., major capsid 

protein) or dyes to detect viral-induced host phenotypes (e.g., membrane blebbing). As a 

proof of concept, viral genetic sequences recovered from Siberian permafrost could be 

used to probe for still frozen viral-infected host cells, thereby testing the natural host range 

of these viruses.  

   To our knowledge, this is the first report of successful cryopreservation of a 

eukaryotic algal virus during its infection cycle.  We expect that respective cellular hosts 

will provide more suitable physiological conditions for cryopreservation and storage of 

algal viruses that infect eukaryotic algae. We also recommend that laboratories working 

with algal viruses establish cryopreserved seed-stock systems to better preserve wild-

type controls for future experimentation, especially in lieu of future modification of these 

viral systems. 
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Appendix 

 

Figure 2.1 Cryo-stability of the PBCV-1 particle 

Viability of chlorovirus PBCV-1 was determined by plaque assaying viruses that had been 
stored as particles either at 4°C or -150°C. Green circles represent virus particles stored 
at 4° C, while red squares denote virus particles stored at -150° C. Error bars are 
represented as the standard deviation of biological and technical replicates. 
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Figure 2.2 Recovery of infectious PBCV-1 frozen at different times post infection 

Viability of chlorovirus PBCV-1 was assayed by monitoring plaque formation of cell-
associated viruses that were collected at different times during an active infection cycle 
of the NC64A host.  Open circles denote replicate plaque titers, with the average 
represented by the solid line. 
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Figure 2.3 Long-term cryo-stability of PBCV-1 frozen during host infection 

Infectious chlorovirus PBCV-1 was monitored by plaque assay in virus particle stocks 
stored at 4° C (green circles) and in cryopreserved, PBCV-1-infected host cultures. Blue 
triangles, yellow squares, and orange diamonds represent virus viability following storage 
of infected cells cryopreserved after 240, 180, and 10 minutes PI. Error bars represent 
the standard deviation among biological and technical replicates. 
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Table 2.1 Statistical assessment of PBCV-1 infectivity across one year of storage 

Treatment N Average SD RSD 95%CI 

Virus Particle Stock (4° C) 67 75.1 16.9 22.5* 71.1 - 79.2 

Virus Particle Stock (-150° C) 124 2.53 0.61 24.0* 2.42 – 2.64 

Cell-associated virus 10 minutes PI (-150° C, +CPA) 79 7.56 3.38 44.7 6.81 – 8.31 

Cell-associated virus 180 minutes PI (-150° C, +CPA) 82 31.9 10.9 34.2* 29.5 – 34.3 

Cell-associated virus 240 minutes PI (-150° C, +CPA) 82 69.5 16.5 23.8* 65.9 – 73.0 

+CPA, cryoprotectants present as described in materials and methods section. Asterisks (*) denote an acceptable RSD (i.e., Coefficient 
of Variation) for plaque assays based on a 35% threshold used in bacterial plating standards set from chapter 1223 by the U.S. 
Pharmacopeia and National Formulary.  
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CHAPTER 3 : SMRT SEQUENCING OF PBCV-1 VIRIONS REVEALS 

DYNAMIC METHYLATION PATTERNS IN ADENINES TARGETED BY 

RESTRICITON MODIFICATION SYSTEMS
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Abstract 

Chloroviruses (family Phycodnaviridae) infect eukaryotic, freshwater, unicellular 

green algae. A unique feature of these viruses is an abundance of DNA 

methyltransferases (MTases), with strains dedicating anywhere between 0 - 4.5% of their 

protein coding potential to these genes.  This diversity highlights just one of the long-

standing values of the chlorovirus model system, where group-wide epigenomic 

characterization might begin to elucidate the function(s) of DNA methylation in large 

dsDNA viruses. We characterized DNA modifications in the prototype chlorovirus, PBCV-

1, using single molecule real time (SMRT) sequencing (aka PacBio). This was contrasted 

against total available sites predicted in silico based on DNA sequence alone. The SMRT-

software detected N6-methyl-adenine (m6A) at GATC and CATG recognition sites, which 

are known methylation motifs associated with enzymes M.CviAI and M.CviAII, 

respectively. At the same time, PacBio analyses indicated that 10.9% of the PBCV-1 

genome is associated with large interpulse duration ratio (ipdRatio) values, the primary 
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metric for DNA modification identification. This represents 20.6x more sites than all 

available target adenines in CATG and GATC motifs, and contrasts against analyses in 

Escherichia coli wherein all sites with similar ipdRatio values can be accounted for by 

known motifs. Cross comparisons of methylation status between biological replicates for 

each target tetramer indicate ~81% of sites are stably methylated, and ~2% are stably 

unmethylated.  The remaining 17% of sites are stochastically methylated between the 

biological replicates. When these are paired together with their palindromic reverse 

compliments, we show that palindromes exist in completely non-methylated states, fully 

methylated states, and hemi-methylated states. Given these sites are targeted by not just 

methyltransferases, but by restriction endonucleases that are encoded by PBCV-1 as 

virus-originating restriction modification (RM) systems, there is a strong selective 

pressure to modify all target sites. The finding that most instances of non-methylation are 

associated with hemi-methylation is congruent with observations that hemi-methylated 

palindromes are resistant to cleavage by restriction endonucleases recognizing these 

sequences. However, that some hemi-methylated sites are consistently not methylated 

might represent a unique biological function for PBCV-1.  This study serves as a baseline 

for future investigation into the epigenomics of chloroviruses and their giant virus 

relatives.  

Introduction 

Viruses infecting eukaryotic algae play a critical role in aquatic ecosystems. Their 

lytic activity results in redistribution of organic matter from the particulate pool into a 

dissolved to particulate continuum that can be assimilated by the remaining microbial 

community, thus providing ecosystem stability and driving biodiversity (1-5). In the 

oceans, this activity is modeled to account for the daily, virus-driven cycling of up to a 

quarter of the total organic carbon in the surface oceans (6).  

Although viruses are the most abundant entities in aquatic systems, only a 

relatively small number of eukaryotic algal viruses have been isolated and are maintained 

in laboratories (7, 8). This group represents diverse nucleic acid types, architectures, and 
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sizes, but the majority of isolates have large, double-stranded DNA genomes. A 

phylogenetic comparison of these large viruses places them into the proposed 

monophyletic order, the Megavirales (9), also more commonly known as ‘giant’ viruses. 

Giant viruses have long interested researchers for not only their size, often overlapping 

with that of cellular organisms (10), but their unique genomic content. Indeed, these 

entities encode genes not normally observed in a virus, including central components of 

protein translation and DNA repair. Of interest to this study is an unusually high number 

of DNA methyltransferases. For instance, viruses that infect freshwater chlorella-like 

green algae encode up to 18 distinct DNA methyltransferases, representing up to ~4.5% 

of their total protein coding potential (11). Many of these enzymes share only distant 

homology to methyltransferases encoded by cellular organisms, and thus represent 

enzymes uniquely adapted to these viruses.   

DNA methyltransferases catalyze the transfer of a reactive methyl group from the 

common cellular metabolite, S-adenosyl-methionine, to form either methylated cytosine 

(m4C, m5C) or methylated adenine (m6A). Most known enzymes have evolved to modify 

cytosines or adenines in specific nucleotide sequences that are recognized by the 

enzyme. These often range from two to six base-pairs, though there are examples of 

more complicated and promiscuous recognition sequences (12). In any case, the direct 

consequence of DNA methylation is a change in the primary and secondary structure of 

the DNA (13), which can influence a variety of DNA recognition and protein binding 

interactions. 

DNA methylation is known to regulate a diverse number of physiological 

processes. The most well studied examples include its role as a silencing molecule in 

gene expression, and as a component of bacterial restriction modification systems. 

However, a multitude of novel functions that are directed by DNA methylation have been 

recently identified (14-16), suggesting this is a major regulatory molecule for a variety of 

DNA-protein activities. Given this modification is found in many algal-infecting giant 

viruses, we suspect that it is used to confer functions not previously known to promote 
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virus fitness. Before this question can be investigated, however, it is necessary to quantify 

the distribution and stability of DNA methylation in some of the model virus systems. 

The chloroviruses are the model system for studying giant, algal-infecting viruses. 

Isolated over 35 years ago, this system has expanded to include several hundred virus 

strains acquired across the globe (17). Genomic comparisons of these isolates unveiled 

a great diversity of DNA methyltransferases with strains encoding up to 18 distinct 

enzymes. The number of encoded enzymes aligns well with the amount of methylated 

DNA measured in each respective viral genome, ranging from 0.12% to 47.5% and 0% 

to 37% of cytosines and adenines, respectively (18, 19). The prototype chlorovirus strain, 

PBCV-1, has been subjected to genomic, transcriptomic, and proteomic studies (20-22), 

thus providing a rich biological context from which to assess its ‘epigenomic’ state. 

Previous studies have determined that 1.86% of cytosines (m5C) and 1.45% of adenines 

(m6A) are methylated in the PBCV-1 genome (18, 19), and that these modifications arise 

from the activity of up to five putative methyltransferases (Table 1). Target sequences of 

only the m6A decorating methyltransferases have been deduced, and a full inventory of 

their genomic occurrence suggests that only a fraction of these sites require m6A 

modification to yield an m6A pool size of 1.45%. This perceived incomplete methylation 

of all target sites represents a potential regulatory function for the virus, and thus warrants 

a higher resolution analysis of DNA methylation in PBCV-1. 

In this study, we characterized methylation pattern and stability by in silico 

bioinformatic analysis of potential methylation sites occurring in the PBCV-1 genome 

followed with site specific measurements using single-molecule real time (SMRT) 

sequencing (aka PacBio). This technique allowed us to determine the methylation status 

of each target site, as well as its stability across space (i.e. separate virus populations) 

and time (i.e. multiple generations). During sequencing, we also identified signatures of 

DNA modification other than methylation and predict that these modifications bear 

important consequences for viral infectivity. This study establishes a baseline for future 

investigation into DNA modifications in Chlorella viruses and serves as a model for 

initiating these studies in other algal-infecting giant viruses. 
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Materials and methods 

Distribution of methyltransferases encoded by viruses 

To identify methyltransferases in publicly available viral genomes, we chose a 

strategy that uses both BLAST 2.7.1+ and HMMER 3.1b2 to generate alignments to a 

reference database derived from experimentally characterized ‘Gold Standard’ 

methyltransferases found in New England Biolabs’ REBASE (12). To find protein profiles 

that identify functional motifs of methyltransferases, we used hmmscan with gathering 

cutoffs to collect Pfams (from release 31) (23) represented in our Gold Standard database 

including: PF05869.11 (Dam), PF00145.17 (DNA_methylase), PF07669.11 (Eco57I), 

PF13651.6 (EcoRI_methylase), PF12161.8 (HsdM_N), PF02086.15 (MethyltransfD12), 

PF02384.16 (N6_Mtase), PF01555.18 (N6_N4_Mtase), and PF12564.8 

(TypeIII_RM_meth). Gold Standard methyltransferases that did not contain one of the 

Pfams used in this study were queried in BLAST searches to identify putative 

methyltransferases in viral proteomes and can be found in ‘BLASTexceptions.fasta’. A 

viral protein was considered a methyltransferase if a protein profile aligned with 

hmmsearch exceeded gathering cutoffs or the viral protein aligned to a methyltransferase 

sequence via BLAST with the query protein being at least 75% of the alignment length 

and the evalue was <1E-5. 

Viral assembly metadata from RefSeq, GenBank, and NCBI taxonomy were 

downloaded on June 26th, 2018 and stored in ‘Viral_assemblydat.tsv’ and ‘nodes.dmp’. 

If a virus was included in both RefSeq and GenBank, the RefSeq assembly was 

preferentially used as a query. Because viral assemblies deposited in GenBank are 

inconsistently annotated with coding sequences, we chose to translate all frames in these 

viral genomes to avoid differences in annotation approaches. Methyltransferase pfams 

and characterized methyltransferase sequences lacking pfams (outlined above) were 

queried with HMMER and BLAST, respectively, to annotate putative methyltransferases 

found in the translated frames of each viral genome. To map viruses to the hosts they 

infect, mappings were downloaded from the Virus-Host DB 
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(https://www.genome.jp/virushostdb/). Jupyter notebooks and associated source code 

used for methyltransferase annotation can be found at 

www.github.com/SEpapoulis/MTannotation. 

PBCV-1 in-silico analysis of DNA modification predictions 

Functional motif sequences known to be targeted by PBCV-1 methyltransferases 

(Table 1) are individually considered as potential methylation sites in silico. That said, it 

is useful to determine the distribution of these sites to make hypotheses about how they 

might be selected for or against in certain genomic contexts. Frequency of motif sites was 

assessed using two methods. SeqIndyEn.py was used to evaluate the enrichment of 

PBCV-1 methyltransferase motifs. Assuming that each nucleotide has an equal 

probability of occurring, we would expect a four base-pair sequence to occur once in a 

256 base-pair window.We calculated an enrichment score based on the number of 

observed motifs in a window subtracted from the expected number (n-2). Next, we used 

SeqIndyDep.py to locate genomic regions that are depleted in the motif sites. The 

expected number of motif sites in these gaps was calculated by counting the length of 

sequence between two neighbouring motifs, dividing by 256, and multiplying the quotient 

by 2 to account for both motifs. Altogether, this methodology allowed us to identify fold 

enriched sites as >1 and fold depleted sites as <1. Recognizing that this approach does 

not account for amino acid codon dependencies, we also did a parallel 

enrichment/depletion analysis using the open source, on-line software DistAMo [27]. This 

scores motif frequency on the basis of codon redundancy, wherein a motif sequence that 

could be substituted to yield the same codon scores as enriched, and a sequence that 

can be substituted with the motif of interest to yield the same codon scores as depleted 

in the original sequence. We also investigated the occurrence of methylation motifs inside 

genes (motif_CDS.py; DistAMo). All scripts described here are available on GitHub: 

www.github.com/wilhelmlab/pacbio-scripts/. 

https://www.genome.jp/virushostdb/
http://www.github.com/wilhelmlab/pacbio-scripts/
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Preparation of viral DNA for SMRT sequencing 

Three batch cultures of Chlorella variabilis (NC64A) were grown in Modified Bold’s 

Basal medium at 25° C under continuous light (30 µmol photons m-2 s -1) and gentle 

shaking (150 rpm) (24). Virus PBCV-1 was added to C. variabilis NC64A during mid-

logarithmic growth (µ = 1.22 ± 0.06) at an M.O.I of ~5 (Figure 1). These cultures were 

incubated at normal culturing conditions described above until the host population had 

visibly completely lysed, which occurred after three days. 

  Cell lysate was extracted in triplicate 30 ml samples using a phenol-chloroform 

method that selectively extracts viral DNA (25). Viral DNA quality and quantity were 

assessed spectrophotometrically with a NanoDrop 1000 (Thermo Fisher Scientific, Inc., 

DE, USA). DNA was visualized using agarose gel electrophoresis to confirm the presence 

of high molecular weight DNA (>40kb), and subjected to a PCR screen for 16S rRNA 

gene targets to monitor cellular contamination (Figure 2A-B).  Extracted DNA was stored 

at -20°C prior to sequencing. 

SMRT sequencing preparation, assembly, and analysis 

For each culture, 10 µg of high-quality (absorbance >1.8 for 260/230 and 260/280 

spectrophotometric ratios), high-molecular weight DNA was used for SMRT sequencing 

on the Pacific Biosciences RSII platform.  Each sample was loaded into a single-

molecule-real-time (SMRT) cell that was prepped with the DNA Template Prep Kit 3.0 

and DNA Polymerase Binding Kit P6 v2 (using the P6-C4 chemistry).  Viral genomes were 

initially de novo assembled and polished using HGAP and Quiver for comparison to the 

PBCV-1 reference sequence on NCBI (Accession: NC_000852). Concomitantly, viral 

reads were aligned to the PBCV-1 reference genome to make epigenomic comparisons 

across biological replicates.  Reference genome recruitment was done using the Pacbio 

SMRT analysis platform (protocol version = 2.3.0, method=RS Resequencing).  Instead 

of using the Pacbio automated pipeline, which includes DNA modification detection and 

motif analysis, we manually executed modification and motif detection tools from 
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command-line to incorporate analysis options not offered in the GUI version. We used 

ipdSummary.py and motifMaker.sh to identify modifications and motifs, respectively. The 

command-line analysis produced four files for each sample that were collectively used for 

downstream analyses: Modifications.gff, Modifications.csv, Motifs.gff, and 

Motif_Summary.csv. We also repeated this process with different specified read mapping 

coverages in order to test for coverage effects, as the modification detection software is 

considered to be skewed towards false positive detection as sensitivity increases (i.e. 

high coverage). However, as we were primarily interested in m6A modification and 

wanted to decrease the chance of false positive detection, we subsampled our reads with 

a desired 30X coverage as only 25X is reported sufficient for m6A identification at all 

genomic positions. All commands used on the command-line are described in the 

following text. 

Commands used for modification and motif detection 

Paths to directories specifying files have been simplified for brevity. A full 

description of the arguments included here can be found from the help manual included 

in the command-line tool. We admit that some usage might need to be altered as the 

software has gone through updates since our analyses were completed. The four output 

files that are generated from this (in their final form) are highlighted in red. This process 

was reiterated to generate files at coverage (X) of 30, 95, 170, 255, and full coverage. It 

is also important to note that we maintained use of the default minScore threshold for 

identifying motifs based on a modificationQV score, though adjustment is recommended 

to prevent false positive motif identification. Typically this minScore threshold can be 

chosen based on a break in the modificationQV values of nucleotides as a function of 

per-strand coverage; modified bases have a higher modificationQV value. However, 

choosing this threshold is slightly arbitrary in that some nucleotide sites cannot be 

confidently assigned (Supplemental Figures 7,8). Indeed, at the maximum coverage there 

is not a clear break to set a minScore threshold (Supplemental Figures 9,10). 
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$ ipdSummary.py /PBCV1-1C_AlignedReads.cmp.h5  

--reference /PBCV_1.fasta  

--gff /PBCV1-1C_Modifications.gff  

--csv /PBCV1-1C_Modifications.csv  

--identify m6A,m4C,m5C_TET  

--methylFraction  

--maxCoverage X  

$ motifMaker.sh find  

--fasta /PBCV_1.fasta  

--gff /PBCV1-1C_Modifications.gff  

--minScore 30.0  

--output /PBCV1-1C_Motif_Summary.csv  

$ motifMaker.sh reprocess  

--fasta /PBCV_1.fasta  

--gff /PBCV1-1C_Modifications.gff  

--motifs /PBCV1-1C_Motif_summary.csv  

--output /PBCV1-1C_Motifs.gff 

DNA methylation stability analysis 

A series of R functions were created to enable bioinformatic comparisons of 

methylation status between biological replicates. Using the function all_motifs.R the four 

output files generated during command-line modification and motif analysis were 

combined into one master file. This master file was cross-referenced with those generated 

from the biological replicates to determine stability of methylated bases. Specifically, we 

used Pacbio’s methylFrac output to do this comparison, which reports how many reads 

aligning to a particular site are methylated with 95% confidence intervals. This statistic 

has been validated by another research group who recapitulated the methylFrac output 

with their own molecule-aggregated, single nucleotide analysis in Python (26). Thus, we 
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cross-referenced site-specific methylFrac values between biological references to 

determine site-specific stability. Sites were grouped by methylation status (stably 

methylated; stably non-methylated; and stochastically methylated) and analyzed for 

commonalities in gene function and transcriptional timing, where applicable. We also did 

these analyses in the context of the palindrome, wherein a CATG or GATC site on the 

forward strand is complimented by the same sequence on the reverse strand. Thus, 

palindromes were defined and grouped as methylated on both strands, hemimethylated, 

or lacking methylation on both strands. Attempts to validate PacBio methylation patterns 

were done using restriction enzyme digests that target GATC tetramers in methylated or 

non-methylated forms. 

Results 

Viral methyltransferases in the NCBI database 

In order to determine whether methyltransferase enrichment is common in “giant”, 

algal-infecting viruses, we queried the NCBI database for these enzymes (Figure 3, Table 

2). This demonstrated that all of the top twenty eukaryotic virus hits were comprised of 

algal-infecting viruses. Since these are in the ‘giant’ class, we performed a correlation to 

determine genome size as a driver of methyltransferase enrichment, and found that this 

poorly explained eukaryotic virus methylation (R2= 0.16784). Thus, it is plausible that 

function(s) associated with viral DNA methylation are instead conserved across similar 

host-virus systems (i.e., algae-infecting). This justifies further study of DNA methylation 

in Chlorella virus PBCV-1 as a model system for understanding this DNA modification in 

similar host-virus systems.  

Distribution of m6A-targeted nucleotide sequences in the PBCV-1 genome 

The methyltransferase target motifs CATG and GATC occur a total of 3,498 times 

in the PBCV-1 genome. As palindromes, this represents 1,749 distinct genomic locations 

that can be methylated. A context-independent prediction based on the number of 

nucleotide combinations that can occur in an oligomer with a defined length (4n) yields an 
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expected frequency of once every 256 bp. On average, GATC sites occur once every 388 

bps, with an index of dispersion of 477, while CATG sites occur once every 364 bps with 

an index dispersion of 490. This contrasts with E. coli DNA sequences, which encode 

GATC sites once every 243 bp on average (27, 28). Efforts to identify genomic regions 

enriched or depleted in these motif sites, again based on a context-independent window 

size of 256 bp, yields an association with many ORFS (Table 3; Table 4). 

A brief glance at the top 10 enriched or depleted regions reveals some trends. 

First, it appears there are more protein coding genes (coined ‘major’ ORFs for this system 

(20)) associated with motif enrichment than non-protein coding genes (‘minor’ ORFs 

(20)). While it appears that early transcriptional genes are preferentially enriched in one 

or both of these motifs, correlational analysis between all ORFs (size normalized), their 

expression status, and the amount of methylation revealed no relationship (R=0.008 for 

GATC;0.004 for CATG). On the other hand, there are several regions of the genome that 

are depleted in both tetramers. Almost all of the top ten most depleted regions are larger 

than 2kb, including the polycistronic region encoding eleven tRNAs.  

Although sequence-independent approaches have been widely used to estimate 

motif frequency, it is important to consider that motif presence may experience strong 

selection for protein coding requirements. To assess motif frequency as a function of 

codon redundancy, we used the open-source, online software DistAMo (29). A broad 

analysis of all genes annotated with significant Z-scores, the metric for enrichment or 

depletion, indicated several things. First, although Z-scores are not quantitatively 

comparable to the frequency scores calculated in the sequence independent approach, 

many sites were confirmed as enriched or depleted between both approaches (Figure 

4A-C). For example, the sequence independent approach identified two gene-associated 

regions with 4.5x the amount of methylation motifs; these regions were confirmed as 

enriched in the amino acid redundancy analysis. However, DistAMo revealed that the 

region impacting gene A219/222/226R was enriched in only CATG sites (Figure 4A), 

whereas the sequence independent approach indicated that both motifs occurred more 

frequently than expected. On the other hand, the region impacting gene A656L was 
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confirmed to be enriched in only GATC sites as expected (Figure 4B). Second, in contrast 

to our previous findings, it is the minor, non-coding ORFs that are more commonly 

enriched in methylation motifs (Figure 4; Table 5). Following this, the few depleted genes 

identified by DistAMo are all major, protein-coding ORFs. This includes A351L, A402R, 

A422R, A486L, A607R, and A625R. Half of these (A402R, A486L, A607R) encode 

hypothetical proteins with no known homologs, but the remaining genes all encode 

orthologs for genome integration. A351L and A422R encode domains used by homing 

endonucleases for DNA binding, whereas A625R is a putative transposase ortholog. Last, 

since DistAMo can compute motif frequency at any defined window size, we observed 

enrichment/depletion at scales greater than genes (4kb – 40kb). In some cases, CATG 

and GATC sequence frequency counteracts one another (Figure 4A-B), while in other 

regions there is an enrichment or depletion of both tetramers (Figure 4C). The largest 

depleted region, at the middle of the genome (~165kb), contains the largest non-protein 

coding region where 11 viral tRNAs are encoded as a polycistron. These are not 

annotated in the DistAMo graphs since they are not annotated as genes on NCBI, though 

they are known to lie between annotated genes A326L and a331L. It is only at the larger 

window size analysis that this region registers with an overall depletion in either 

methylation target. 

SMRT sequencing of the PBCV-1 genome 

Past sequencing efforts indicate that the PBCV-1 genome has a length of 330,611 

bp and a linear architecture with terminal inverted repeats that fold together to form hairpin 

loops (20). De novo assemblies generated in this study were 362,016 ± 3,579 bp with 

extra length discrepancies represented by additional inversions at each termini (Figure 

5). A closer inspection of these sequences indicated the extra length represented 

sequence and/or assembler artifacts, an issue previously encountered during Pacbio 

sequencing of another chlorovirus (30). This was supported with BLAST homology 

searches of PBCV-1 ORFs annotated in the reference genome against the de novo 

assemblies, in which genes located in the terminal ~15kb of each end were duplicated. 
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The corrected viral genome length yielded the expected genome size of ~331kb, thus 

validating a genome recruitment approach for methylome analyses. 

Genome recruitments accumulated 1466 ± 149 read coverage per nucleotide site 

per strand across the three biological replicates, with decreasing coverage occurring at 

the terminal ends (Figure 6). PacBio modification detection software requires only 25-fold 

coverage to detect m6A (31). m5C is reported as detectable at a higher coverage of 250-

fold, but is optimally identified following TET1 modification (32)—for this reason PacBio 

software only supports algorithm detection of m5C that has been TET1 modified. As our 

viral genomes were not prepared this way, we were unable to identify m5C sites in this 

study. Due to this limitation, and the fact that high coverage is associated with an 

increased rate of false positive discovery (33), we decided to randomly sub-sample from 

the read pool to obtain a maximum recruitment coverage of 30 fold to focus on the known 

m6A motifs.  Using these settings, PacBio software identified a large number of 

nucleotides associated with modification, as indicated by a high inter pulse duration ratio 

(ipdRatio), the primary metric for modification detection (Figure 7). 

72,170 nucleotide sites are marked with an ipdRatio > 2, which accounts for 10.9% 

of the PBCV-1 genome (including both forward and reverse strands). This represents 

~20.6x more sites than all of the available adenines associated with GATC and CATG 

tetramers. While some of these events can hypothetically be accounted for by secondary 

peaks known to form in close proximity to methylated sites, there is typically only one 

secondary peak associated with each m6A site  (34). Indeed, it is this unique signature 

that assists with PacBio software identification of m6A. Accounting for this background 

noise, as well as the 1.86% of cytosines purportedly methylated from past studies, this 

still yields ~62,500 nucleotide sites unaccounted for with an unusually high ipdRatio. 

Some of these peaks occur in unexpected regions, including the 3,617 bp sequence that 

does not contain either expected tetramer as determined from in silico analysis 

(associated with genes A121 and A122/123R). A different visualization of this data in the 

context of motifs detected (Table 6) demonstrates that many cytosines, guanines, and 

thymines have high ipdRatio values, but only adenines separate as clear populations of 
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motif associated modification, and non-modified bases (Figure 8). Longer degenerate 

cytosine and guanine decorated motifs are detected by PacBio in each virus replicate, 

but at low frequency. Moreover, these are replaced with other low-frequency degenerate 

sequences at higher coverage analyses (Table 7). Because these long degenerate 

strings are likely false positives (as PacBio analyses are skewed towards this (35)) our 

analyses henceforward focus on the methylation status of the 3,498 adenines targeted 

by PBCV-1 methyltransferases in CATG and GATC contexts. 

The motifs identified in the motifMaker.sh program are identified based on their 

association with a Phred quality score, known as the ModificationQV, that exceeds a 

defined threshold. This threshold is given a default value of 30, which corresponds to a 

p-value of 0.001. It is recommended that users observe the distribution of data for this 

metric in order to adjust the threshold value appropriately—especially in high coverage 

datasets. In observing ModificationQV scores, we found that only adenine modification 

status could be better resolved in comparison to the ipdRatio graphs (Figure 9), though 

some target adenosines cluster with the non-modified adenines in either case (Figure 8; 

Figure 10). Using the default QV threshold, which was appropriate for our study, Pacbio 

software detected 96.4 ± 0.3% and 84.1 ± 0.2% of CATG and GATC sites, respectively, 

as methylated (Table 7). This accounts for 1.59 ± 0.004 % of the total adenine pool, which 

is close to historic measurements of 1.45% (19) and represents closer to ~3200 as 

opposed to ~2900 methylated targets. It also means that only about 300 target sites are 

not methylated, though it is not clear if these sites are consistent between each replicate 

or whether they are random occurrences. To determine this, we analyzed site-specific 

methylation status across biological replicates to infer modification stability. 

Using annotations directly made by PacBio software, we parsed sites identified 

with m6A modification. Stability of these sites was determined by comparison of a 

methylFrac value, which represents the percent of reads aligning to that site which are 

identified with m6A. Mean and standard deviation calculation of this value between the 

three replicates enables a direct binning strategy for one of three modification 

characteristics: stably non-methylated sites (average methylFrac ~ 0), variably 
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methylated sites (methylFrac ~ 1.0 in one or two of the three sequenced replicates, 

resulting in an average value of ~0.33 or ~0.66), and stably methylated sites (average 

methylFrac ~1.0). By comparing methylFrac values averaged for each GATC and CATG 

site (treating targets on each strand as independent), it becomes clear that each 

characteristic type is represented (Figure 11). An estimate on the size of each population 

yields 2,825 tetramers (80.7%) that are almost always methylated, 457 tetramers (13.1%) 

that are methylated in two replicates, 143 tetramers (4.1%) that are methylated in only 

one replicate, and 73 tetramers (2.1%) that are almost never methylated. Thus, over 17% 

of target sites are variably methylated while the remaining 83% maintain a stable 

modification status. 

After determining methylation stability of each GATC and CATG site, we analyzed 

these within their palindromic context. Palindromic reverse complimentary sequences 

targeted by DNA methyltransferases can exist in one of three states: methylation 

occurring on both strands, methylation missing on both strands, or methylation occurring 

on only one strand (i.e. hemi-methylation). By mapping methylFrac status of adenines on 

both the forward and reverse strand of each palindrome, it is clear that all three types of 

palindromes are represented in the PBCV-1 genome, though GATC sites are more often 

associated with non-methylation (Figure 12). Among all 1,749 palindromes, 1,083 sites 

(61.9%) demonstrated methylation on average in >75% of reads for both strands on a 

palindrome. Alternatively, 542 sites (31%) were defined as hemi-methylated with only one 

strand containing methylation in >75% of reads. The remaining 124 sites (7.1%) were 

defined as more stochastic with methylation occurring on <75% of reads on either strand. 

Only three palindromes were annotated as stably not methylated on both strands. 

This includes two loci located within neighboring genes encoding minor capsid proteins 

(CATG - A383R; GATC - A384dL) and one within a hypothetical protein (GATC - A432R). 

The genes impacted by these sites are all expressed late in the PBCV-1 infection cycle, 

their protein products are packaged/part of the PBCV-1 virion (20, 21), and there are no 

known homologs in the NCBI database outside of close viral relatives. All sites had a 

ModificationQV value <30, and all but one had an ipdRatio value <2 (1.64 ± 0.78). 
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Confirmation of modification vacancies at these sites was attempted with digestion of the 

PBCV-1 genome using commercial restriction endonucleases DpnI, DpnII, and Sau3AI, 

which cut methylated GATC sites, non-methylated GATC sites, and GATC sites 

independent of methylation status, respectively (Figure 13). Although DpnII treatment 

yields a smear distinct from control DNA not treated with an enzyme, an expected 

~24,000 bp band representing the DNA between the two GATC non-methylated 

palindromes was absent. This indicates that some factor is inhibiting enzymatic digestion 

at the three locations marked as non-methylated. 

The next example of stable non-methylation occurs in hemi-methylated 

palindromes. Although we defined this by a threshold of <75% of reads on one strand, 

and >75% of reads on the other, high-confidence hemi-methylated sites can be 

distinguished as one strand lacking methylation in all reads (methylFrac=0). These 

account for 32 GATC palindromes, and 12 CATG palindromes (Figure 12). While ipdRatio 

values are on average under 2 for the non-methylated strand in CATG palindromes (1.69 

± 0.44), these values far exceed this threshold in the case non-methylated strands in 

GATC palindromes (3.75 ± 1.34). And while a handful of these GATC sites are annotated 

as modified in some way other than methylation, most bear no modification annotation. 

There is no obvious clustering of either type of stable hemi-methylated palindrome (GATC 

sites occur on average every 6,830 bp with an index dispersion of 9,574 bp; CATG sites 

are dispersed on average every 23,629 bp with an index dispersion of 39,102 bp). All that 

said, there is no apparent pattern perceived here related to how certain palindrome types 

are dispersed according to gene ontology, gene location (N terminus to C terminus), or 

transcriptional status of the gene.  

Although the overall analysis of palindromes indicates that each type of 

methylation is present, functional implications may be better understood in the context of 

specific genomic units.  There are several ways to do this, ranging from regulatory regions 

to whole genes. We chose to map palindrome methylation for enriched regions identified 

in sequence independent in silico analyses (Figure 14A) and capsid proteins encoded by 

PBCV-1 (Figure 14B). In most cases methylation is stable, but there are a few completely 
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non-methylated palindromes (A383R) or stable hemi-methylated palindromes (A430L, 

A622L, A011L). In general, though, there is typically a mix in the types of patterns 

observed per gene. These findings present opportunities to explore the consequence of 

this patterning on viral activity and fitness. 

Discussion 

Many tools have been developed over the last few decades to allow molecular 

insight into host-virus interactions (8). Most notable are improvements in the ‘omics’ 

techniques, enabling increasingly higher resolution studies ranging from single organisms 

to whole communities. Indeed, Chlorella virus PBCV-1 has been subjected to genomics, 

transcriptomics, and proteomics, with the findings of this study establishing some of the 

first epigenomic observations in this system.  

What can be concluded about CATG and GATC motif distribution in the PBCV-1 

genome is that it is not random. Moreover, using two approaches to assess motif 

frequency, while not exhaustive, helps delineate the selective forces acting on motif 

patterning. Analyses based on a sequence independent approach found that the top ten 

enriched regions mostly associate with major, protein-coding genes. Since 92.8% of the 

PBCV-1 genome is occupied by protein coding genes, this trend is somewhat expected. 

It is also congruent with methylation motif enrichment in prokaryotes whose genomes 

share a similar coding density of ~90% (36). On the other hand, when we accounted for 

local codon redundancy most protein coding genes lose their enrichment status to be 

dominated by minor, non-protein coding genes. This seems more logical considering 

minor genes  are non-protein coding and would thus not be under this selective pressure 

. However, this is complicated by the fact that most minor genes overlap with protein 

coding genes, albeit as smaller units. It is also important to note that certain parts of the 

protein might be more flexible to amino acid substitutions than others, including regions 

not significantly impacting protein structure or domain function. Since DistAMo assumes 

amino acid sequence is not flexible, it is difficult to conclude whether selection is greater 

on the protein sequence as opposed to any other factor (i.e., RNA secondary structure). 
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In any case, genes/regions marked as enriched or depleted across both analyses provide 

higher confidence candidates that are truly enriched or depleted. For example, genes 

A219/222/226R and A656L might be good candidates for investigation into flexibility of 

the codon/amino acid sequence, as well as how variable methylation at these sites 

impacts the virus. In our PacBio studies, the motif-enriched region impacting gene 

A219/222/226 maintains nearly complete methylation in all but a few sites. However, 

determining the effects of this is dependent on making PBCV-1 genetically tractable, 

which has not yet been accomplished.  

Another useful application of the in silico analysis is that it identified many regions 

depleted in motifs targeted for methylation. The few genes marked as depleted by 

DistAMo represent all major, protein-coding ORFs, with half bearing functions associated 

with genome integration. A351L and A422R encode domains used by homing 

endonucleases for DNA binding, whereas A625R is a transposase ortholog. That these 

proteins are all involved in genome integration processes might represent a negative 

selective pressure to side-effects of palindromes and/or methylation that can occur on 

these sites. In rice, hypermethylation occurs in transposable elements following whole 

genome duplication, a marker for angiosperm evolution (37). Concomitantly, this 

modification inhibits their transposition to stabilize the integrity of the chromosome and 

decrease nearby gene expression. Some of the larger chloroviruses encode many 

putative transposases (some with internal resolvases) and homing endonucleases (11), 

which are thought to be involved in genomic rearrangements and gene duplications (17). 

These larger viruses are more heavily methylated (17, 18), which might also function to 

stabilize chlorovirus genomes at a certain size threshold. It would be interesting to see if 

hypermethylation occurs more frequently in transposases of these larger viruses.  

Another striking case of motif depletion in PBCV-1, which was identified in both in silico 

analysis approaches, was that the middle of the genome, where the viral tRNA polycistron 

is encoded, comprises one of the largest regions lacking either target motif. Motif 

depletion in tRNA, and even rRNA genes, has been observed in bacterial genomes, too; 

these genes exhibit the lowest frequency of GATC motifs in E. coli (28). Hypotheses 
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related to this depletion in bacterial genes have suggested that selection against the 

palindrome occurs in these regions due to its increased ability to form secondary 

structures that might interfere with constitutive expression of these genes (28). Though 

not related to methylation, this is a factor worth considering. Another similarity between 

PBCV-1 and bacteria is how motifs are dispersed. In E. coli, GATC motifs are never 

separated by more than 2kb. This has been hypothesized to promote mismatch repair 

efficiency, presumably because this function is less efficient when the GATC methyl-

director is separated by greater distances (28). Since PBCV-1 spacing is similar to E. coli 

(Table 2), and the Chlorella variabilis host genome encodes a MutS homolog 

(XP_005846525), there might be a methyl-directed function associated with these two 

components. Although PBCV-1 does not encode its own MutS protein, several giant virus 

relatives encode their own MutS homologs, suggesting it is important for virus fitness (38). 

Finally, another observation from our sequence independent approach showed that 

CATG and GATC motifs counteract one another as enriched or depleted in certain 

regions. Though it is not clear if this is meaningful for PBCV-1, it is interesting that GATC 

enrichment and depletion in Escherichia coli marks the genome replication of origin and 

termination, respectively (29). Thus, methylation might have similar implications for 

PBCV-1 replication. 

Results from the Pacbio software suggests PBCV-1 exhibits high, but not 

complete, methylation of CATG and GATC tetramers. Total adenine methylation accounts 

for 1.59 ± 0.004 % of all adenines, which is close to historical HPLC measurements of 

1.45% (18, 19). We identified three putative, completely non-methylated palindromes, but 

failed to confirm these with restriction digestion. Providing these are indeed true 

negatives, there are some intriguing biological consequences at stake. Both of the 

adenine decorating methyltransferases in PBCV-1 are associated with RM systems. 

These RM systems have been shown to digest and recycle the host genome for viral DNA 

replication, while protecting the viral genome against self-digestion (39). Thus, there are 

potential deleterious consequences for PBCV-1 if a target site is not methylated. Indeed, 

this selective pressure is apparently strong enough to dictate complete methylation of RM 
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targeted motifs in >100 bacterial chromosomes analyzed with Pacbio sequencing (40). 

Complete methylation would seem especially necessary for PBCV-1 since the viral 

restriction endonucleases are packaged in the virus particle (39). Failure to digest the 

viral genome during in vitro restriction digestion indicates that the three palindromes 

identified by Pacbio as fully non-methylated are able to resist restriction by one of several 

means. First, it is possible that these sites are false negatives for m6A. This seems 

unlikely, given kinetic fingerprints of these sites do not generally exhibit a high ipdRatio 

value on either strand that is indicative of m6A. Second, it is possible that some other 

type of modification is present on or at least in the vicinity of these palindromes, which 

allows evasion of endonuclease recognition. If this were true, one would expect that this 

would interfere with polymerase kinetics to yield a high ipdRatio. That said, it is clear that 

some modifications do not elicit strong effects and are consequently poorly detected, if at 

all. Native 5mC does not protrude into the major groove of DNA like m6A does, and thus 

elicits a subtle impact on polymerase kinetics.  Indeed, this is why TET1 modification is 

used to improve the signal of 5mC (32). Thus, there is no evidence to refute alternative 

modifications, though there is also not enough evidence to conclude that other 

modifications are present. In fact, it is possible that these are false negatives deriving 

from poor in silico predictions of ipdRatio values for the non-modified control sequence. 

However, the original description of the in silico control demonstrated that it is effective at 

identifying all true positives at coverages similar to what we used here (31, 33). Thus, 

future investigation is needed to confirm the modification status of these three 

palindromes. 

In considering ipdRatio values as the purported primary metric for modification (34, 

40), it is worthwhile to reiterate that several high ipdRatio events occur in the PBCV-1 

genome that are not associated with motifs known to be targeted for methylation. To 

check if this is common in other systems, we analyzed ipdRatio distributions in Pacbio 

data for Escherichia coli K-12 (MG1655). This bacterium encodes three active 

methyltransferases that recognize GATC, CCWGG, and 

AACNNNNNNGTGC/GCACNNNNNNGTT contexts. Pacbio data indicated that >99% of 
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these sites were marked as methylated, which accounts for roughly 63,522 target sites. 

Total number of sites exceeding an ipdRatio >2 yielded 154,230 sites, accounting for 

1.7% of the bacterial genome (both forward and reverse strands). This represents an 

enrichment of only ~2.4x in comparison to the ~20.5x enrichment observed in PBCV-1. 

One might propose that the ~65,000 nucleotides indicated as modified (not with 

methylation or a repeated, detectable motif) is an artifact of Pacbio’s high error rate, which 

is ~11-15% on average (41). However, since the mapped reads were randomly sampled 

to 30-fold coverage, and the errors are random, this error rate reduces to <1%, which is 

far below the number of loci with high ipdRatio values.  

Barring a poor in silico prediction of non-modified polymerase kinetics, it is 

surmisable that some other modification is responsible for the high number of peaks 

observed in PBCV-1. Indeed, this has been hypothesized to explain the thousands of 

kinetic variation events that were observed in E. coli (33). These would be random and 

not associated with adenines according to the distribution of ipdRatio and ModificationQV 

scores. One possible explanation is that oxidative stress induced lesions are occurring; 

these randomly occur in at least 20 different DNA base configurations (42), and have 

been shown to elicit kinetic effects across multiple neighboring sites (43). However, an 

algorithm to test this does not exist in the Pacbio software yet. In any case, we favor this 

idea as oxidative stress is a considerable challenge for virus replication, which is 

presumably why so many giant viruses, including PBCV-1 (44), encode machinery to 

mitigate this stress (10). Stress induced DNA modifications might become rampant in lytic 

virus progeny, thus representing a potential cause of some progeny being non-infectious. 

Indeed, chlorovirus PBCV-1 has a burst size of ~1000 progeny, yet, only ~30% of this 

population is capable of forming plaques (18). It is unlikely that cellular organisms, for 

which most modification analyses have been based on, would have as many oxidative 

stress induced DNA modifications as viruses because these organisms can repair these 

lesions as long as they are alive. Viruses, on the other hand, might encounter an 

environment less conducive to DNA repair followed by genome packaging in a 

metabolically inactive virion. Moreover, our extraction protocol does not selectively 
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acquire nucleic acid from only infectious virus. Still, it is also possible that some type of 

modification not yet characterized, which has nothing to do with oxidative stress, could 

be responsible. Recent computational studies have identified a variety of DNA 

modification systems (45), and other Pacbio work has confirmed the presence of novel 

modifications including phosphorothionation (46).  Giant viruses, whose proteins are 

dominated by those with unknown functions might also be capable of this. We also 

maintain this possibility in light of the fact that past HPLC-MS measurements of PBCV-1 

nucleosides determined percent of methylated nucleotides based on relative pools as 

opposed to absolute quantitative measurements (19). This approach would mean that 

peaks associated with uniquely modified nucleotides, perhaps with drastically different 

retention times, would not be considered in nucleotide pool estimations.   

A more common observation from this study is that hemimethylation can be 

common (~31% of palindromes), though only a few of these sites are stable (2.51%). The 

status of these hemimethylated GATC sites is questionable given their ‘non-methylated’ 

strand often exhibits a large ipdRatio value. Despite that, it is not biologically impossible 

that hemi-methylation is in the PBCV-1 genome; this is known to occur in many cellular 

organisms including human cell lines (47, 48) and bacteria (49). Moreover, the 

endonuclease targeting CATG sequences, M.CviAI, has been shown to be sensitive to 

hemi-methylation (50). It is thus reasonable that the GATC targeting endonuclease is also 

unable to cleave hemimethylated targets, or at the very least at a much slower rate.  

Additionally the viral replication time is much longer (a few hours) than bacteria with stable 

methylation patterns (less than 20 minutes) (49). The PBCV-1 genome is also much 

smaller with fewer target sites than bacteria, making it even more possible that all targets 

can be completely methylated.. Thus, some factor might block complete methylation, 

such as a protein that competes for this binding site. Altogether, these observations 

suggest hemimethylation is biologically permissible, and invites future investigation into 

whether this is a unique characteristic of these types of enzymes that relates to specific 

viral activity. 
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Finally, there are a few caveats to point out about our approach. First, we analyzed 

stability using the methylFrac value computed by Pacbio software. Though this has been 

validated with external analyses (26), an inherent weakness is that the methylFrac 

analysis does not consider molecule specific effects. Namely, the 30 reads that align to a 

given site can derive from any number of molecules, each of which should in reality be 

considered as sub-populations or perhaps ‘quasi-species’. Other tools exist to analyze 

this data for population-level epigenomic variants (26), but our data could not be assessed 

this way as we used the in silico control data as opposed to a whole genome amplified 

control. Second, we sub-sampled our reads to a coverage of 30-fold, which is reportedly 

appropriate for methylation detection at all genomic positions according to Pacbio. That 

said, the 95% confidence variables for the methylFrac value were at times quite large, 

which might be impacted by reads deriving from molecules with diverse methylation 

profiles. This effect cannot be accounted for until the smalr package created by 

Beaulaurier et al. (26) is updated to analyze read effects with an in silico control. 

DNA methylation has been identified or inferred in many types of giant viruses 

using restriction mapping (18), cloning (19), and genomics (11, 51-54). The enzymes 

responsible for these modifications are at times paired with a cognate restriction 

endonuclease, thus forming a viral restriction modification system, as is the case for 

PBCV-1 (51, 53). In chloroviruses, however, the majority (~75%) of methyltransferases 

are not paired with a restriction endonuclease and are instead annotated as ‘orphan’ 

methyltransferases (55). Orphans have been identified as regulators of cellular and viral 

activities (15, 56), though a function has not yet been described in giant viruses. These 

enzymes are not likely used for chlorovirus restriction evasion. This is evident because 

there is no need to protect DNA from eukaryotic hosts, which encode no native restriction 

endonucleases, or other RM-carrying chloroviruses as these entities prevent co-infection 

via membrane depolarization (57). This observation, combined with the fact that 

chloroviruses and their giant virus relatives encode some of the highest numbers of 

methyltransferases among viruses, indicates a novel and seemingly biologically important 

use of methyltransferases for viral fitness. This is supported by the observation that 



 

97 
 

phylogeny of some of these enzymes reflects a long evolutionary history within viruses, 

instead of a recent acquisition from cellular organisms by horizontal gene transfer. 

Complementing this concept, is that other enzymes encoded by chloroviruses have 

seemed to adapt to side-effects of genomic methylation. For example, topoisomerase II 

from PBCV-1 processes DNA at a rate of 30-50x faster than human topoisomerases (58). 

This rate is believed to stem from an adaptation to higher incidences of DNA methylation 

in chloroviruses (59), as methylation is known to slow topoisomerase processing much 

like it does with DNA polymerase (59). It would be interesting to see if different variations 

of palindrome methylation impact topoisomerase activity. It is also possible that these 

markers assist with genome condensation for viral DNA packaging (60). In another 

example, hemimethylated palindromes have been shown to control promotor activation, 

in  some cases allowing gene expression only transiently following DNA replication (16). 

Though we did not see an obvious correlation between transcriptional profile and 

methylation here, it is possible that the methylation profile during an active viral infection 

might better explain transcriptional orchestration of PBCV-1. In any case, information 

provided here establishes a useful framework for investigating DNA methylation in 

chlorovirus PBCV-1, as well as initiating these studies in other systems with more ‘orphan’ 

methyltransferases.
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Appendix 

Table 3.1 Characteristics of methyltransferases encoded by PBCV-1 

Name Gene Mod Motif Txca Notes 

M.CviAI A581R m6A GATC E Part of viral RM system (61, 62) 

M.CviAII A251R m6A CATG E Part of viral RM system  (63) 

M.CviAIV A530R m5C RGCB L Pseudogene, non-functional (64) 

M.CviAIIIP A517L m5C - E Putative G + C rich sequence (64) 

M.CviAV A683L m5C - EL Putative non-functional gene 

aTranscriptional status reprinted from supplemental tables in Dunigan et al. 2012 (20). E=Early; 
L=Late; EL= Early-Late. Mod=Modification Type 
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Figure 3.1 Growth dynamics of C. variabilis cultures prior to infection at 72 h 
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Figure 3.2 Agarose gel electrophoresis visualization of PBCV-1 genomic DNA 

 From left to right, 1) 1kb extension ladder (NEB); 2) NA; 3) Loading Buffer Control; 4) 
NA; 5/6) PBCV-1 Rep1(1C); 7) NA; 8/9) PBCV1-Rep2(2A); 10) NA; 11-14) PBCV-1 Rep3 
(E1). 70-80ng of DNA were loaded into each well and stained with Midori Direct for UV 
visualization. Agarose gel electrophoresis results of 16SrDNA amplification using the 
universal 27F and 1522R primers. From left to right, wells represent 1) 1kb Plus DNA 
Ladder; 2) NA; 3) E. coli DNA 4) Non-Template Control; 5) NA; Lanes 6 thru 10) PBCV1-
Rep1; Lanes 11 thru 13) PBCV1-Rep2; Second Gel, from left to right 1) 1kb Plus DNA 
Ladder; 2) NA; 3) E. coli DNA; 4) Non-Template Control; 5) NA; Lanes 6 thru 7) PBCV-1 
Rep2 DNA; Lanes 8 thru 11) PBCV-1 Rep3 DNA. 
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Figure 3.3 Summary of methyltransferases encoded in public viral genomes 

The top twenty viral genomes encoding the most methyltransferases were color-coded 
depending on whether they associate with a photosynthetic host. Some of these are not 
visible because they overlap with other viruses, though a list of these are provided in 
Table S1. All other hits, independent of methyltransferase status, were color coded grey 
and are defined as non-applicable (NA). n=10,708 sequences. 
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Table 3.2 Top twenty viruses with the most methyltransferase genes 

Host  Accession Virus Type* Viral Species/Strain MTase 

Prokaryote GCA_002593925 Cyanophage Synechococcus phage ACG-2014f 5 

Prokaryote GCA_002593945 Cyanophage Synechococcus phage ACG-2014f 5 

Prokaryote GCA_002594045 Cyanophage Synechococcus phage ACG-2014f 5 

Prokaryote GCA_002594185 Cyanophage Synechococcus phage ACG-2014f 5 

Prokaryote GCA_002594565 Cyanophage Synechococcus phage ACG-2014f 5 

Prokaryote GCF_000898015 Bacteriophage Cronobacter phage vB_CsaM_GAP32 5 

Prokaryote GCA_002593785 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002593805 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002593845 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002593885 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002593985 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002594025 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002594065 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002594085 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002594105 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002594165 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002594385 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002594405 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002594485 Cyanophage Synechococcus phage ACG-2014f 4 

Prokaryote GCA_002594505 Cyanophage Synechococcus phage ACG-2014f 4 

Eukaryote GCF_000873685 NCLDV Paramecium bursaria Chlorella virus NY2A 18 

Eukaryote GCF_000871245 NCLDV Paramecium bursaria Chlorella virus AR158 16 

Eukaryote JX997170 NCLDV Paramecium bursaria Chlorella virus IL-5-2s1 15 

Eukaryote JX997182 NCLDV Paramecium bursaria Chlorella virus NY-2B 15 

Eukaryote JX997172 NCLDV Paramecium bursaria Chlorella virus MA-1D 15 

*NCLDV = Nucleocytoplasmic Large dsDNA Viruses 
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Table 3.2 (continued) 

Host  Accession Virus Type Viral Species/Strain MTase 

Eukaryote JX997183 NCLDV Paramecium bursaria Chlorella virus NYs1 13 

Eukaryote JX997160 NCLDV Paramecium bursaria Chlorella virus CVB-1 11 

Eukaryote HQ704802 NCLDV Organic Lake Phycodnavirus 1  8 

Eukaryote GCF_000922335 NCLDV Aureococcus anophagefferens virus 6 

Eukaryote GCF_000847045 NCLDV Paramecium bursaria Chlorella virus 1 5 

Eukaryote GCF_000889395 NCLDV Cafeteria roenbergensis virus BV-PW1 5 

Eukaryote GCF_000905435 NCLDV Ostreococcus lucimarinus virus OlV5 5 

Eukaryote GCF_000907415 NCLDV Phaeocystis globosa virus 16T 5 

Eukaryote JX997163 NCLDV Paramecium bursaria Chlorella virus CVM-1 5 

Eukaryote KY322437 NCLDV Tetraselmis virus 1 5 

Eukaryote JX997176 NCLDV Paramecium bursaria Chlorella virus NE-JV-1 5 

Eukaryote GCF_000887855 NCLDV Ostreococcus tauri virus 2 4 

Eukaryote GCF_001887825 NCLDV Only Syngen Nebraska Virus 5 4 

Eukaryote JX997159 NCLDV Paramecium bursaria Chlorella virus CVA-1 4 

Eukaryote JX997154 NCLDV Paramecium bursaria Chlorella virus AP110A 4 

*NCLDV = Nucleocytoplasmic Large dsDNA Viruses 
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Table 3.3 Top ten genomic regions enriched in motifs in a 256 bp window 

Location Genes Impacted MC GATC CATG Txc Annotations 

111716-111972 A219/222/226R 4.5 4 5 Early Glycosyltransferase [4.0E-6] 

315461-315717 A656L 4.5 9 0 Early Collagen Triple Repeat (20 copies) [9.1E-11] 

244295-244551
  

A505L 
a509R, a508R 

4 6 2 Early Hypothetical protien 

265551-265807 A552R, a553L 4 2 6 Early Transcription Factor TFIID  [3.1E-7] 

2793-3049 A005R 3.5 3 4 Early Ankyrin repeat [6.3e-11] 

108294-108550  A214L 3.5 4 3 Early Hypothetical protein 

167096-167352 A330R, a331L 3.5 5 2 Early-Late Ankyrin repeat [1.3e-07] 

286981-287237 A598L, a599R 3.5 1 6 Early-Late Histidine Decarboxylase [3.0E-53] 

289453-289709 A604L 3.5 1 6 Early Hypothetical protein 

22131-22387 A035L 3 1 5 Late Hypothetical protein 

Gene names denoted with an upper-case ‘A’ are defined as major ORFs that have been detected in transcripts and/or 
proteomes, whereas minor ORFS have not been detected in those studies and are denoted with a lower-case ‘a’ (20, 21). 
Motif concentration, denoted as MC, represents fold enrichment or depletion of motifs based on a window size of 256 
base pairs (see Materials and Methods). GATC and CATG columns list the number of each motif observed in the window. 
Txc denotes the stage at which transcripts for major ORFs are detected. Annotations are listed for only the major ORFs 
and tRNAs; only one is listed per gene, and those given with an e-value represent the highest confidence annotation 
based on COG, Pfam, or KEGG hits. 

 

 



 

113 
 

Table 3.4 Top ten genomic regions depleted in motifs in a 256 bp window 

Location Genes Impacted MC Txc Annotations 

62092-65709 A121R 
A122/123R 

-28 Early-Late 
Early 

Hypothetical protein 
Autotransporter adhesion [1.0E-12] (glycoprotein) 

10109-12557 A014R 
A018L 
a016L, a017L 

-19 Late 
Late 

Hypothetical protein 
Glycoprotein repeat [1.2E-11] 

126568-128978 A251R 
A252R 
A253R 
A254R 
a253aR, a252bL, a251bL, 
a252aL, a251aL 

-18 Early 
Early 
Early 
Late 

M.CviAII (CATG) Methyltransferase 
R.CviAII (CATG) Restriction Endonuclease 
Hypothetical protein 
Hypothetical protein 

180346-182661 A363R, A368L 
A366L 
a367R, a365L 

-18 Early 
Early-Late 
 

Hypothetical proteins 
Hypothetical protein 
 

299832-302126 A623aL 
A623L 
A624R 
A625R 
A627R 
a626L, a626aR 

-17 n/a 
Early 
Late 
Late 
Late 

Hypothetical protein 
AN1-like Zinc finger [1.7E-12] 
Predicted membrane protein [3.4E-26] 
Transposase IS605 OrfB Family [2.0E-20] 
Hypothetical protein 

297089-299232 A619L, A620L, A621L 
A622L 
a621bL, a621aR, a620aR 

-16 Late 
Late 
 

Hypothetical proteins 
Capsid Protein 
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Table 3.4 (continued) 

Location Genes Impacted MC Txc Annotations 

195248-197302 A401R, A403R 
A402R, A404R, A405R 
A404aL 

-16 Early-Late 
Late 
n/a 

Hypothetical proteins 
Hypothetical proteins 
Hypothetical protein 

253391-255424 A532L 
A532aL, A534R 
A533R, A535L, A536L 

-15 Late 
n/a 
Early-Late 

Hypothetical protein 
Hypothetical proteins 
Hypothetical proteins 

163902-165909 A328L 
A329R 
a329aL 
Lys-3, Tyr-1, Ile-1, Leu-1, 
Lys-2, Asn-2, Arg-1, Lys-1, 
Asn-1, Pseudo-tRNA-1 

-15 n/a 
Late 
n/a 

Hypothetical protein 
Hypothetical protein 
9/10 Putatively functional tRNAs 

39482-41467 A075L 
A075cR 
A075bl 
A076L 
A077L 
A078R 

-15 Early-Late 
n/a 
n/a 
n/a 
Early 
Early 
 

Exostosin Family [5.5E-9] 
Hypothetical protein 
Hypothetical protein 
Hypothetical protein 
Hypothetical protein 
N-carbamoylputrescine amidohydrolase 
 

Gene names denoted with an upper-case ‘A’ are defined as major ORFs that have been detected in transcripts and/or 
proteomes, whereas minor ORFS have not been detected are denoted with a lower-case ‘a’ (20, 21). Motif concentration, 
denoted as MC, represents fold enrichment or depletion of motifs based on a window size of 256 base pairs (see 
Materials and Methods). GATC and CATG columns list the number of each motif observed in the window. Txc denotes 
the stage at which transcripts for major ORFs are detected. Annotations are listed for only the major ORFs and tRNAs; 
only one is listed per gene, and those given with an e-value represent the highest confidence annotation based on COG, 
Pfam, or KEGG hits. 
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Figure 3.4 PBCV-1 motif frequency as a function of coding sequence 

Frequency was determined in the context of local codon flexibility at different genomic 
increments. The PBCV-1 genome was analyzed for motif frequency of CATG (A), GATC 
(B), and both CATG and GATC (C) tetramers. Panels show increasing window sizes, 
ranging from 4 to 40kb moving from the outer to inner ring. Each ring increases 
incrementally by 4kb, but the step size is always 4kb. Z-score is represented with color; 
red indicates more enriched scores and blue indicates more scores. Green represents 
expected frequency with no depletion or enrichment. Since the DistAMo software was 
created for circular chromosomes, there is artificial data coded across the termini for 
PBCV-1. This region has been shaded over to discourage faulty interpretation. Genes 
with significant Z-scores (greater than the absolute value of 2) are annotated by color and 
are included in Supplemental Table S2. 
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      Table 3.5 PBCV-1 ORFs enriched or depleted in GATC or CATG motifs 

Gene Name motif zScore Start End Accession 

a478aL GATC 4.2 231306 231812 NP_048835.2  

a126R GATC 3.87 66620 66820 NP_048474.1  

a508R GATC 3.75 244334 244567 NP_048864.1  

a661R GATC 3.65 316543 316851 NP_049017.1  

A437L GATC 3.64 212519 212830 NP_048794.2  

a509R GATC 3.57 244423 244728 NP_048865.1  

a279R GATC 3.54 142146 142364 NP_048633.1  

a434aR GATC 3.45 212284 212472 YP_004678953
.1 a116R GATC 3.4 59398 59643 NP_048464.1  

a038R GATC 3.35 23584 23823 NP_048386.1  

a190L GATC 3.19 97525 97743 NP_048537.1  

A436L GATC 3.04 212299 212490 NP_048793.2  

a499L GATC 3.04 240483 240716 NP_048855.1  

A622L GATC 3 298138 299700 NP_048978.1  

a086aL GATC 2.93 45101 45229 YP_004678889
.1 a294R GATC 2.88 149926 150150 NP_048648.1  

A234L GATC 2.85 115777 116103 NP_048582.1  

A214L GATC 2.67 108265 108672 NP_048561.1  

a089aL GATC 2.67 47826 47972 YP_004678892
.1 a132R GATC 2.6 69533 69805 NP_048480.1  

a635aR GATC 2.59 307064 307258 YP_004678992
.1 a054L GATC 2.58 29800 30123 NP_048402.1  

a073L GATC 2.55 38417 38626 NP_048421.1  

A430L GATC 2.47 210155 211468 NP_048787.1  

a240L GATC 2.46 117770 117967 NP_048588.1  

A260aR GATC 2.41 133700 133897 NP_048614.3  

a675L GATC 2.4 321966 322334 NP_049031.1  

A282L GATC 2.4 143630 145339 NP_048636.1  

A656L GATC 2.22 315127 315849 NP_049012.2  

a115L GATC 2.18 59265 59495 NP_048463.1  

A449R GATC 2.18 217799 218380 NP_048806.1  

A039L GATC 2.15 23623 24078 NP_048387.1  

A161R GATC 2.14 81345 81716 NP_048509.1  

      

      

http://www.ncbi.nlm.nih.gov/protein/NP_048835.2
http://www.ncbi.nlm.nih.gov/protein/NP_048474.1
http://www.ncbi.nlm.nih.gov/protein/NP_048864.1
http://www.ncbi.nlm.nih.gov/protein/NP_049017.1
http://www.ncbi.nlm.nih.gov/protein/NP_048794.2
http://www.ncbi.nlm.nih.gov/protein/NP_048865.1
http://www.ncbi.nlm.nih.gov/protein/NP_048633.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678953.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678953.1
http://www.ncbi.nlm.nih.gov/protein/NP_048464.1
http://www.ncbi.nlm.nih.gov/protein/NP_048386.1
http://www.ncbi.nlm.nih.gov/protein/NP_048537.1
http://www.ncbi.nlm.nih.gov/protein/NP_048793.2
http://www.ncbi.nlm.nih.gov/protein/NP_048855.1
http://www.ncbi.nlm.nih.gov/protein/NP_048978.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678889.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678889.1
http://www.ncbi.nlm.nih.gov/protein/NP_048648.1
http://www.ncbi.nlm.nih.gov/protein/NP_048582.1
http://www.ncbi.nlm.nih.gov/protein/NP_048561.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678892.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678892.1
http://www.ncbi.nlm.nih.gov/protein/NP_048480.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678992.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678992.1
http://www.ncbi.nlm.nih.gov/protein/NP_048402.1
http://www.ncbi.nlm.nih.gov/protein/NP_048421.1
http://www.ncbi.nlm.nih.gov/protein/NP_048787.1
http://www.ncbi.nlm.nih.gov/protein/NP_048588.1
http://www.ncbi.nlm.nih.gov/protein/NP_048614.3
http://www.ncbi.nlm.nih.gov/protein/NP_049031.1
http://www.ncbi.nlm.nih.gov/protein/NP_048636.1
http://www.ncbi.nlm.nih.gov/protein/NP_049012.2
http://www.ncbi.nlm.nih.gov/protein/NP_048463.1
http://www.ncbi.nlm.nih.gov/protein/NP_048806.1
http://www.ncbi.nlm.nih.gov/protein/NP_048387.1
http://www.ncbi.nlm.nih.gov/protein/NP_048509.1
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Table 3.5 (continued) 

Gene Name motif zScore Start End Accession 

A681aL GATC 2.11 324693 324869 YP_004678999
.1 a104L GATC 2.1 55054 55344 NP_048452.1  

A395R GATC 2.09 191505 191753 NP_048752.1  

A131L GATC 2.09 69359 69769 NP_048479.1  

a188bR GATC 2.08 97258 97398 YP_004678909
.1 a455R GATC 2.03 220218 220661 NP_048812.1  

A607R GATC -2.04 290633 291808 NP_048963.2  

A351L GATC -2.2 173636 174712 NP_048708.1  

A422R GATC -2.21 205267 206259 NP_048779.2  

A625R GATC -2.39 300424 301722 NP_048981.2  

a553L CATG 4.15 265624 265839 NP_048909.1  

A172aL CATG 3.38 88944 89111 YP_004678906
.1 a132R CATG 3.14 69533 69805 NP_048480.1  

a167L CATG 3.09 85677 85880 NP_048515.1  

A603aL CATG 2.84 289390 289575 YP_004678983
.1 a478aL CATG 2.8 231306 231812 NP_048835.2  

a641L CATG 2.8 308469 308726 NP_048997.1  

a224L CATG 2.79 112197 112463 NP_048572.1  

a551aR CATG 2.75 264946 265074 YP_004678972
.1 a680R CATG 2.68 323837 324100 NP_049036.1  

A219/222/226R CATG 2.56 110893 112926 NP_048569.4  

a331L CATG 2.49 167096 167299 NP_048687.1  

a249L CATG 2.42 125191 125499 NP_048598.1  

A212R CATG 2.31 107615 107782 NP_048559.2  

a276L CATG 2.31 140462 140746 NP_048630.1  

a290R CATG 2.27 148366 148773 NP_048644.1  

a603bR CATG 2.24 289445 289591 YP_004678984
.1 a562R CATG 2.17 270374 270571 NP_048918.1  

a681R CATG 2.14 323857 324081 NP_049037.1  

A018L CATG 2.14 12367 16374 NP_048366.1  

a653R CATG 2.08 314450 314647 NP_049009.1  

A402R CATG -2.01 195325 196008 NP_048759.1  

A486L CATG -2.2 234401 234859 NP_048842.1  

A422R CATG -2.3 205267 206259 NP_048779.2 

http://www.ncbi.nlm.nih.gov/protein/YP_004678999.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678999.1
http://www.ncbi.nlm.nih.gov/protein/NP_048452.1
http://www.ncbi.nlm.nih.gov/protein/NP_048752.1
http://www.ncbi.nlm.nih.gov/protein/NP_048479.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678909.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678909.1
http://www.ncbi.nlm.nih.gov/protein/NP_048812.1
http://www.ncbi.nlm.nih.gov/protein/NP_048963.2
http://www.ncbi.nlm.nih.gov/protein/NP_048708.1
http://www.ncbi.nlm.nih.gov/protein/NP_048779.2
http://www.ncbi.nlm.nih.gov/protein/NP_048981.2
http://www.ncbi.nlm.nih.gov/protein/NP_048909.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678906.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678906.1
http://www.ncbi.nlm.nih.gov/protein/NP_048480.1
http://www.ncbi.nlm.nih.gov/protein/NP_048515.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678983.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678983.1
http://www.ncbi.nlm.nih.gov/protein/NP_048835.2
http://www.ncbi.nlm.nih.gov/protein/NP_048997.1
http://www.ncbi.nlm.nih.gov/protein/NP_048572.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678972.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678972.1
http://www.ncbi.nlm.nih.gov/protein/NP_049036.1
http://www.ncbi.nlm.nih.gov/protein/NP_048569.4
http://www.ncbi.nlm.nih.gov/protein/NP_048687.1
http://www.ncbi.nlm.nih.gov/protein/NP_048598.1
http://www.ncbi.nlm.nih.gov/protein/NP_048559.2
http://www.ncbi.nlm.nih.gov/protein/NP_048630.1
http://www.ncbi.nlm.nih.gov/protein/NP_048644.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678984.1
http://www.ncbi.nlm.nih.gov/protein/YP_004678984.1
http://www.ncbi.nlm.nih.gov/protein/NP_048918.1
http://www.ncbi.nlm.nih.gov/protein/NP_049037.1
http://www.ncbi.nlm.nih.gov/protein/NP_048366.1
http://www.ncbi.nlm.nih.gov/protein/NP_049009.1
http://www.ncbi.nlm.nih.gov/protein/NP_048759.1
http://www.ncbi.nlm.nih.gov/protein/NP_048842.1
http://www.ncbi.nlm.nih.gov/protein/NP_048842.1
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Figure 3.5 Dot plot alignments between de novo and reference sequences  

RefSeq (y-axis) and a representative de novo assembled Pacbio sequence (x-axis). 
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Figure 3.6 Representative read coverage for Pacbio generated reads  

Reads were mapped against the PBCV-1 reference genome (x-axis).  
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Figure 3.7 PacBio data for chlorovirus PBCV-1 

Starting from the outermost ring and going inward: 1) ipdRatio for each nucleotide on the 
forward strand, 2) genomic positions for PBCV-1 (kbp), 3) PBCV-1 potential protein 
coding sequences and tRNA encoding sequences (Dunigan et al., 2012), 4) CATG sites, 
5) GATC sites, and 6) ipdRatio for each nucleotide on the reverse strand. The color coding 
of the ipdRatio is artificial to denote peak values, with a red peak denoting a value >2. 
Black peaks indicate nucleotide kinetics similar to a non-modified base (ipdRatio ~1), and 
blue peaks indicate a value <0.5. This plot was made in CIRCOS (Krzywinski et al., 2009) 
with the intent of displaying ipdRatio peak height occurrence and diversity. Replicates 
exhibited CIRCOS plots with nearly imperceptible differences, which is why only one 
representative is shown here.
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Table 3.6 Characteristics of PBCV-1 motifs defined as modified by Pacbio 

Replicate Coverage Motif Modification Fraction modQV (µ) IpdRatio (µ) 

PBCV1-R1 30 CATG m6A 0.9672586 52.807804 5.4444346 
 30 GATC m6A 0.8443396 50.525837 4.466902 
 30 GNNNNVNH modified_base 0.052710593 35.31804 3.0786736 
 30 CNNNNRNH m5C 0.019287998 37.418095 2.5839715 
 255 CATG m6A 0.98612654 326.93134 5.298204 
 255 GATC m6A 0.870283 297.26627 4.273591 
 255 DTNRRDDDG modified_base 0.17467625 46.228996 1.6845644 
 255 TNNNDNNH modified_base 0.11900781 45.164227 1.6761321 
 255 TNNNCRVH modified_base 0.08545584 42.325905 1.6427859 
 1509.6927 CATG m6A 0.9916759 1318.0654 5.2829576 
 1499.319 GATC m6A 0.9817217 988.5249 4.248782 
 1460.0975 AGDVAAAAW m6A 0.4939759 259.4878 1.4247562 
 1488.6095 TNNNNNNH modified_base 0.16766186 71.82713 1.5380374 
 1486.9062 TNNNDNDG modified_base 0.09227239 66.023094 1.5094546 
PBCV1-R2 30 CATG m6A 0.9672586 52.807804 5.4444346 
 30 GATC m6A 0.8443396 50.525837 4.466902 
 30 GNNNNVNH modified_base 0.052710593 35.31804 3.0786736 
 30 CNNNNRNH m5C 0.019287998 37.418095 2.5839715 
 255 MNNGANGCAGYA m6A 1 141.16667 1.7216667 
 255 CATG m6A 0.9889012 328.59653 5.322953 
 255 GATC m6A 0.8832547 300.22498 4.2772593 
 255 TNNNDNNH modified_base 0.11322659 44.60365 1.674846 
 255 TNVRDDDG modified_base 0.11033353 43.268555 1.6505132 
 255 TNNNCRVH modified_base 0.07934619 42.278 1.6454105 
 1653.5283 CATG m6A 0.9916759 1410.751 5.3039694 
 1643.3647 GATC m6A 0.9829009 1047.8032 4.2681665 
 1575.7595 AGDVAAAAW m6A 0.4759036 273.10126 1.4377215 
 1625.5973 TNNNNNNH modified_base 0.16515067 71.32479 1.5295854 
 1616.6515 TNRVNNDG modified_base 0.16131958 67.71468 1.509661 
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Table 3.6 (continued) 

Replicate Coverage Motif Modification Fraction modQV (µ) IpdRatio (µ) 

PBCV1-R3 30 GNATWATNGCA modified_base 1 38.6 2.722 
 30 CATG m6A 0.963929 52.84226 5.422868 
 30 GATC m6A 0.8402123 50.331226 4.3777704 
 30 GNNNNVNH modified_base 0.05321101 35.40935 3.1023834 
 30 GNVVNTBH modified_base 0.04541603 34.830223 2.9693081 
 30 CNNNNRNH m5C 0.021161688 37.25434 2.5690968 
 255 TNAGAGTTNKNNNNNNG m6A 1 76.6 1.464 
 255 DNTNNGCATAANT modified_base 1 48.6 1.7650001 
 255 CATG m6A 0.98612654 324.51773 5.2549305 
 255 WNNNNNGANGCAGCA m6A 0.9166667 139.36363 1.6345454 
 255 WGAGGCNNNTNYA m6A 0.875 89.28571 1.4628571 
 255 ANNKNTNTNNGCNTNNTT modified_base 0.875 46.57143 1.6557142 
 255 GATC m6A 0.8649764 298.743 4.2358856 
 255 TNNNAGTTNGNANTNNNT m6A 0.85714287 69.5 1.6666666 
 255 HNNNNNAGGCMNTTG m6A 0.85714287 90.333336 1.6550001 
 255 TNACGANAANTNNNNNA m6A 0.8333333 97.4 1.5059999 
 255 TNNNTTGANNNAGNNNTG m6A 0.8333333 86.6 1.7739999 
 255 ANANNNAGNGNGNNAYT m6A 0.75 78.5 1.7916666 
 255 AGAGAAWAA m6A 0.75 103 1.6749998 
 255 ANANTNANAGANNANNY m6A 0.72727275 61.375 1.5675 
 255 YNNAGGNWAAANT m6A 0.6666667 64 1.62 
 255 TNNNNNNASYTASTA m6A 0.6666667 79.4 1.8400002 
 255 ANNNNTNAGNAAAAA m6A 0.57894737 78.63636 1.4945455 
 255 GNANNNNHANNTGGCA m6A 0.5714286 75.5 1.58875 
 255 AGNAAATTTT m6A 0.5 82.28571 1.8385714 
 255 ADKYAGYANY m6A 0.41666666 127.825 2.0889997 
 255 TNRADRRG modified_base 0.27981222 45.78859 1.6870131 
 255 TNNNDNNH modified_base 0.11198833 44.66702 1.6770811 
 255 TNNNCRVH modified_base 0.08045703 42.001972 1.6423571 
 254.94911 TVNNNDDG modified_base 0.061388757 42.930527 1.6568396 

       
       



 

123 
 

Table 3.6 (continued) 

Replicate Coverage Motif Modification Fraction modQV (µ) IpdRatio (µ) 

PBCV1-R3 1469.5 GNNANNTNGCANTNNCA m6A 1 343.83334 1.5016667 
 1340.2858 ANNAGANNNAGCAA m6A 1 268.7143 1.5757143 
 1397 AATGANGAANNNT m6A 1 344 1.4133333 
 1342.5695 CATG m6A 0.9900111 1203.7657 5.2254577 
 1338.9729 GATC m6A 0.9811321 919.5919 4.2007504 
 1264.5454 AGNVAAAAWH m6A 0.48125 234.22078 1.4315586 
 1340.3623 TNNNNNNH modified_base 0.16286087 69.2657 1.5390226 
 1336.2245 TNRVNNDG modified_base 0.15905227 64.91661 1.5147673 
 1318.8641 TGYNNNNG modified_base 0.13299957 64.89689 1.5278397 
 1242.2812 AGKNNNNH m6A 0.054108746 144.39024 1.4278698 
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Figure 3.8 ipdRatio score for nucleotides in one replicate of the PBCV-1 genome 

Dot color denotes association with a motif detected by motifMaker.sh. There are nearly 
imperceptible differences between replicates, which is why only one is shown here. 
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Figure 3.9 Average modification QV scores for all PBCV-1 nucleotides 

Dot color denotes association with a motif detected by motifMaker.sh. Motifs not detected 
in all three replicates are not shown. 
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Figure 3.10 Re-visualization of PBCV-1 adenine data as a rank ordered 
distribution 

Boundaries have been overlaid to demonstrate how one could confidently identify 
modified and non-modified sites, yet, there is an unclear region wherein the modification 
status is uncertain. Thus, we used the default Modification QV value of 30 as a threshold 
for deciding modification status. 
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Figure 3.11 Methylation stability of CATG and GATC tetramers in PBCV-1   

Each dot represents the average MethylFrac value computed for three biological 
replicates.  An average value approaching one indicates stable methylation, whereas 
closer to zero indicates stable non-methylation. Standard deviation is used to define 
methylation variation between the three biological replicates. Histogram plots provide an 
estimate of how many events occur with the given coordinates. Q1 represents 73 
events (21.9% CATG, 57% GATC); Q2 represents 457 events (23.1% CATG, 76.9% 
GATC); Q3 represents 143 events (24.3% CATG, 75.7% GATC); Q4 represents 2,825 
events (58.1% CATG, 41.9% GATC). 
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Figure 3.12 Methylation stability of CATG and GATC 

Stability in palindromes across three sequenced replicates of PBCV-1 (A). The averaged 
methylFrac for the forward and reverse strand of a single palindrome are plotted for the 
separated motifs (B-C). Histogram plots provide an estimate of how many events occur 
with the given coordinates, with lines marking thresholds for defining complete 
methylation, hemimethylation, and stochastic methylation. 
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Figure 3.13 Restriction digestion analysis of chlorovirus PBCV-1 genomic DNA 

Wells from left to right denote 1) 40kb Extension Ladder; 2) PBCV-1 genomic DNA; 3) 
Loading Buffer; 4) PBCV-1 DNA + DpnI; 5) PBCV-1 DNA + DpnII; 6) PBCV-1 DNA + 
Sau3AI. Electroporation was carried out on a 0.7% agarose gel. 
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Figure 3.14 Methylation stability of palindromes grouped in genomic contexts 

Palindromes are graphed for the top ten 256 bp regions previously identified in in silico 
analyses (Table 2) as enriched in one or both methyltransferases (A). Palindrome 
methylation characteristics can also be graphed by functional protein groups, with capsid 
proteins shown here (B).  The major capsid protein is encoded by A430L. 
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Abstract 

Viruses have a significant influence on carbon and nutrient cycles in aquatic 

ecosystems. However, this impact has typically only been investigated as a consequence 

of lytic infection, and interest is growing in the metabolism of virus infected cells, coined 

‘virocells’. Here, we investigate changes in the metabolic profile across the course of 

Paramecium bursaria chlorella virus 1 (PBCV-1) infection in the green alga, Chlorella 

variabilis NC64A. In total, 102 small (<1000 Dalton), water-soluble metabolites were 

detected and monitored for metabolic fold changes across the infection cycle. Over a 

quarter of these (28.4%) demonstrated significant fold changes (>1.5 fold change; p-value 

<0.05) within seven minutes of infection, which increased to 68.6% of detected 

metabolites by the end of infection. Since viruses are primarily made of proteins and 

nucleic acid, we expected virocells to deplete these host resources for their replication. 

Depleted and enriched amino acids group by biochemical similarities, indicating dynamic 

physiologic and/or structural requirements. Specifically, aromatic and basic amino acids 
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are collectively enriched, whereas amidic, hydroxylic, and sulfur-containing amino acids 

are collectively depleted in infected cultures. Detected nucleotides are almost 

immediately enriched, and often continue to be throughout the course of infection. We 

also utilized stable-isotope-labeled standards to quantify glutamine, glutamate, and 

alpha-ketoglutarate, and compare these as ratios to detect nitrogen limitation, TCA cycle 

enrichment, and oxidative stress. Altogether, these studies serve as a baseline for 

understanding viral-mediated metabolic changes in the chlorovirus virocell, which serve 

as a model system for their giant, algal-infecting virus relatives.  

Introduction 

Viruses are more abundant than any other biological member of aquatic 

ecosystems (1). Their abundance is inextricably linked to a significant ecological footprint 

including alteration of biogeochemical fluxes, directed evolution of cellular hosts, and 

maintenance of ecosystem scale biodiversity. Much attention has been given to 

understanding these processes as a consequence of infection, but they typically occur in 

the aftermath of infection, specifically following lysis (2). The virus infected cell, coined 

the ‘virocell’, is a distinct metabolic state that is driven by the virus to support its replication 

(3-5). Indeed, because viruses are the biggest reservoir for genetic diversity (1), their 

infection can introduce virus-encoded auxillary metabolic genes (vAMGs) that provide the 

virocell with novel metabolic abilities (6).  

Understanding the virocell’s metabolism is a growing interest within aquatic 

biology, though most focus has been on ecologically relevant prokaryotes like 

heterotrophic bacteria (7). Recently, however, attention has turned to the effect of viruses 

on eukaryotic algae (8), as these organisms can rapidly proliferate to form blooms big 

enough to be seen from outer space (9). These coccolithophore infecting viruses are 

members of a unique phylogenetic group known as the Nucleocytoplasmic large dsDNA 

viruses (NCLDVs; i.e., ‘giant viruses’), whose members infect different types of freshwater 

and marine algae (10). Giant virus genomes encode hundred to thousands of genes, the 

majority of which are hypothetical proteins bearing little to no homology with functionally 
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characterized genes. Thus, the potential for vAMGs is high in these systems, and there 

is a need to investigate other giant virus-algae systems to quantify these effects.  

The best studied model system of the giant, algae-infecting viruses are the 

chloroviruses. These large (genomes >300 kbp; particle sizes ~190 µm diameter) entities 

infect unicellular, ex-symbiotic, green, chlorella-like algae, with most characterization 

studies done on the prototype virus, Paramecium bursaria Chlorella Virus 1 (PBCV-1). 

PBCV-1 encodes 416 predicted  protein-encoding sequences, the majority of which are 

in the unknown-function category (11). Its infection cycle is completed in 6-8 hours (12), 

with distinct transcriptional phases divided by the onset of DNA replication (13, 14). 

Indeed, genes transcribed ‘early’ in the infection cycle express transcripts before 

replication (<60min PI), whereas genes transcribed ‘late’ in the infection cycle are 

expressed after DNA replication (>60 min PI). DNA replication putatively signals late 

transcription, as inhibition with aphidicolin can prevent the transcription of most ‘late’ 

expressed genes (13, 14). Unique physiological events have also been characterized to 

occur throughout the infection cycle, which likely bear important consequences on virocell 

metabolism. 

Addition of chlorovirus PBCV-1 to Chlorella variabilis cultures demonstrates rapid 

viral adsorption to its host, followed by viral-mediated digestion of the host cell wall, and 

injection of its virion contents (15). Concomitant upon fusion, structual potassium ion 

channels in the virion membrane function to export host intracellular potassium ions, thus 

disrupting the host cell’s electrochemical gradient to promote membrane depolarization 

(16, 17). While this has been shown to prevent secondary infection of competing viruses 

(18), a side effect of this is decreased activity of secondary active transporters (19). 

Consequently, the virocell might become nutritionally dependent on recycling of 

intracellular resources as opposed to extracellular uptake. This complicates the transition 

from a GC rich host genome (67.2%) (20) that must be recycled to produce up to a 

thousand PBCV-1 particles whose genomes are AT rich (60%) (11, 12), a discrepancy 

common among algal viruses (21). Another discrepancy is the elemental composition 

between hosts and viruses, the latter of which are comprised of mostly proteins and 
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nucleic acid, which make viruses arguably more nitrogen and phosphorous rich than 

cellular organisms (22). Altogether, there are many insights that can be gained from a 

metabolomic investigation of the Chlorella variabilis virocell. 

In this study, we characterized the intracellular metabolic profile of Chlorella 

variabilis during the PBCV-1 infection cycle. This was accomplished using ultra 

performance liquid chromatography coupled with mass spectrometry for determination of 

small (<1000 Daltons), water-soluble metabolite concentrations in a virocell relative to a 

non-infected host. During this analysis, we used stable-isotopically-labeled internal 

standards to quantify glutamine, glutamate, and alpha-ketoglutarate, which are 

associated with central metabolic processes putatively necessary for viral infection. 

Glutamate to glutamine ratios are also known markers for monitoring nitrogen stress in 

bacteria (23). This study establishes a baseline for investigation into Chlorella virocells, 

which may bear important consequences for virus-host interactions in the environment as 

well as the symbiosis that occurs between Chlorella and its Paramecium host. 

Materials and methods 

Growth conditions and treatments 

Three two liter cultures of Chlorella variabilis strain NC64A were grown at 25ºC with 

magnetic stirring on a plate (~150 rpm) in Modified Bold’s Basal Medium (MBBM) (24). 

After reaching a culture density of 5.0 x 106 cells/mL (i.e. late exponential growth), the 

cultures were combined into a sterile Nalgene bottle, and promptly dispensed as 450mL 

aliquots into 12 sterile 1 L flasks.  These flasks were returned to the incubator to acclimate 

for one hour with shaking (~150 rpm) instead of stirring to accommodate a larger number 

of flasks. At this point, flasks were retrieved for sample collection and treatment. First, a 

10mL metabolite sample was collected unto a 0.22 µm polycarbonate filter, flash frozen, 

and transferred to a -80ºC freezer for storage. For nucleic acid extraction, 30mL were 

pelleted at 10,000 x g for 1 min at 4ºC. The cell pellet was flash frozen and transferred to 

the -80ºC freezer until nucleic acid extraction. For cell and virus-like-particle (VLP) counts, 
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a one milliliter sample was fixed at a final concentration of 0.5% glutaraldehyde for 15 min 

on ice, in the dark. This was flash frozen and stored at -80ºC until analysis by flow 

cytometry.  This process was done for each flask to complete T0 sample collection. At 

this point, flasks 7 thru 12 were infected with virus PBCV-1 at an MOI of 4. At 7 min post-

infection, all flasks were sampled again for metabolites, nucleic acid, cell, and VLP 

measurements, then returned to the incubator.  Sample collection was repeated at 30, 

60, 120, 240, and 360 min. 

Metabolite extraction 

An extraction solvent was prepared containing a 40:40:20 mixture of HPLC grade 

methanol, acetonitrile, and water with 0.1 M formic acid (25). Half of this stock included 

an internal standard cocktail comprised of heavy labelled L-glutamic acid (15N, 98%, 

#CLM-2411-0.01), L-glutamine (1-13C, 99%, #CLM-3612-PK), and alpha-ketoglutaric acid 

(13C5, 99%, #CLM-2411-PK), yielding a final concentration of 12.5 µM for each standard. 

All steps of the extraction process were performed in a 4° C cold room with minimal light 

unless otherwise noted. 

Filters were removed from the storage freezer, immediately unfolded, and placed 

cell side down in sterile plastic petri dishes containing 800 µl of the cocktail-amended 

solvent. 750 µl of non-amended solvent was then pipetted over the top facing side of the 

filter, and the petri dishes were placed in a -20ºC freezer for a twenty min extraction. The 

filters were then flipped over to expose the cell side, and the filter was rinsed using a 

pipette and the excess solvent contained in the dish. This was repeated a total of twenty 

times, at which point excess solvent was transferred to a microfuge tube and set aside. 

500 µl of fresh, non-amended extraction solvent was added back to the filter contained in 

the petri dish, which was used to rinse the filter five times. Using tweezers, the filter was 

then blotted against the petri dish held at an angle to remove excess liquid from the filter. 

Excess solvent was then pipetted ten times over parts of the petri dish containing 

imprinted cells (i.e., stuck). All solvent contained in the dish was then transferred to the 

microfuge tube containing the initial extraction, and the contents were centrifuged for 5 
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min at 13.3 xG. The supernatant was transferred to a fresh microfuge tube, while the 

pellet was resuspended in 200 µl of fresh, non-amended extraction solvent for a 

secondary, twenty minute extraction at 4°C. After this incubation, the pellet suspension 

was centrifuged for five min at 13.3 xG, and the supernatant was combined with the 

previously collected extract. Samples were extracted in batches of three, and held on ice 

in the dark for no longer than 6 hours. Batches of 24 samples were then dried using liquid 

nitrogen and stored until all samples were collected. All samples for this experiment were 

collected over a two day period, at which point the dried samples were resuspended in 

300 µl and transferred to a UPLC vial. Samples were randomized for UPLC-MS analysis, 

and all samples were run in a single batch to minimize instrumental drift effects. 

Metabolite UPLC-MS Analyses 

Extracted metabolites were dried under nitrogen and resuspended in HPLC grade 

water (Fischer Scientific, Hampton, NH, USA) prior to mass analysis. Using an 

established untargeted metabolomics method (26) metabolites were analyzed with ultra-

performance liquid chromatography coupled to high resolution mass spectrometry 

(UPLC-HRMS) (Thermo Scientific, San Jose, CA, USA).  The water-soluble metabolites 

were separated using a Synergi Hydro RP column (100mm x 2.1mm, 2.6 µm, 100 Å) and 

an UltiMate 3000 pump (Thermo Fischer).  All solvents used were HPLC grade (Fischer 

Scientific). An Exactive Plus Orbitrap MS (Thermo Fischer) was utilized for the full scan 

mass analysis.  Using an open source software package, Metabolomic Analysis and 

Visualization Engine (MAVEN) (27), which is based on XCMS (28), metabolites were 

identified by chromatographic retention time and exact mass.  Area under the curve was 

integrated and further statistical analyses performed.  Selected metabolites (alpha-

ketoglutarate, glutamate, and glutamine) were quantified using an isotopically labeled 

internal standard (Cambridge Isotope Laboratories, Inc., Tewksbury, MA, USA). 

Heatmaps and dotplots were generated from metabolite fold changes in the R language 

(29).  Partial Least Squares-Discriminant Analysis (PLS-DA) (30) was performed to test 

for metabolite differences between groups. Multivariate analyses were conducted in 

PRIMER 7.0  using default settings unless otherwise noted. 
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Results 

The Chlorella-PBCV1 infection cycle 

The PBCV-1 infection cycle is known to last 6-8 h, at which point the cells lyse and 

release new viruses. We observed a steady decrease in chlorophyll-a fluorescence in 

infected cultures over this time course, a decrease in cell numbers, and a concomitant 

increase in viruses at the end of infection (Figure 1). In comparison, the non-infected 

cultures displayed a gradual increase in fluorescence and cell concentration that is 

congruent with normal growth. Despite some fluctuation occurring in the infected cultures, 

the overall infection dynamics reflect a typical infection profile of PBCV-1. 

Changes in the metabolic profile due to infection 

A total of 102 small, water soluble metabolites were identified in our samples and 

normalized by cell concentrations. An Analysis of Similarity (ANOSIM) calculation for the 

metabolic profile between treatments yields an R value of 0.512 (p-value <0.001). To 

visually quantify similarity, we used non-metric multidimensional scaling (nMDS) and 

clustering for samples grouped by treatment and time. This identified treatment-specific 

trends in the metabolic profile, wherein only the infected cultures show a change in 

measured metabolites that correlates with time (Figure 2). The non-infected control 

maintains 90% similarity in the metabolic profile across the six hour experiment, with the 

exception of four time points that all derive from the same flask (and a few outliers). 

Infected cultures, on the other hand, overlap with the controls at the beginning of infection, 

but become more distinct and cluster by similar times after 30 minutes post-infection. 

Nonetheless, all samples excluding the seeming outliers maintain a high similarity in the 

metabolic profile (>80%). A two-way SIMPER analysis between treatment and time 

identified seven metabolites that contribute to 70% of distance-based dissimilarity, though 

malate dominated the contribution (Table 1). Malate and succinate are central 

components of metabolism with involvement in major metabolic pathways (i.e. TCA 

cycle). 
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An alternative quantitative assessment of metabolite alterations using fold change 

thresholds (>1.5) and tests of significance (p-value <0.05) reveals rapid shifts in the 

metabolic profile. In the non-infected control, metabolite peak areas compared to T0 

measurements show slightly decreased fold changes with less than a quarter of these 

bearing significance at the final time point (Figure 3A). Notable exceptions with more 

consistently different metabolite deviances include alpha-ketoglutamate, uridine, 2-

isopropylmalate, and trehalose/sucrose. Virus-infected cultures, on the other hand, 

demonstrate pronounced fold differences compared to T0 measurements, with over a 

quarter of the metabolites exhibiting significant differences within seven min of infection 

(Figure 3C). Comparing metabolites across the treatments for each time point can amplify 

or weaken the signal (Figure 3 B), but the trends appear to reflect those generally 

observed in the viral treatment across time (Figure 3C; Figure 4). The specific dynamics 

among metabolites previously identified to drive distance-based similarity metrics (Figure 

2) are also unveiled with this method. Malate, which was shown to primarily influence 

metabolic profile differences, does not change in the non-infected cultures but 

significantly increases within min of viral infection. The same general pattern occurs with 

succinate, another central metabolite in the TCA cycle, and all other drivers of viral-related 

metabolic change except for leucine and/or isoleucine. Indeed, amino acids as a group 

can be categorized across a spectrum from significantly enriched to significantly depleted, 

though there is rarely enough metabolites represented in this dataset to analyze all the 

intermediates of a particular amino acid synthesis or catabolic pathway. Despite this, it is 

clear that aromatic amino acids (phenylalanine, tyrosine, and tryptophan) and basic 

amino acids (histidine, arginine, and to a lesser extent lysine) exhibit enrichment patterns 

while amidic, sulfur-containing, and hydroxylic amino acids exhibit general depletion.  The 

common acidic, cytosolic amino acids, aspartate and glutamate, exhibit little change 

across the infection profile. Nucleotides and their precursors/derivatives are generally 

depleted across time in host cultures, though the fold change is rarely large or significant. 

Indeed, uridine is the only nucleotide metabolite of consequence in non-infected cultures. 

Virocell intracellular nucleotide levels distinguish themselves, as they are nearly all 

significantly enriched, including their nucleoside RNA counterparts. Synthesis shows 
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preference for pyrimidine intermediates thymidine and uridine, as well as an enrichment 

in available intracellular adenosine. These molecules are enriched by seven min post-

infection, and increase in availability over the course of infection. Stochasticity is observed 

in other pathway-related metabolites. However, it should be noted that glutathione, a 

metabolite associated with redox status of cells (31), is clearly enriched in virocells and 

drives metabolic differences. 

To summarize these findings, 28.4% of the detected metabolites exhibit a 

significant fold change (>[1.5]), p-value <0.05) in virocells compared to controls within 

seven min of infection (Figure 4B). This percentage generally increases over the course 

of infection so that ~70% of detected metabolites are significantly different by the end. 

Significant metabolites are more often enriched than depleted, though both types of 

changes are observed during early stages of infection (prior to DNA synthesis).  

Differences in metabolites targeted for quantification 

Central metabolites glutamate, glutamine, and alpha-ketoglutarate were quantified 

using heavy-labeled internal standards. The ratios of these metabolites can help to 

indicate the fate of glutamate, an acidic, cytosolic  amino acid that has many metabolic 

fates (Figure 5). First, it is an amino acid that serves as a basic building block for other 

amino acids via transamination, leading to the formation of alpha-ketoglutarate. However, 

glutamate can also form alpha-ketoglutarate in a separate reaction involving glutamate 

dehydrogenase. In either case, this end product can be cycled back into glutamate, or it 

can enter the TCA cycle to make energy. One of the amino acids formed from glutamate 

is glutamine, an amidic amino acid named because its R group contains an amide. The 

ratio of glutamate to glutamine is used to monitor nitrogen limitation, within an increased 

ratio towards glutamate indicating growth under N limitation (23). Finally, glutamate can 

also combine with cysteine and glycine to form a tripeptide, glutathione, that has well 

characterized anti-oxidizing properties. Glutathione can again be converted back into 

glutamate via 5-oxoprolinase and gamma-glutamyl transferase. Altogether, that we can 

look at rates between precursors and derivatives of glutamate might indicate something 
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about N limitation, TCA cycle activity, and/or redox conditions. That said, glutamate to 

glutamine ratios did not significantly change over the experiment in either control (Figure 

6A). There was a slight decrease in the ratio of glutamate to alpha-ketoglutarate, though 

the fold change is barely significant (Figure 6B). Cell concentrations of three labeled 

metabolites indeed indicate that only glutamate decreases, while alpha-ketoglutarate and 

glutamine levels are consistent across infection (Figure 6C). Although we did not use a 

heavy-labeled standard for glutathione, peak area can be used to determine ratio of 

metabolites within a sample, with changes in that ratio being comparable regardless of 

normalization. Glutamate to glutathione ratios were detected to decrease within 30 min 

of infection, and continued to drop by nearly two orders of magnitude by the end of 

infection (Figure 7A). We thus decided to compare peak area ratios between reduced 

glutathione (GSH) and its oxidized form, glutathione disulfide (GSSG), to determine redox 

cycling patterns (Figure 7B). This indicated a ratio increase towards the oxidized form 

starting at 30 min post-infection, with greater significance at one hour (Figure 7C). 

Discussion 

Our approach targets small (<1000 Daltons), water soluble metabolites, and the 

number of metabolites detected is representative of other studies using this methodology 

(7). Based on this data, host culture metabolism maintains 90% similarity across the 

course of the experiment, with the exception of a few outliers. The four control datapoints 

that cluster together and away from the rest of the non-infected data all derive from the 

same flask, including a T0, T7, T240, and T360 sample. It is thus likely that sampling 

and/or processing account for this deviance as opposed to a biological reason. Virocell 

metabolic profiles also maintain high similarity (>80%) over the course of infection, though 

there is clear separation across the length of the PBCV-1 infection cycle. Because of the 

low number of metabolites detected (considering there are likely orders of magnitude 

more in the cell), dissimilarity is explained by only a handful of metabolites (~10). We 

focus on those contributing to 70% of deviance, which yielded a mixture of seven 

metabolites that are involved in diverse metabolic pathways. Most of distance-based 
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differences were explained by malate, a major component of the TCA cycle. Other 

intermediates in the TCA cycle were detected in this study, including succinate, alpha-

ketoglutarate, and fumarate, and all showed a general increase in their intracellular 

presence. This might indicate that the virocell is generating more energy than that found 

in a normal host culture to accelerate viral replication. Other metabolites identified as 

contributors of dissimilarity can be grouped together by oxidative stress management 

(glutathione, trehalose/sucrose), but others do not (glycodeoxycholate and 

isoleucine/leucine). Not much is known about glycodeoxycholate function in algae, though 

in mammals it is regarded as a bile salt that solubilizes fats for absorption and is itself 

absorbed. Since both Chlorella and PBCV-1 have lipids, it is possible that the virus is 

using this to recycle host lipids for its virion structure. Isoleucine/leucine are aliphatic 

amino acids, and although SIMPER analysis revealed they were driving differences, fold-

change comparisons indicate this was not as large as other metabolites. 

Distance-based similarity is not comparable to fold changes of significance, 

wherein nearly 70% of detected metabolites surpass the deviance threshold (>1.5 fold; 

p-value <0.05) compared to non-infected controls. Group-based analyses do however 

begin to elucidate trends in viral-driven metabolism. First, it is clear that changes in amino 

acids are explained often by having similar biochemistries. Aromatic and basic amino 

acids are specifically enriched, whereas sulfur-containing, amidic, and hydroxylic amino 

acids are depleted. Whether this is the consequence of effects on shared synthesis 

pathways, degradation kinetics, or localized effects of infection is not clear. For example, 

aromatic enrichment could be explained by the fact that these amino acids all derive from 

the shikimate synthesis pathway. However, transcriptional analyses in PBCV-1 infected 

Chlorella hosts reveal that the shikimate pathway, which is responsible for aromatic amino 

acid synthesis, is completely shut down within one hour of infection (32). It was originally 

hypothesized that this was a host-defense strategy to reduce amino acid availability to 

the virus, but our results indicate that the aromatics are more enriched than they were in 

non-infected cultures. Thus, it is more likely that enrichment is the result of as build-up of 

thee metabolites present at the start of infection or degradation of proteins. Intracellular 
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partitioning of amino acids has been demonstrated in microbes and plants, wherein 

aromatic and basic amino acid have been shown to accumulate in vacuoles whereas 

acidic amino acids exist almost exclusively in the cytosol (33). If this occurs in Chlorella, 

it is possible that plastidular transport might be compromised in virocells, making the stock 

of aromatics that are stored in these vesicles look like enrichment when compared to the 

non-infected culture (Figure 3B). On the other hand, investigation of just the infected 

culture aromatic content across time reveals there is some enrichment, indicating 

degradation is going on too (Figure 3C). In any case, the shutdown of the shikimate 

pathway and potential stagnation of aromatic synthesis represents a problem for the cell.   

Indeed, plants direct 20-30% of photosynthetically fixed carbon to the production of 

phenylalanine and its derivatives, which constitute up to 45% of plant biomass, impact 

growth, development, and reproduction, and are precursors for defense compounds (i.e. 

salicylic acid, tannins, and flavonoids) (36). Thus, some of these might be useful to the 

virocell and require recycling of aromatics from other sources. Finally, there is also 

research demonstrating that aromatic amino acids yield protective effects against abiotic 

stresses. Tyrosine, tryptophan, and to a lesser extent phenylalanine, all absorb ultraviolet 

light. An accumulation of these amino acids might reduce UV penetration and damage to 

the nucleic acid. Aromatics are also often enriched in transmembrane proteins putatively 

because they are enriched in regions containing the highest lipid density to prevent lethal, 

chain-reactive oxidation of lipids. Altogether, there are many exciting mechanisms that 

might be driven by aromatic amino acid enrichment in virocells. Depleted amino acids, on 

the other hand, might be a higher requirement for virus protein production and/or 

nutritional requirements.  

Another trend in virocell metabolism is the increase in intracellular nucleotides and 

their derivatives. It is expected that these would all generally decrease, because the 

PBCV-1 virus is known to utilize both viral-encoded general nucleases and restriction-

modification (RM) systems to selectively digest and recycle the host genome (37). While 

this supports viral replication, there is nevertheless a putatively significant challenge 

presented for the virus to achieve production of its progeny. Specifically, the PBCV-1 
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genome must produce up to a thousand copies of a 331-kbp, AT rich (60%) genome from 

a 46.2-Mbp host genome that is GC rich (67.1%) (21). Although the host genome is much 

larger, estimates of the number of adenines and thymines required to make 1000 viral 

progeny exceed host genome availability by 12.6x. Although chloroplast genomes and 

mitochondrial genomes might alleviate this (38), only the chloroplast has been shown to 

be digested (39) and its genome does not provide enough nucleotides to make up the 

difference (124-kbp, 33.9% GC). That said, it is interesting that our data shows that 

intracellular adenosine and thymidine, the nucleoside precursors of adenines and 

thymines, are significantly enriched before the start of replication and throughout the rest 

of the infection cycle. Synthesis of thymine might be achieved via the cycling of other 

nucleotides, such as cytosine, uracil, and its intermediates. Many of these intermediates 

are upregulated, though cytosine and uracil itself were not detected in our dataset (though 

they are obviously present). Another nucleotide that may contribute to this, though it was 

not detected here, is 5-methylcytosine. The Chlorella variabilis genome is methylated with 

this nucleotide in CNG and CNN sequences (32), and this nucleotide can be converted 

into thymine via a one-step deaminase reaction. Adenine might also be produced from 

purine metabolism of guanine and its derivatives, though complete pathway analyses are 

also limited. Pathway-specific standards might be used to better define the cycling of 

purines and pyrimidines to promote replication of GC deviant viruses. 

Viruses are primarily composed of nucleic acids and proteins, implying that the 

stoichiometry of virions is distinct from hosts and might accelerate rapid limitation of 

nitrogen and amino acids during infection (22). This is especially important considering 

virions have less stoichiometric plasticity, meaning host cellular stoichiometry has a direct 

impact on virus production. This has been observed in Chlorella and PBCV-1; the virus 

has a calculated 17:5:1 requirement of C/N/P and viral production will change upon 

nutrient availability instead of altering this elemental ratio. Indeed, viral progeny numbers 

decrease under phosphorous-limiting conditions(40) and when the host is grown on 

nitrogen species that are more difficult to assimilate (i.e. nitrates and nitrites) (41). That 

said, we expected to observe nitrogen limitation over the course of infection but did not. 



 

145 
 

This is likely due to our media choice; modified Bolds Basal Medium (24) is a nutrient rich 

medium containing 3mM KNO3 and a supplement of bactopeptone. Past research has 

shown that the bactopeptone is a more bioavailable source of nitrogen to Chlorella (42), 

but we expected it to be depleted by time of infection. We expected this because the 

cultures were in mid-log phase in batch cultures. On top of that, virus-induced host 

membrane depolarization decreases the efficiency of secondary active transporters, 

including those involved in amino acid transport (19), making exogenous nutrient sources 

less available. For a study more interested on the effects of nitrogen and carbon 

availability, it would be useful to redo this experiment while either monitoring exogenous 

nitrogen concentrations or using a truly nitrogen-limited medium. We chose to use 

standard culturing medium because all other omics characterization studies of PBCV-1 

have used this medium.  

While glutamate : glutamine ratios did not indicate nitrogen limitation, we did see 

a decrease in glutamate indicating it was being utilized or not replished as quickly by the 

virocell. This was complimented by an increase in glutathione, another derivative of 

glutamate metabolism. Moreover, the ratio of glutathione to its oxidized form, glutathione 

disulfide, increased over the course of infection by up to two orders of magnitude, 

reaching a peak-area ratio of around 1. This was puzzling at first, as oxidative stress 

studies in human oncogenics indicate that the ratio should decrease with increased 

oxidative stress (43). However, the enzyme glutathione reductase, which regenerates 

free glutathione from its oxidized form, is continually produced in the presence of oxidative 

stress. Thus, it is possible that this is a continued, heightened stress in the virocell that is 

never mitigated and thus requires glutathione to be continuously recycled. Heightened 

protein activity has been observed in other chlorovirus encoded proteins, including 

topoisomerase, which processes DNA at a much faster rate (44). In any case, there is 

possibly a unique relationship between redox conditions of the virocell and the ability of 

the virus to complete replication. Indeed, pre-treatment of Emiliania huxleyi cultures with 

glutathione prevents viral replication (45). In terms of a virocell metabolic marker, it would 

be interesting to compare this glutathione redox state ratios in different nutrient conditions 
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to determine how other stresses might cause toxic reactive oxygen species, and whether 

the signals can be stress-delineated. 

Chlorovirus PBCV-1 clearly drives the metabolic activities of its host during 

infection. These studies establish metabolic changes within seven min of infection, which 

is congruent with detection of viral transcripts (13). That said, there were some issues 

with flow cytometry cell counts of the infected treatment due to instrument defects 

discovered after processing. To circumnavigate this, we are in the process of extracting 

nucleic acid from cell pellets collected and frozen during the experiment to perform qPCR 

counts of both the host and virus. We expect this to remove some of the noise displayed 

in this data, and to perhaps delineate more consistent trends across the infection cycle. 

In any case, this data will be a useful contribution to understanding algae host-virus 

interactions, especially within this particular system. 
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Appendix 

 

 

Figure 4.1 Growth dynamics of Chlorella and Chlorella virocells 

Culture cell counts (solid lines) and chlorophyll fluorescence (dotted lines) across the 
experiment for non-infected (blue circles) and infected (red squares) treatments (A). Free 
virus like particles were also counted in the infected cultures over the six-hour experiment.  
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Figure 4.2 Spatial similarity of samples by treatment and time 

 Distances were calculated using non-metric, multi-dimensional scaling (nMDS) 
combined with clustering analyses (solid green and blue dotted circles). The samples 
were square root transformed, and mapped using a Euclidean distance resemblance. 
Non-infected treatments are defined in blue as Chlorella, while infected cultures are 
defined in red. The number linked to the treatment indicates the time post-infection that 
the samples were collected at. 
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 Table 4.1 Metabolites driving metabolic profile dissimilarity between treatments 

Metabolite Host µ Infected µ Sq Dist µ Sq Dist σ %CV Contrib% 

Malate 15.7 20.9 52.1 0.77 1.48 46.21 

Pyroglutamic Acid 4.77 6.41 8.21 0.63 7.67 7.28 

Trehalose/Sucrose 4.41 5.86 5.37 0.6 11.2 4.76 

Leucine/Isoleucine 7.14 6.61 4.58 0.57 12.4 4.06 

Succinate/Methylmalonate 4.55 6.12 4.27 0.92 21.5 3.78 

Glutathione 0.298 1.46 3 0.84 28 2.66 

Glycodeoxycholate 2.52 3.55 2.73 0.63 23.1 2.42 

Host and Infected mean (µ) peak-area values for metabolites are shown, with mean square distance (µ), standard deviation 
(σ), and coefficient of variation (%CV) shown to describe variability. Contrib% indicates the percent contributing to the 
distances calculated between samples and thus represent drivers of unique virocell metabolism. Only the top 70% of 
contributing metabolites are shown here.
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Figure 4.3 Detected metabolites and their fold change  

Changes in the non-infected control were observed across time compared to T0 
measurements (A), as well as in the infected culture across time compared to T0 
measurements (C). Metabolite fold change in the infected culture compared to non-
infected culture was also done at each time point (B). Bars to the right group metabolites 
by functional KEGG pathway-related classifications, whereas metabolites grouped into 
more than one pathway were often placed in the ‘other’ group. Significance is marked 
with asterisks.  
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Figure 4.4 Metabolic profile shifts in Chlorella virocells 

Metabolites marked as enriched (orange) or depleted (blue) in infected cultures compared 
to non-infected cultures, faceted by time post-infection. The threshold for defining this 
used a fold-change of 1.5 (before log transformation) and a p-value significance of <0.05. 
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Figure 4.5 Metabolic fates of glutamate 
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Figure 4.6 Molar ratio of stable-isotope labeled central metabolites 

The blue bars represent non-infected cultures and the red bars represent infected 
cultures. 
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Figure 4.7 Peak area of metabolites involved in redox cycling 

The blue bars represent non-infected cultures and the red bars represent infected 
cultures. 
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CHAPTER 5 : CONCLUSIONS 
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Viruses are important members of aquatic food webs that contribute significantly 

to host mortality, leading to cascading effects on nutrient cycling, host evolution, and 

community biodiversity. That said, most of the focus on viruses has been specifically 

geared towards bacteriophage. Viruses of eukaryotic phototrophs are gaining recognition 

as important ecological members as their hosts can proliferate to form massive blooms, 

destroy pristine habitats, and serve as important biogeochemically important taxa (i.e. 

diatoms and dinoflagellates). Understanding the interactions of viruses is important for 

predicting their ecology, though there is much unknown considering these viruses are i) 

generally not amenable to virus genetic manipulation, ii) over half of their genomes, which 

contains hundreds of genes, are hypothetical proteins with no known function, and iii) 

there are only ~65 viruses in culture compared to algal host species that are estimated to 

be on the order of hundreds of thousands. Thus, developing model systems to gain insight 

into the life cycle and success of these viruses is a useful starting point. For this 

dissertation, we performed model characterization studies in Paramecium bursaria 

chlorella virus 1 (PBCV-1) and its green, unicellular host, Chlorella variabilis (NC64A). 

We developed a cryopreservation protocol to properly maintain viral strains, which has 

previously been a challenge to research labs and culture distributors alike. Additionally, 

we performed the first baseline assessments of both the ‘epigenome’ and metabolome of 

the virion and virocell, respectively. 

 Before we could make any observations about the epigenome or metabolome, we 

had to make sure that the viral genome could be controlled against both genetic and 

epigenetic alterations. This has traditionally been accomplished using cryopreservation, 

though studies have focused on cellular organisms as opposed to viruses. We show that 

the host can be used as a vehicle for virus cryopreservation, so that the virus is not 

exposed to putatively toxic effects of cryoprotectants and or freeze stress. Although 

cryopreservation is a common tool in bacteria and other cell culturing labs, we do 

recommend that someone check for freeze derived alterations in the epigenetic profile. 

This could be done by making batch measurements of the nucleosides before and after 

cryopreservation to determine if m5C and m6A levels are consistent.  
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 Once we had a cryopreservation method in store, we decided to freeze down 

PBCV-1 as a source stock that we could call ‘wild type’. To better define this ‘wild type’ 

we decided to perform methylation and metabolomic analyzed using standard culturing 

conditions for comparison to other lab group studies. Our PacBio work revealed that the 

virus had dynamic methylation patterns, which is intriguing given these adenines are also 

targeted for restriction in their non-methylated form. We also found an enrichment of 

nucleotides bearing a modified signal, more so than can be accounted for by the known 

methyltransferases encoded by PBCV-1. Whether these are true modifications, artifacts 

from interpreting viral sequence modifications with non-homologous cellular sequence 

data, or some other reason is unknown. There is a benefit in monitoring genome 

modification changes across generations of virus, which might unveil something about 

virus burst size or activity. We also analyzed the metabolic profile and found unique, 

amino acid changes were shared among biochemically related groups. For future 

direction, there is a special opportunity to determine whether the disruption of the 

shikimate pathway, responsible for aromatic amino acid synthesis and the increased 

intracellular content, is a viral or host mediated function to promote or arrest infection, 

respectively. There is also opportunity to combine this data with that generated by other 

groups (i.e. transcriptomes) interested in the GC discrepancy between viruses and hosts. 

Finally, recent studies have demonstrated that oxidative stress is a double edged sword 

in virocells wherein some ROS is needed to promote viral infection, yet, too much can be 

lethal to the cell. Our study showed a clear enrichment of glutathione, a marker for redox 

cycling and oxidative stress. There have also been investigations into sucrose/trehaolse 

and other intermediates in the TCA cycle as antioxidants or mitigators of osmotic stress.  

Defining more specific mitigators of oxidative stress for this system would be an important 

step towards understanding how oxidative stress might damage or inactivate viruses 

during replication.  
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return to her interests in coral reef microbiology through a post-doctoral position based at 

Rice University in Houston, TX. She has also come ‘full circle’ to collaborating with her 

undergraduate research advisor, Dr. Teresa Carroll, as a need for microbiology based 

skills has arisen to address some of her work. Samantha plans to pursue a career in 

academia or a government-run research laboratory. 
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