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ABSTRACT 
(Blank line) – single line spacing – Times New Roman 10 
With the objective of reducing the computational cost of the iterative 
processes of aerodynamic components design, tests were carried out to 
study under what conditions, and with what difference, only part of the 
calculation domain can be solved using as input information obtained from 
complete simulations already solved. An experimental study of an airfoil 
exposed to the wake interference of an upstream airfoil at a Reynolds 
number of 150,000 was used to verify the solutions of the Reynolds-
Averaged Navier-Stokes equations solved applying the k-ω Shear Stress 
Transport model for turbulence closure. A Grid Convergence Index study 
was performed to verify if the solution of the equations for the adopted 
discretization leads to results within the asymptotic range. With the physical 
coherence of the numerical methodology verified, comparisons between the 
simulations with the domain comprising the two airfoils and the domain 
comprising only the downstream airfoil were performed. Computational 
time reductions in the order of 40% are observed. The differences in the 
aerodynamic coefficients for the two types of simulation are presented as a 
function of distances non-dimensionalized by the characteristic length of the 
body that disturbs the flow forming the wake, showing that the difference 
between the two methods was inversely proportional to the distance 
between the two bodies. Behavior that was maintained until a point where 
the simulation diverges, equivalent to 25% of the characteristic length of the 
body that generates the wake. 
(Blank line) – single line spacing – Times New Roman 10 
Keywords: computational fluid dynamics, tandem airfoils, wing design, 
grid convergence index, computational cost 

 
 

NOMENCLATURE 
 
t time, s 
u velocity, m/s 
ū mean component of velocity, m/s 
u’ fluctuating component of velocity, m/s 
k turbulent kinetic energy, m2/s2 

G turbulence production, m2/s3 
Y turbulence dissipation, m2/s3 
S user-defined source term 
D cross-diffusion term 
Cε k-ε model constants  
a* turbulence viscosity damper 
F2 SST  model constant 
a1 SST  model blending function 
y+ dimensionless wall distance 
yc canard/wing vertical distance, m 
d canard/wing horizontal distance, m 
cc canard chord, m  
cw wing chord, m 
Re Reynolds number 
y' first prism layer height, m  
u* friction velocity, m/s 
CD aerodynamic drag coefficient 
CL aerodynamic lift coefficient 
r refinement ratio 
N domain number of elements 
D domain number of dimensions  

f discrete solution of the parameter of interest 
P convergence order 
w GCI relaxation factor 
P’ previous iteration value of P’ 
FS GCI safety factor 
Oc dimensionless offset  
S’ dimensionless spacing 
 
Greek symbols  
 
 density, kg/m3 
δij Kronecker delta 
μt turbulent viscosity, N.s/m2 
ε turbulent kinetic energy dissipation rate, m2/s3 
ω specific turbulence dissipation rate, 1/s 
Γ effective diffusivity, N.s/m2 
σ turbulent Prandtl number 
δ boundary layer thickness, m 
ν kinematic viscosity, m2/s 
ϵ GCI relative error 
β GCI function 
 
INTRODUCTION 
 

The performance of a racing car airfoil is highly 
influenced by upstream disturbances (Soso and 
Wilson, 2006, Diasinos, 2014, Newbon et al., 2015). 
In a macro view, these perturbations alter the 
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magnitudes of the aerodynamic forces acting on the 
whole vehicle as well as their distribution, causing 
sudden changes in the dynamic behavior of the same 
(Perry and Marshall, 2008). This influence of an 
upstream body on the characteristics of the flow in 
the downstream body is not limited to motorsport 
vehicles: wind turbines (Breton et al., 2014), solar 
panels (Jubayer and Hangan, 2016), water turbines 
(Amiri et al., 2017), airfoils (Aziz and Mukherjee 
2016, Merril and Peet, 2016) and various land 
vehicles (Watkins, 2008, Blocken and Toparlar, 
2015, Blocken et al., 2016) are examples of subjects 
of previous studies.  In the automobile case, the 
disturbances can be caused by the components of the 
car itself (Kim and Han, 2011, Dang et al., 2015). 
Several numerical optimization works of airfoils and 
its accessories (passive and active flow control 
devices, endplates) are found, but they look for 
optimal geometries for free flow conditions 
(Gopalarathnam and Selig, 1997, Amini et al., 2015, 
Wang et al., 2017). Other studies optimizes the 
geometries using domains that comprise the body of 
interest and the body that causes upstream 
perturbation. Physics are better reproduced but at a 
higher computational cost (Soliman et al., 2015, Iljaž 
et al., 2016). A solution used to reproduce the effects 
of the wake without having to solve the flow for the 
bodies upstream iteratively is to impose specific flow 
characteristics at the inlet of the domain (Newbon et 
al., 2015). 

Although efficient from the computational point 
of view, imposing conditions in a certain region of 
the flow can intrinsically add errors to the numerical 
solution. This paper aims to clarify whether this 
technique is applicable on an industrial scale and, if 
so, under what conditions and with what precision in 
its calculations. It intends to assist any design or CAE 
(computer-aided engineering) engineer who deals 
with aerodynamic profiles operating under the 
influence of upstream bodies, deciding if and when to 
apply the technique to expedite design iterations. 
Even in large budget categories, such as Formula 1, 
there are limitations in the use of CFD 
(computational fluid dynamics), processing is limited 
in the number of double precision floating point 
operations (Fédération Internationale de 
L’Automobile, 2017), making the processing 
economy relevant even for these cases where 
powerful hardware is available. 

To evaluate the technique an experimental work 
was reproduced via CFD. A study in which the body 
of interest was an airfoil with relative high camber, 
which has recurrent use in automobiles, subjected to 
wake interference from an upstream body led to the 
work of Michelsen and Mueller (1987). The behavior 
of the aerodynamic coefficients with the variation of 
the positioning between the bodies was reproduced 
through simulations with full domain and with only 
the downstream airfoil, imposing the wake at the 
inlet. Both were compared to the experimental data 

and to each other, resulting in relationships between 
differences in the results (associated with the 
technique) and dimensionless positioning of bodies. 

 
THEORY 

 
Although approaches such as LES and hybrids 

RANS/LES, like DES, already appear in the literature 
as applicable in the automotive industry (Ashton, 
2016), the most applied modeling in these problems 
remains pure RANS with application of the 
Boussinesq hypothesis and a turbulence model for 
closing the equations (Toet, 2013). 

Reynolds averaging consists in decompose 
variables into the mean and fluctuating components, 
for example the velocity components 
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applying Reynolds averaging in the continuity 
equation 
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and in the momentum equation 
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applying the Boussinesq aproximation in the 
Reynolds stresses 
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Now, a method for calculating turbulent 

viscosity µt is required. There arise the approaches 
known as turbulence models. As there are several of 
these models, and many of them rely on empirical 
coefficients, there is no absolute model for all 
applications up to the present times. As the main 
focus of this paper is to serve for automotive 
applications, comparisons of turbulence models in the 
area have been revisited. Good results with the k-ω 
SST (Shear Stress Transport) model led to your 
choice (Ashton, 2016). The validity of this work for 
other areas already mentioned is not affected, since 
this is a widely accepted model in other fields as 
well. 

The shear-stress transport k-ω was proposed by 
(Menter, 1994) to effectively blend the k-ω 
formulation (near-wall region) with k-ε (far field). 
The transport equations for k, ω and ε are 
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where G represents production, Γ the effective 
diffusivity, Y the dissipation due to turbulence, D the 
cross-diffusion term, S a user-defined source term, σ 
is the turbulent Prandtl number and C1ε ,C2ε ,C3ε are 
model constants. For more information on this 
treatment of turbulence, like the modeling of the 
effective diffusivity and the turbulence production 
and dissipation and the model constants, the reader is 
encouraged to read the works of Menter (1994), 
Wilcox (2006) and ANSYS® (2013). The turbulent 
viscosity is computed as 
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where a* is a turbulent viscosity damper that causes a 
low-Reynolds number correction, F2 is a blending 
function and a1 is a model constant. To treat the near-
wall turbulent flow the implemented code applies 
methods to make the solution independent of y+, the 
so-called Enhanced Wall Treatment. If the near-wall 
mesh is fine enough (y+~1) it’s considered able to 
solve the buffer layer and the viscous sublayer, if not 
a wall function based is applied. The use of EWT is 
recommended by the code developer, although 
making the solution more independent of y+, careful 
with the mesh size close to the wall should be taken, 
as an unstructured grid will be applied prism layers 
must cover the entire thickness of the boundary layer 
(10-20 layers) and approximately 15 nodes should be 
located within it (ANSYS®, 2013). Details about how 
this was predicted and guaranteed in the creation of 
the mesh are presented in Geometry, Mesh and 
Boundary Conditions subsection. A finite volume 
method is then applied to solve the linear equation 
system formed by the integration of the governing 
equations on the individual control volumes of the 
computational grid. A second-order upwind scheme 
was applied for all the spatial discretizations with a 
pressure-based solver, pressure-velocity coupling was 
achieved using the segregated SIMPLE algorithm 
(Patankar, 1980).  Constant under-relaxation factors 
were applied: 0.3 for pressure, 0.7 for momentum and 
0.8 for turbulent kinetic energy and specific 
dissipation rate. Air was modeled as an 

incompressible fluid with a density equal to 1.23 
kg/m3 and a dynamic viscosity of 1.79x10-5 kg/m.s. 

 
NUMERICAL METHODOLOGY 

 
In this section, geometry, techniques for 

generating the meshes, their quality analysis adopted 
and boundary conditions will be explained. It is 
important to make it clear that the entire process from 
CAD (computer-aided design) to CFD post 
processing was done in a common workstation, 
equipped with 2 processors totaling 8 physical cores 
for parallel processing and 24 GB of ram. The 
intention was to use a representative machine of what 
is commonly available for design engineers, 
excluding cluster-based teams from top motorsport 
categories. The commercial code applied was 
ANSYS® Fluent 18. 

 
Geometry, Mesh and Boundary Conditions 

 
Geometry aimed to be as faithful as possible to 

the one described by Michelsen and Mueller (1987). 
The airfoil of interest is a Wortmann FX 63-137 with 
0.152 m of chord, it has a maximum camber of 6% at 
53.3% of the chord and a maximum thickness of 
13.7% at 30.9% of the chord. The upstream body, 
responsible for causing the wake, employs the same 
profile however with 0.1 m of chord. From now on 
the airfoil of interest, where the coefficients were 
evaluated, will be called only by wing and the one 
located upstream only by canard, to coincide with the 
nomenclature of Michelsen and Mueller (1987). In 
the present work the angles of attack used were fixed, 
being the largest found in the reference experimental 
work. Figure 1 shows a 2D view of the canard and 
wing and also the most relevant dimensions for this 
study, the distance yc is measured from the quarter 
chord position of each profile, d is the distance 
between the canard trailing edge and the wing leading 
edge. 

 
15º 10º

cc

cw

yc

d
 

Figure 1. Geometries and distances. 
 

Although the experimental work aims to obtain 
the two-dimensional aerodynamic coefficients, for 
the dimensions of the tunnel in question three-
dimensional effects are unavoidable, as described by 
Mueller and Jansen (1982). Indeed, initial simulations 
performed to obtain 2D coefficients did not show 
agreement with the experimental ones. One technique 
employed by the authors to reduce 3D effects was the 
use of endplates in the wing. This was done since its 
span, 0.41 m, does not extend through the whole 
section of the tunnel, unlike the canard.  This 
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configuration, wing plus endplate, was used for its 
better representation of the experiment. Besides it is 
interesting its use in a work that can serve as 
benchmarking for automotive applications, since the 
vast majority of the wings for this purpose make use 
of endplates to reduce aerodynamic losses due to 3D 
effects, like wingtip vortices (Katz, 1995, McBeath, 
2006). 

To consider the blocking effect of the 
experimental work, the cross section of the domain is 
the same of the wind tunnel where the experiment 
was conducted. To avoid modeling the inlet 
contraction cone before the test section and the 
diffuser after, the domain extended 10 times the wing 
chord upstream from the canard leading edge and 15 
times the wing chord downstream from the wing 
trailing edge. So the boundary layer was solved only 
for the test section walls and for the wing, canard and 
endplate. The computational domain and the 
boundary conditions are illustrated in Fig. 2, 
dimensions in meters. 

 

Velocity Inlet
Pressure Outlet
Symmetry
Non-slip Wall

0.31
1.8

10cw

15cw

0.61

 
Figure 2. Computational domain and boundary 

conditions. 
 

At the velocity inlet a magnitude of 15 m/s was 
prescribed, normal to the plane, resulting in a 
Reynolds number of 150000, and a turbulence 
intensity of 0.1% corresponding to the wind tunnel 
conditions of the experimental work. For each case, 
planes located in d/2 were created in the post-
processing of the simulations with the complete 
domain already solved, from it profiles of x, y and z 
velocity, turbulent kinetic energy k and the specific 
dissipation rate ω were exported. These profiles were 
used as inlets for the cases with only the wing. The 
domain for such cases has its inlet plane in the exact 
location of the plane where the profiles were 
exported, the remaining dimensions were retained. 
This process is illustrated in Fig. 3 and Fig. 4. The 
velocity contours were plotted in the central 
symmetry plane and the flow is developing from left 
to right, conditions that will be maintained in plots 
presented throughout the work. The plane in which 
the variables are sampled intercepts the endplate, as 
shown in Fig. 4. 

d/2 d/2

x-velocity
y-velocity
z-velocity

k
ω

Inlet 
profiles

Export 
profiles

Velocity (m/s)

0        3       6        9      12      15      18     22

 
Figure 3. Profile plane as inlet boundary condition.

 

0   1   2   3   4   5   6   7

TKE (J/kg)

a) b)

0   3   6   9  12 15 18 22 

Velocity (m/s)

 
Figure 4. Exported planes examples, a) x-velocity 

b) turbulent kinetic energy.  
 

The domain was discretized with tetrahedral 
cells and prism layers in the near wall region. 
Although the EWT allows the SST solution for 
higher values of y+ (as seen in Theory section), 
solving the entire boundary layer is still 
recommended for better results with this turbulence 
model (Diasinos, 2014). It was then necessary to 
ensure that 20 prisms cover the boundary layer (also 
in Theory section) and y+~1.  For this it is necessary 
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to estimate the boundary layer thickness and the 
height required for the first layer of prisms. To 
simplify this process, the one-seventh-power law for 
flat plate turbulent boundary layer was used (Çengel 
and Cimbala, 2014). 
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and the height of the first layer of prisms comes from 
the definition of y+ 
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as the length x varies for the walls, prism layers with 
different dimensions were required for the canard, 
wing, endplate and tunnel section. An illustration of 
the result of this approach is presented in the Fig. 5. 
Figure 6 shows how y+ remained close to the desired 
range. At the intersection wing/endplate some cells 
reached slightly higher values, but still below 5, 
which is acceptable (ANSYS®, 2006). The 
convergence criteria adopted was residuals below 10-

5 with the stabilization of CD and CL, conditions that 
were typically met with 1500-2000 iterations. 

 
y+

0      0.7     1.4    2.1     2.8    3.5     4.2    4.9

 
Figure 6. Contours of wall y+. 

Grid Convergence Index 
 

To verify the quality of the meshes, the GCI 
method proposed by Roache (1994) was selected. 
The choice was motivated by being a standardized 
method of quantification of the uncertainties 
associated to the refinements of the meshes, which is 
accepted and has already been used in several 
previous works (Cheng et al., 2011, Diasinos, 2014, 
Fintelman et al., 2015, Shim et al., 2017). The 
methodology derives from the generalized 
Richardson Extrapolation, in the present work the 
version of GCI applied compares three successive 
refinements in mesh. The equations involved in this 
section can be found in the format presented in the 
texts of Roache (1994 and 1997). As the meshes used 
are unstructured, the ratio of refinement r between 
them is neither constant nor directly obtained, for its 
calculation it is used 

 

j
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N
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where the index i indicates the most refined mesh and 
the index j the least refined, N is the number of 
elements in the domain and D is the number of 
dimensions, 3 in this case. The relative error between 
two meshes is calculated 

 

i

ij
ij f

ff 
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where f is the discrete solution of the parameter of 
interest, for this study CD was selected as f. One can 
then calculate the convergence order P with simple 
substitution iteration with a relaxation factor w equal 
to 0.5 and P’ equals to the previous iterate value of P, 
starting with an initial guess of 2. The iteration 
equation is 

 

 
Figure 5. Mesh example (zoom boxes are on the same scale). 
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where β is obtained from 
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finally the GCIs for the fine and coarse mesh can be 
calculated: 

 

)1( 121212  P
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where FS is the safety factor, the asymptotic range is 
considered achieved when GCI23 ≈ r12

PGCI12.  
A coarse (1.1x106 cells), a medium (3.3x106 

cells), and a fine mesh (9.7x106 cells) were generated 
for the same case. Applying a conservative safety 
factor of 3 a GCI23 of 6.5% and a GCI12 of 5.1% were 
obtained, as GCI23/(r12

P GCI12)=1.13 the asymptotic 
range was considered achieved. The coarse mesh was 
chosen because it presents a GCI close to the fine 
mesh but with a considerable reduction in 
computation time. 

 
RESULTS AND DISCUSSION 

 
The results are presented in two sections 

following the logical order of the study. First, the 
canard/wing spacing is fixed and the offset is varied 
between values such as the experimental work of 
Michelsen and Mueller (1987). Simulations with the 
whole domain and only with the wing were made and 
compared with the experimental values in order to 
verify the two numerical methodologies, these results 
are presented in the first subsection of this section. 

After this first study, the offset was fixed and 
the spacing gradually reduced, to seek the minimum 
distance that is feasible to export the profiles and 
simulate only the wing in the domain. As 
experimental data for the spacing values tested are 
not available, comparisons were made between full 
domain and only wing simulations. These results are 
presented in the second subsection of this section. 

The studied parameters were 
nondimensionalized by the characteristic length of 
the body that disturbs the flow in order to generate 
the wake, in this case the canard chord. The 
dimensionless offset is defined as 

 

c

c
c c

y
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and the dimensionless spacing 
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It is important to clarify that the dimensionless 

S' is not equal to the S originally presented by 
Michelsen and Mueller (1987). This change was 
necessary due to the different spacing values studied 
in the present work. 

The difference between coefficients calculated 
by the full domain and only the wing simulations is 
defined as 

 

iwifi CCC   (19)

 
Where the sub index i is replaced by L for lift or 

D for drag, and the sub indexes f and w represents 
simulations with full domain and only the wing 
respectively. 

Full-domain simulations took on average 57 
minutes of wall-clock time to run 2000 iterations 
while those with just the wing took on average 31 
minutes. No changes were observed in the number of 
iterations required to reach the convergence criteria 
between the two methods. This decrease is explained 
by the approximately 30% reduction in the number of 
cells in the domain. 

 
Dimensionless Offset Effect 

 
The main objective of this subsection is to 

verify the consistency of the results for CL and CD 
when compared with the experimental ones. In 
addition, it was possible to check if there is influence 
of the offset on the difference of simulations with full 
domain or only the wing, S’ was fixed in 3.4 and for 
OC were tested: -0.75; -0.5; -0.25; 0; 0.25; 0.5 and 
0.75. Figure 7 shows two tested configurations and 
their effect on velocity contours on the central 
symmetry plane. 

 
Velocity (m/s)

0        3       6        9      12      15      18     22

(a)

(b)
 

 
Figure 7. Offset effect, a)Oc=0.75 b)Oc=-0.25.
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Figure 9 presents graphs of CL and CD varying 
with OC. The error bars of the experimental work are 
based on studies of uncertainties of Mueller (1982 
and 1986) for the same wind tunnel and flow 
conditions, as suggested by the author. The error bars 
of the present work are based on GCI. Figure 8 shows 
the difference found between the two simulation 
methods for the aerodynamic coefficients. 

 

0.000

0.008

0.016

0.024

0.032

0.040

0.048

-0.75 -0.5 -0.25 0 0.25 0.5 0.75

Δ
C

i

OC

Δ…
Δ…ΔCD

ΔCL

 
Figure 8. Difference between coefficients obtained 
from both numerical methods versus dimensionless 

offset. 
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C
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Simulated Wing
Michelsen and Mueller, 1987

0.08

0.09

0.10

0.11

0.12

-1 -0.75 -0.5 -0.25 0 0.25 0.5 0.75 1

C
D
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Figure 9. Aerodynamic coefficients vs. 

dimensionless offset. 
 

Comparing the experimental and numerical 
results first, the correct capture of the trends is 
observed as the graph of Fig. 9 shows, although 
considerable quantitative differences are found for 
some points, all remained within the ranges of 
uncertainties. The result was considered satisfactory 
for the present study, and the simulations able to 
serve as comparative between the two numerical 
methodologies. 

Observing Fig. 8, it can be seen that the largest 
differences in CL and CD occur for different OC 

values, and a trend is not observed. 

Dimensionless Spacing Effect 
 
This subsection aims to study how closely the 

geometry of interest can be of the one that disturbs 
the flow so that the methodology of wake imposition 
can be applied, and the differences. To facilitate 
comparison with other cases, this distance was 
nondimensionalized with the characteristic length of 
the disturbing body, as already presented. The Oc was 
fixed in 0.25 and for S’ were tested: 0.25; 0.5; 1; 1.5; 
2; 2.5; 3 and 3.4. 

In an analogous way to that shown in the 
previous subsection, Fig. 10 shows symmetry plane 
velocity contours for two different spacings tested, 
Fig. 11 presents graphs of  CL and CD varying with S’ 
and Fig. 12 shows the difference found between the 
two simulation methods. 
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Figure 10. Spacing effect, a)S’=3 b)S’=0.25.
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Figure 11. Aerodynamic coefficients vs. 
dimensionless spacing. 
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Figure 12. Difference between coefficients 

obtained from both numerical methods versus 
dimensionless offset. 

 
Analyzing Figs. 10 and 11 it is noted that the 

aerodynamic coefficients decreases as the S’ is 
reduced. This behavior is expected since the 
reduction of S’ means that the wing is entering 
further into the wake of the canard, exposed then to 
greater velocity deficit. The increase in CD at S’=0.25 
is explained because in this condition the boundary 
layer of the wing is separated along its entire upper 
surface, causing considerable increase in pressure 
drag. 

Figure 12 shows that the difference between the 
two numerical methodologies increases with the 
decrease of S’, this behavior continues until S’=0.25, 
when the simulation diverges and therefore results 
are not presented for this condition in Figs. 11 and 
12. 

 
CONCLUSIONS 

 
The purpose of this numerical study was to 

determine whether a wake from an upstream body 
can be used as inlet condition of the flow on an airfoil 
in order to simplify the numerical analysis and reduce 
computational costs. 

From the general analysis of the work it is first 
concluded that the numerical methodology described 
was successful in reproducing the experimental work 
within the study proposals. Also, that the partial 
solution of the domain obtained results that are 
consistent with the simulation of the full domain, 
with graphically expressed differences. 

With respect to the influence of the offset on the 
difference of the results, a clear trend was not noticed 
and a study with more variations in the offset values 
is necessary to conclude if this dependence exists. 
The influence of the spacing was clear with 
differences increasing gradually up to a distance 
equivalent to 25% of the characteristic length of the 
body that generates the wake, when the simulation 
diverges. The differences for the other spacings can 
serve as an initial guide to encourage or not the use of 
this methodology to reduce computational cost, 
depending on the application. Regarding the 

computational cost, a 45% wall-clock time drop was 
observed to run 2000 iterations in the comparison 
between complete domain and only with the wing. 
This fact is directly explained by the reduction of 
approximately 30% in the number of cells.  
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