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ABSTRACT This article describes the design, development and implementation of a set of microservices
based on an architecture that enables detection and assisted clinical diagnosis within the field of infectious
diseases of elderly patients, via a telemonitoring system. The proposed system is designed to continuously
update a medical database fed with vital signs from biosensor kits applied by nurses to elderly people on
a daily basis. The database is hosted in the cloud and is managed by a flexible microservices software
architecture. The computational paradigms of the edge and the cloud were used in the implementation of a
hybrid cloud architecture in order to support versatile high-performance applications under themicroservices
pattern for the pre-diagnosis of infectious diseases in elderly patients. The results of an analysis of the
usability of the equipment, the performance of the architecture and the service concept show that the proposed
e-health system is feasible and innovative. The system components are also selected to give a cost-effective
implementation for people living in disadvantaged areas. The proposed e-health system is also suitable for
distributed computing, big data and NoSQL structures, thus allowing the immediate application of machine
learning and AI algorithms to discover knowledge patterns from the overall population.

INDEX TERMS Artificial intelligence, e-health, elderly people, infectious diseases, microservice architec-
ture, microservices, telemonitoring.

I. INTRODUCTION
It is becoming increasingly difficult to ignore the growth of an
aging population in Europe, since a 74% rise in the population
aged over 65 is expected by 2060 [1], [2]. This group of
people have high rates of comorbidity [3], causing a very
high consumption of resources in terms of both primary and
specialised care [4].
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A very important problem affecting this group of people
is the frequent use of emergency services or prolonged
hospital stays, caused mostly by infections [5] and espe-
cially respiratory and urinary infections [6]–[8]. This is
due to the characteristics of the patients; however, these
patients tend to go to the emergency room at relatively
advanced stages of disease [9]. In many cases, these patients
have non-specific neurological symptoms, general symptoms
or other problems that are apparently not related to the
infection [7].
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In view of this, the diagnosis of infectious diseases con-
stitutes a problem in that limited medical care is available
(e.g. areas with difficult access or rural areas), since these
patients require special care due to the complexity of clinical
management [7], [10]. This is reflected in an increase in the
mortality rate of patients due to delays in treatment [8], [11].
A simple solution would be to increase the human resources
available to care for the elderly; however, this solution is
unsustainable in the current economic environment of the
public sector.

For this reason, it is important to solve this problem by
employing other sustainable initiatives such as telemoni-
toring, since this allows for the adequate management of
at-risk populations. In the case of at-risk long-term patients,
both medical and nursing care are generally available, but
infectious diseases are often diagnosed at later stages, when
hospitalisation is required. If the vital signs of these at-risk
patients are regularly monitored, it is possible to carry out
preventive treatments or interventions in order to minimise
health problems and decrease emergency assistance [5]. For
patients living in environments without easy access to health
resources, telemonitoring is a low-cost, effectiveway of offer-
ing preventive treatments for these diseases [12].

A project called ‘‘Design and implementation of a low-cost
intelligent system for the pre-diagnosis and telecare of infec-
tious diseases in elderly people (SPIDEP)’’ [13] was carried
out by a consortium of Latin American and European R&D
entities, the aim of which was to build an intelligent system
based on information technologies (ICT) to support the early
diagnosis of infectious diseases [14] by integrating a machine
learning-based inference system to improve decision support
in the prevention, treatment and management of infectious
diseases [6], [15].

Special emphasis was placed on the design, development
and implementation of the services that make up the
SPIDEP platform using the architectural pattern of
microservices [5], [14].

This article is part of a broad study in the area of infectious
diseases developed jointly with the clinical teams of the
Hospital Universitario Principe de Asturias Infectious Dis-
eases Unit (Alcalá de Henares, Spain), Chronic Diseases
and Cancer Area of the Ramón y Cajal Institute for
Health Research (Madrid, Spain) and School of Medicine
Autonomous University of Santo Domingo (Dominican
Republic). This study was focused on three target groups
(acute respiratory infections, urinary tract infections and skin
and soft tissue infections). The article presented is also based
on previous works in the computation sciences area realized
by the partners of the SPIDEP project [4]–[6], [9], [14].

It should be noted that this study aims to contribute to
increasing knowledge in the pre-diagnosis of infectious dis-
eases and offer an alternative vision of telemonitoring of
elderly people, with the support of ICTs, by the medical
team [5], [6], [9].

This present work aims to incorporate and improve the
results obtained from the previous studies that have achieve

several significant advances for the medical and health care
team, which are: the process of taking measurements is very
fast, managing to collect and send the measurement data in
less than 2 minutes. These features are essential for the well-
ness of the resident, who perceives the personal care without
discomfort [9] and also the quality of health care grows as
well as the satisfaction of residents, relatives and nursing
personnel [6]. Another important advantage of the speed of
the measurement process is that it increases the productivity
of the nursing staff, increasing the residents/elderly assistant
ratio [5]. In addition, this benefits the patient directly, since
pre-diagnosis through a Clinical Decision Support System
(CDSS), supported by telemonitoring, allows the detection
of the infection in an initial state and can anticipate the
timely administration of corresponding medical treatment,
thus avoiding the aggressive spread of the infection afflicting
the patient [6], [14].

Nowadays, a group of the authors of this research is adapt-
ing the software architecture built through SPIDEP to another
infectious disease such as (COVID-19) in the Republic of
Panama (funded from the National Secretariat of Science,
Technology and Innovation of Panama). The purpose of
the project is to determine and establish infection sources
(clusters) and store the data in a repository that will store the
spatial-temporal information of the infection network, which
will make it possible to study the behavior of the disease
(COVID-19) during and after the epidemic, relying on the
use of the proposed architecture linked to AI algorithms for
multivariate statistical analysis of the information collected,
whose purpose would be to generate forecast curves with
granularity at the regional level to support contingency plans
by decision-makers.

This project is being developed with funds from the
National Secretariat of Science, Technology and Innovation
of Panama (SENACYT-PANAMA).

The present article starts with a brief description of related
work, including the motivation for the SPIDEP project and
its importance within the field of telemonitoring (e-health).
We describe each component of the system in the SPIDEP
architecture. Section III presents the results of performance
tests (peak tests) at the network and hardware level. The pros
and cons of the results are evaluated in Section IV. Finally,
Section V presents the conclusions of this study, discusses its
potential, and suggests future research activities.

II. RELATED WORK
Microservices represent a relatively new approach to software
architectural patterns [16]–[18], as they allow for the devel-
opment of applications as sets of small services that run inde-
pendently; in other words, it is not necessary to use the same
languages or development platforms [19], [20]. Furthermore,
they are interoperable with various communication protocols,
since they communicate using lightweight mechanisms such
as HTTP [21].

Some research studies have therefore suggested combin-
ing this architectural pattern (microservices) with various
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computational paradigms (cloud, fog or edge) [22], [23]
in various health scenarios, with the aim of significantly
improving the accuracy of medical diagnosis by establishing
predictions based on expert systems or other types of artificial
intelligence.

Mendes et al. [1] made use of microservices for the remote
monitoring of biometrics (blood pressure and electrocar-
diograms) and environmental data in a domestic environ-
ment specifically designed for the elderly population. They
chose this architectural pattern in conjunction with the fog
paradigm, with the aim of providing a secure and flexible
system in which each service scales independently based on
the demand for data processing and analysis.

Likewise, Grgurić et al. [24] presented a pilot system
called SmartHabits, based on existing IoT architecture and
microservices practices; this study focused on the provision
of an intelligent service that reassures family members that
their loved ones (elderly people) are doing well. This system
consists of three main modules: a home-sensing platform
(located within the home of an older person living alone),
the SmartHabits expert system (located in the cloud, and
designed to detect anomalous situations within the home and
to deliver notifications), and the underlying communication
structure. They focused on the aspect of flexibility in order
to meet the needs of users (interface), based on the use and
management of smart devices at home, such as smartphones,
tablets or smart TVs.

In a study by Roca et al. [25], a chatbot architec-
ture was proposed for chronic patient support based on
three pillars: scalability through microservices; standard
data exchange models through HL7 fast healthcare inter-
operability resources (FHIR); and modelling of standard
conversations using AIM. These three pillars relied on a
microservices-based logic that aimed to process user infor-
mation and perform automated tasks to provide scalability in
a healthcare chatbot ecosystem.

Semenov et al. [26] suggested a FHIR-basedmicroservices
platform that integrated hospital information systems and
clinical decision support systems into a unified information
space using microservices. A set of separate services were
developed for the microservices platform, i.e., asynchronous
nodes distributed in groups, whose purpose was to ensure
the compatibility and interoperability of its services based
on 50,000 transactions per day with more than 400 decision
support models.

Alvarez et al. [27] applied a microservices-based architec-
ture for the implementation of a failure detection and diagno-
sis scheme for teleoperated knee rehabilitation devices via the
internet, in order to facilitate a medical development protocol
for the recovery of the patient’s mobility in the case of geo-
graphical vulnerability. They demonstrated that the proposed
architecture increased the efficiency of development, as each
component was independently designed, implemented, and
validated for heterogeneous systems.

Meanwhile, Andrikos et al. [28] developed a system that
allowed for real-time advanced teleconsultation services on

medical imaging (radiologists). It consisted of three modules:
user access control (UAC), user management (UM) and con-
tent management (CM), based on the microservices pattern.
The focused on persistence of the data, since each service
managed its own database, using either different instances
of the same database technology or completely different
database systems.

Another approach developed by Khoonsari et al. [29]
described a workflow for the analysis of data from
metabolomics, focusing on the performance aspect.Microser-
vices were included in the development of the necessary
components in order to allow for the analysis of encapsulated
data while providing reproducible data analysis solutions
that were easy-to-run and easy to integrate on desktops
and on public and private clouds (Docker containers). Their
workflow was validated using various types of data; for
instance, two mass spectrometry, one nuclear magnetic res-
onance spectroscopy and one fluxomics study were used to
demonstrate that the method applied scaled optimally when
more computing resources became available.

The present work provides a new vision of what has
already been carried out in the aforementioned studies, since
our contribution is oriented towards the context of medical
telemonitoring focused on microservices (SPIDEP) within
the field of infectious diseases of elderly patients, with the
aim of allowing for the design, development and imple-
mentation of services based on a layered architecture in
microservices [5], [14]. The objective of this proposal is to
offer regular remote monitoring of vital signs by medical
personnel [9]. Preventive care can minimise the severity of
infectious processes, consequently reducing the resources
necessary to adequately control the problem [14].

In view of the aforementioned considerations, it is very
important to define the functionalities of the proposed soft-
ware with a focus on addressing the following needs. Firstly,
each component must have the ability to replicate to balance
the load as required. Secondly, microservices require hori-
zontal scalability, which allows for a faster and more precise
reaction to peaks in demand. Finally, it should have the ability
to cope with a large volume of medical data generated from
the integration, transfer and storage of biometric sensors in
SPIDEP.

For the reasons indicated above, versatility and high per-
formance were identified as fundamental characteristics of
the SPIDEP project. These characteristics allow the needs of
the environment of health organisations to be satisfied via
a focus on agile scaling of microservices that are heavily
used and replicating them across multiple containers without
underutilising computing resources [19], [30].

III. OVERVIEW OF THE SPIDEP ARCHITECTURE
A. DESIGN OF THE ARCHITECTURE
In this work, we used a fusion of computational paradigms
(edge and cloud) [31], [32], based on a hybrid cloud archi-
tecture, with the aim of supporting the implementation of

118342 VOLUME 8, 2020



H. Calderón-Gómez et al.: Telemonitoring System for Infectious Disease Prediction in Elderly People

versatile high-performance applications using the microser-
vices pattern. The main arguments for this approach are as
follows:
• Low-cost implementation.
• Several options for developing different levels of soft-
ware quality.

• Scalable and adaptable configuration of resources on
demand, since each component can be individually
duplicated.

• Compatible with several smart devices and communica-
tion protocols.

• Users can run their applications without requiring con-
trol by the host.

The architecture can be divided into five functional layers:
• Things layer: This interacts with the processing layer
and the network layer, to connect the hardware and
validate the signals.

• Network layer: This sets up connections with each APP
for the asynchronous uploading of medical data.

• Processing layer: Microservices in this layer use the
representational state transfer (REST) protocol to com-
municate with each other. Each type of device has a
different form of access to call theGET, POST,DELETE
and PUT methods. In this approach, smartphones and
tablets will enter through an API gateway, and comput-
ers will enter through user interfaces (UIs); these include
the admin UI for the administrator and the nurse/doctor
UI for the medical work unit. Each access will be asso-
ciated with several microservices.

• Microservices layer: This contains microservices for the
end users, such as medical personnel and nursing home
administrative staff, with their respective profiles. Users
can look up historical records, add new biomedical data,
manage user profiles and roles, and access pre-diagnosis
services. Although each database intercommunicates via
JSON request/response HTTP, each microservice has a
unique database allowing for independent operation.

• Infrastructure layer: This supports communications,
scalability, availability and data integrity for the upper
layers. It provides network, server and storage resources
for the external clients that connect with each microser-
vice [33], with the aim of achieving greater tolerance
to errors in the cloud environment, for example by
using MapReduce to manage data in distributed pro-
cessing [34] and Apache Hadoop to store the data corre-
sponding to each group of microservices within NoSQL
database storage structures (Cassandra) [35]. The infras-
tructure layer also processes complex computation tasks
from the upper layers, such as those relating to authen-
tication or interoperability, by alleviating overloaded
public or private cloud resources for other primary
functions [30], [36], running on Docker containers [37].

In addition, all the interactions between the services within
the architecture are processed by the REST API gateway,
which acts as a proxy for the microservices (single-entry
point into the platform) [38]. This allows for the management

of other functional capabilities, such as caching, token man-
agement, and microservices monitoring [38], [39].

Likewise, the interactions of each microservice are inde-
pendent of the physical hosting, and these are either treated
individually or grouped into servers or containers [16]. It is
therefore important to consider the interaction model that will
be implemented in the application, for example for remote
procedure calls (RPCs) and event-based interactions [26],
the purpose of which is to guarantee that the architecture is
robust against failures due to continuous stress at different
layers [21], [40].

B. NEW ASPECTS OF THE ARCHITECTURE
The microservices architecture is [17], [41] is a variant of the
service-oriented architecture (SOA), both of which provide
flexible and scalable properties for execution in the cloud.
Each microservice takes on a specific role depending on
the requirements of the database [19], [42], [43]. Research
in different areas such as system quality, smart city clouds,
migration or mobile-oriented applications [41], [44] make
use of this approach. However, microservices have certain
challenges; for example, their external configuration,
microservice discovery, load balancing, central login/logout
and metrics or auto-scaling require attention.

The novelty of our proposal lies in the use of microservices
in clinical forecast scenarios (infectious diseases), as we
propose a continuous construction of an online database to
obtain predictive models for the detection of infectious dis-
eases in elderly patients, inspired by the SPIDEP project [13].
A recommender system [6] is also used to support remote
assistance in interpreting changes in the vital signs of insti-
tutionalised people and in triggering early alerts in the case
of possible infection.

Before considering the design of the different microser-
vices for the development of different medical platforms
(such as the SPIDEP platform) based on this architecture,
it is important to take into account the hierarchy and consol-
idation of the clinical information of the patients. This is not
only necessary for generating standard reports, but can also
influence decision making using parameterised, consistent
and verified indicators of the collected data in conjunction
with other medical information systems [25], [45], [46] that
aim to correctly filter the data to minimise false alarms by the
recommender systems.

In our case studies (SPIDEP) [9], the standardisation of the
data from different nursing homes is a fundamental process in
the development of microservice-oriented applications [14].
For this reason, unique records (unique transaction identi-
fiers) represented in EMR-JSON format were used to allow
for the use of different types of databases, depending on the
particular storage requirements, and in turn provide interop-
erability to the system (microservices layer).

It was also necessary to customise the fifth layer of the
architecture (infrastructure layer) to support a high level of
traffic of clinical data on a daily basis. As a consequence, each
microservice has a load balancer (NGINX) to reduce the load
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for remote calls and in turn to answer users’ requests from
the application [16].We therefore use a container orchestrator
(Kubernetes) [38] with Docker containers [37].

This customisation means that the architecture is compat-
ible with various cloud computing service providers (Azure,
AWS, Google Cloud), in order to run thousands of scalable
containers regardless of the infrastructure implemented (pri-
vate, hybrid or public cloud). In this way, a massive and
balanced cluster can be implemented with Kubernetes [38],
allowing users to consistently meet the demand for e-health
services. The advantages of this management system are
numerous; for example, each component can be replicated to
achieve load balancing as required [47]; when a small func-
tionality scale is applied, the use of microservices allows the
reaction to the peak demand to be take place in real time [38];
the use of containers substantially improves autoscaling, both
in terms of the response time of applications and the manage-
ment of IT resources, which is more rapid and efficient than
in virtualised environments (VM) [38], [48]; the use of com-
ponent modularity makes the system robust to failure [40];
and finally, the decoupling provided by the microservices
facilitates its maintainability over time [49].

C. ARCHITECTURE IMPLEMENTATION
1) PLATFORM
As part of the concept of a low-cost platform, this work is
based on the proposal of a microservices architecture; this
is capable of supporting general service communication with
the central cloud environment [9], and in conjunction with
a machine learning subsystem can improve decision support
for the pre-diagnosis of infectious diseases [6]. Structurally,
the SPIDEP platform was developed using microservices
architecture (with nine separate services), in which these ser-
vices work as asynchronous nodes distributed as groups [26],
[50], [51] which communicate via the REST communication
protocol [52]. It should be noted that the breakdown of the
components into small independent services was based on our
preliminary proposal for a software architecture for SPIDEP
(with five layers), referred to here as version Beta v1 [14].

Three versions of this project were developed: version
Alpha (partial implementation of three microservices, with
instances using MariaDB) [5], version Beta v1 (implementa-
tion of five microservices with instances using a MariaDB
Galera cluster) [14], and version Beta v2 (current imple-
mentation of the new microservices architecture, with hybrid
instances in MariaDB Galera Cluster and NoSQL), with
the aims of achieving the characteristics necessary for the
implementation of versatile high-performance applications
and identifying the key services for the optimal operation
of version Beta v1. The existing components were there-
fore decomposed and restructured along with their data
[16], [18], [52].

The flow of the SPIDEP platform in relation to microser-
vices is briefly explained below:

• The scheme in SPIDEP is made up of two end points
depending on the device (for mobiles, this is the API
gateway, and for PCs the web UI).

• The call to the different microservices corresponding
to the credentials is established (by a nurse, doctor,
IT developer or administrator).

• Based on the considerations described above, microser-
vices are classified based on the common characteristics
of their operation [52], [53] into three groups [14]:
the first performs the control and management of user
accounts, roles, permissions [54] and manages the
measurements received from the biosensors [55], [56];
the second group administers the different patients, affil-
iated institutions andmanages themedical data collected
by the first group 14]; and the third is responsible
for infectious disease registries. It is also responsible
for receiving notifications from the clinical decision
support system (CDSS) for the prevention, treatment and
management of the three groups of infectious diseases,
using the model detailed by Baldominos et al. [6]. The
proposed platform aims to provide new services and
functionalities for the changing needs of users, from
the standpoint of management, technology, security
and legality [57]. The implementation of the devel-
oped architecture provides an ecosystem that is scalable
according to demand; however, in order to achieve
optimal scalability, it is vital to verify the necessary
components (language, database, libraries etc.) for
each microservice and the data that will be exchanged
between them [29]. Failure to do so would increase net-
work traffic between microservices and HTTP resource
APIs (causing saturation), and the overall performance
of the application would consequently be degraded until
it collapsed [19], as shown in Fig. 1.

For the reasons mentioned above, the architecture imple-
mented in the SPIDEP project was chosen (decompose by
verb or use case) [58], because it allows for the creation
of flexible and scalable software solutions that run in the
cloud [41], [59]. However, the strengths and weaknesses of
microservices must also be considered.

The main strengths of the microservices are as follows:
• Microservices can be implemented in a given language
and can use the libraries that are best suited to provide
the functionality needed [25], [29].

• The structure of the platform allows for different types
of databases depending on the requirements 25].

• This allows for the agile scaling of individual microser-
vices, which are widely used by replication based on
several containers, without needing to replicate under-
utilised services [19].

• The automation of the infrastructure allows for a reduc-
tion in the manual effort involved in building, and for
deploying and operating microservices, thus enabling
continuous delivery [21].

However, when implementing microservices, the follow-
ing weak points or difficulties must be considered:
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FIGURE 1. General layout of the microservices applied in the SPIDEP
platform together with the notification service provided by the CDSS [6].

• This approach requires a clear overview of the data
structure and the business processes used in the organi-
sation [40].

• There are several major constraints that directly
affect the performance of microservices, including the
network, the organisation of complex services, the con-
sistency of data and transaction management at
the database level, and the methods of deployment
(bare metal server, virtual machine or container).
Consequently, cloud infrastructures play a fundamental
role in the operation of microservices and their complex-
ity [16], [19], [21].

It should be noted that the user experience in terms of
usability of the operation with the different user services
was analysed and validated by both the health personnel and
the researchers from the international consortium [9], [14].
In addition, the execution and performance of the platform
developed in SPIDEP project were shown to meet established
standards through various performance tests (spike tests) for
each service [42], [59].

2) WORKFLOW FOR THE AUTOMATION OF MICROSERVICES
ON THE SPIDEP PLATFORM
Each task involved in an assisted clinical diagnosis in the field
of infectious diseases of elderly patients has its own associ-
ated microservice. This design allows for the incorporation of
new features or the integration of new components developed
by third parties.

It is therefore important to define the workflow of the
automation for the integration and continuous deployment
of services on the SPIDEP platform. This workflow is used
by cross-team (typically small groups of six to eight people
[60], [61]) for the microservices development process, with
the objective of reducing the time between the acceptance of
a change into the system and putting it into production [62].

Based on previous research, a proposal was prepared for
the automation workflow and was applied to the SPIDEP
platform [38], [39], [58], [62]. Fig. 2 shows how this was
achieved.

FIGURE 2. Framework for the automation and continuous deployment of
services on the SPIDEP platform.

An overview of the proposal is given below.
• Cross-team project: This is responsible for the develop-
ment, implementation and supervision of the assigned
service [63]. It allows for the improvement of health ser-
vices based on three important characteristics: (i) man-
agement, which allows for the creation of personalised
interfaces for different groups of users (decision
makers, administrators or citizens), according to
the requirements and the administrator’s credentials;
(ii) interoperability, which supports the development of
APIs for interconnection with third-party applications
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or other medical systems; and (iii) versatility, which
gives developers the freedom to choose the information
technologies (languages, databases, libraries and others)
based on which their services will be developed.

• Service: Each team, if required, has the autonomy to
decide which is the best technology for the development
of their service in order to meet the requirements [63].
The SPIDEP microservices were developed in two pro-
gramming languages, PHP and Python. The microser-
vices developed in PHP use the Laravel framework,
while the those developed in Python use the Django
framework. It should be noted that all microservices
developed in SPIDEP have an asynchronous HTTPS
server based on TLS for client authentication [25], [54],
and the databases applied to each one were SQL
(MariaDB) and NoSQL (Cassandra or MongoDB).
As a complement to this microservices-based architec-
ture, we use the ‘‘service instance per container’’ and
‘‘database per service’’ implementation patterns [64].

• Code repository: A Git repository is used to maintain
version control of the code from the development stream
of each service [29], [65].

• Software analysis and testing: The source code is
reviewed to ensure that it meets the required standard
and unit tests are performed on each component [62].

• Docker containers (test environment): The tools neces-
sary to run the software are encapsulated inside a test
container (Ubuntu server 18.04 LTS, 1 core, 1.5 GB
RAM). These containers must meet preliminary test
criteria defined by the developers [65], [66], and are
then published on the Docker Hub (private repository)
for download and used in SPIDEP in the testing
environment.

• Quality assurance (QA): Functional tests, load tests and
performance tests are carried out to ensure the quality of
the microservice [59], [62].

• Docker containers (production environment): If the
microservices pass all the tests defined at the QA
stage, the container is deployed to a production
instance (Ubuntu server 18.04 LTS 1∼2 Core, 3∼4 GB
RAM) [38] [49]. Otherwise, it will be necessary to debug
the code and repeat the QA tests. The container is then
published to a private repository in the Docker Hub.

• Performed post-production: Additional tests (spike
tests) are run to ensure that the new version works
properly in the production container [16], [59], [62].

• Azure Kubernetes service (AKS) – Kubernetes is used
for container orchestration [38], [67], as it allows
for initialisation, scaling of container-based jobs, ser-
vice exposure, and rescheduling of failed jobs and
long-running services [29]. We chose Kubernetes rather
than other orchestrators (e.g. Swarm) because it is
more widely used in production environments (e.g.
Azure) and because of its great versatility in container
management [37].

IV. VALIDATION OF RESULTS
It was necessary to evaluate the performance of the microser-
vices developed for the SPIDEP project through an analysis
of the proposal. We therefore used performance tests (spike
tests) and obtained quantitative values that could be used to
measure the overall performance of the application and its
interaction with end users. [16], [42], [59], [68], [69].

For this purpose, we used two AKS-controlled testing
environments consisting of nine Docker instances (Ubuntu
Server 18.04 LTS, 1 Core, 3 GB RAM, and no replicas) [14].
Likewise, six SQL instances of a MariaDBGalera cluster and
three NoSQL instances were used. The second AKS group
used a traditional SQL instance of MariaDB, with the aim of
identifying an operational profile needed to host themicroser-
vices on SPIDEP in order to maximise the overall perfor-
mance of the application and its analysis. In addition, we used
Apache as an endpoint and NGINX as a load balancer for
the implementation. Various user requests are first received
by NGINX, and it sends these requests to the corresponding
microservices to append to the requested URI.

To carry out the tests, scripts with random variables
developed in Apache JMeter (5.2.1) were used to measure the
load of virtual users and the performance behaviour of each
microservice, together with BlazeMeter servers (US East
[Virginia, Google] and EU West [Frankfurt, Google])
in order to generate the workload of the microservices
[14], [19], [59].

The default scenario involved accessing the user login
(without administrator privileges) and randomly executing a
specific instruction for each service (AH), except for Service I
(ninth), since this is at an experimental stage of integration
with the CDSS [6].

It should be noted that SPIDEP has a medical data set
of 6,920 records, and the objectivewas to generate a workload
that drastically increased (10 in 10 active users every five
minutes) to emulate a specific number of concurrent user
sessions (50 virtual users) according to the specifications of
the container (one core, 3 GB RAM).

As a follow-up to this activity, two AKS environments for
implementing microservices were used to perform the tests
and compare the results. The first environment was based
on the implementation of new services with hybrid instances
in MariaDB Galera Cluster and NoSQL (SPIDEPMS- T1-
HB), while the second was based on the implementation of
nine services with a traditional SQL instance of MariaDB
(SPIDEPMS-T2-SQL).

We ran the load tests for 20 minutes, with the first test of 50
virtual users on a server located in the USA (NA-Virginia),
and the second on a server located in Europe (EU-Frankfurt),
since different nursing homes are located on these continents.

To evaluate the performance of the SPIDEP microser-
vices, the results were captured using tabular output reports
that were generated after the load tests; these are shown
in Tables 1 and 2, which are divided into nine labels (all of
the microservices executed [A-H & ALL]).
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TABLE 1. Load testing report for SPIDEPMS-T1-HB (time measurements are averages in ms). Each report contains several important values: number of
samples, average response time, number of requests processed (hits per second), 90th percentile, 95th percentile, 99th percentile, number and
percentage of failed requests, average latency time, and server region.

TABLE 2. Load testing report for SPIDEPMS-T2-SQL (time measurements are averages in ms). Each report contains several important values: number of
samples, average response time, number of requests processed (hits per second), 90th percentile, 95th percentile, 99th percentile, number and
percentage of failed requests, average latency time, and server region.

To determine the versatility and robust architecture we
have analyzed the global behaviors of the microservices in
a real environment of constant and gradual stress, as shown
in Figs. 3 and 4. The first scenario (SPIDEPMS-T1-HB)
showed that the average response time and the performance
statistics (request/hits per second, 90th percentile and 95th
percentile), correspond to the established acceptance crite-
ria (5,000 ms); that is, keeping up with the behavior of
the identified parameters we can appreciate that the trend
increases in a constant and controlled way, according to the
amount of active users per second consulting simultaneously

the microservices from different regions (United States and
Germany) according to the specifications of the container
(one core, 3 GB RAM). Meanwhile, the second scenario
(SPIDEPMS-T2SQL) showed a chaotic and irregular behav-
ior up to the point of total collapse of SPIDEP Platform.

Several stress simulations were also carried out on the
infrastructure hosting SPIDEP, with the aim of exposing the
problems that may arise on the platform. Regarding CPU
performance, memory, network I/O and connections (Engine
Health - BlazeMeter) [70], we analyzed whether the SPIDEP
infrastructure itself is capable of supporting the bottlenecks
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FIGURE 3. Microservice performance patterns for SPIDEPMS-T1-HB (first scenario). The coloured lines represent various parameters: blue: active
connections (vu); light green: request/hits per second; red: error/hits per second; light orange: average response time; magenta: 90th percentile response
time; purple: 95th percentile response time.

FIGURE 4. Microservice performance patterns for SPIDEPMS-T2-SQL (second scenario). The coloured lines represent various parameters: blue: active
connections (vu); light green: request/hits per second; red: error/hits per second; light orange: average response time; magenta: 90th percentile response
time; purple: 95th percentile response time.

or errors that occur due to demand; however, the only com-
ponent that differs in each application is the bandwidth traffic
(network I/O), as shown in Figs. 5 and 6.

V. DISCUSSION
To carry out the analysis of the data obtained from the previ-
ous section (validation of results), we based ourselves on the
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FIGURE 5. Engine Health Report for SPIDEPMS-T1-HB. The coloured lines represent various parameters: purple: bandwidth traffic; blue: memory load
generated by users; light blue: CPU load generated by users; black: active connections within the test.

FIGURE 6. Engine Health Report for SPIDEPMS-T2-SQL. The coloured lines represent various parameters: purple: bandwidth traffic; blue: memory load
generated by users; light blue: CPU load generated by users; black: active connections within the test.

case studies of the Francisco de Vitoria and Cisneros nursing
home in Spain and Carls George and Ntra. Sra del Carmen
medical elderly care institution at Dominican Republic, who

generously collaborated with their work to obtain the clinical
and physiological data of the residents (6,920 records for this
study) [6], [9].
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This study was carried out with the objective of evaluat-
ing the performance and the analysis of each microservice
applied to the SPIDEP project within the context of e-health,
and for which we analysed, identified and described the main
tasks adopted for the design and use of the proposals to
perform this work [14].

There are several significant findings from this study.
Firstly, it is important to consider acceptance criteria such
as the average response time of requests, 90th percentile
and their relationship to the percentage of failed requests.
The following criteria were established based on various
research studies [19], [69], [71]. Criterion A: an acceptable
limit for the average response times of the queries and the
90th percentile was 5,000 ms (5 s); criterion B: the acceptable
limit for the percentage of failed requests was 5%. Based
on these established limits for each test output, any value
exceeding these limits was considered to show unacceptable
performance.

In view of the above, it can be deduced from Table 1
(SPIDEPMS-T1-HB) that the tests with 50 users were accept-
able, since they met the two defined criteria. However, it can
be observed from the results in Table 2 (SPIDEPMS-T2-
SQL) that the performance is not acceptable: although the
results obtained from tests (EU and NA) under criterion A
met the established limits, criterion B (percentage of failed
requests) was not met, as it exceeded 5%. Since one of the two
criteria was not met, the scenario is considered unacceptable.

Regarding the second finding, it is important to note that
we observed that microservices created without taking into
account the weaknesses of this technology mentioned above,
for instance without considering the effects on performance
of breaking down an application into multiple services, not
contemplate the correct data segmentation (single instance)
or not enable a cloud infrastructure for the operation of
microservices [19], [72], [73]. Due to the increase in net-
work traffic betweenmicroservices and HTTP resource APIs,
there appears to be an inherent negative correlation between
increased latency and an overall degradation in the perfor-
mance of the application until collapse is seen.

Additionally, in the third finding, confirmed that the man-
ually created microservices (unsupervised) based on single
traditional SQL or software engineering principles do not
always yield better performance compared to the monolithic
implementation [19], as shown in Fig. 4. In conclusion,
to guarantee the versatility and robustness of the archi-
tecture, three aspects are important to take into account:
(i) scalability, microservices can be scaled individually when
running a heavy workload just by replicating them on
several containers without and not replicating the others
underutilized (maximize the performance with minimal cost)
[19], [74]; (ii) communication in a microservice, is impor-
tant establishing simple communication protocol like http,
http-rest ‘‘request/response’’ (synchronous protocol) or mqtt
‘‘publish/subscribe’’ (asynchronous protocol), depending on
needs [67]; (iii) fine-grained microservices, it is funda-
mental to decompose each service focused on a specific

function and of limited influence, according to the estab-
lished requirements [75]; otherwise, this architecture suffers
from a high level of abstraction and coordination among the
teams [67], [76].

In terms of the fourth finding, both tests (SPIDEPMS-
T1-HB and SPIDEPMS-T2-SQL) met the performance cri-
teria for infrastructure (CPU and RAM) under demand
from 50 users, since the CPU values were lower than 80%
(15% ∼ 35%) and memory levels were less than 70%
(10% ∼ 20%), as shown in Figs. 5 and 6. However, the net-
work I/O value for SPIDEPMS-T2-SQL showed that there
was saturation in the bandwidth traffic between the services
and the traditional SQL instance (a single database for all
services). Consequently, therewas a high possibility of packet
loss between services and data (communication). Due to this
last factor, a high percentage of failed requests occurred,
as shown in Fig. 6.

VI. CONCLUSIONS AND FUTURE WORK
This work has analysed, described and justified all the steps
involved in the design, development and implementation of
the e-health services that make up the SPIDEP project plat-
form. This platform is based on a five-tier architecture using
microservices. The objective of the platform is to create a
framework based on the use of new ICT to support the early
diagnosis of infectious diseases with the added benefits of
increasing the level of service in medical care and reductions
in cost.

The proposed e-health system is also suitable for dis-
tributed computing and for the use of big data and NoSQL
structures that allow for the immediate application ofmachine
learning and AI algorithms to discover hidden patterns in the
health data of this population. Above all, however, the key
innovation that brings telemonitoring system is the possibil-
ity of obtaining the medical information necessary to build
analytical and predictive e-health models.

In addition, this proposal paves the way for future research
for the design of services, based on the proposed workflow
for automation, integration and continuous deployment of
services, with the aim of achieving greater performance in
terms of organisation and patient care.

The work done here is currently being expanded by explor-
ing the possibility of further optimising the performance of
SPIDEP by implementing microservices in other program-
ming language environments (paradigms), or by integrating
Kafka or another platform for event-driven management
within Kubernetes, in order to allow for comparisons between
versions. In addition, integration tests (SPIDEP-CDSS) have
been planned with various practical studies (real data from a
patient group) of the ninth service (Service I) since this work
is currently at the experimental stage.

Another possible area of future research would be to
incorporate the perspective of data mining by developing
microservices adapted to machine learning (e.g., algorithms
for early prediction of COVID-19 [77]), with the aim of iden-
tifying patterns in COVID-19 behavior; however, it would
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be necessary to provide sufficient time-space series data to
begin training the required algorithms [78]. For this reason,
the research group is currently implementing a national
geolocalized repository containing health and referral data of
patients infected during the COVID-19 epidemic in Panama
(proposed case study), funded by the National Secretariat of
Science, Technology and Innovation of Panama (SENACYT-
PANAMA).

In this sense, these data collected by the regional repos-
itory will provide various demographic variables that affect
the rate of spread, such as: blocking variables, variability
in infected populations, socioeconomic information and oth-
ers [79], [80]. The georeferenced results of these analyses
represent novel microservices for evaluating the development
of the disease over time, considering demographic data and
implementing effective measures to contain the spread of
future epidemiological events such as social distancing and
health fences, among others [80].

Further researches are needed to obtain sufficient results
that can demonstrate the robustness of the proposed architec-
ture in terms of the adaptations of the microservices to iden-
tify patterns of COVID-19 behavior or other epidemiological
events.
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