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Abstract

This paper proposes a constraint-tolerant design with sliding mode strategy to improve the stability of
aircraft engine control. To handle the difficulties associated with the high-frequency switching laws, merely
attenuating the chattering is far from satisfactory. System constraints on input, output, and input rate
should be addressed in the design process. For a sort of uncertain nonlinear systems subjected to the
constraints, sliding mode regulators are designed using Lyapunov analysis. A turbofan engine is adopted for
simulation, which shows that the methodology developed in this paper can handle the speed tracking and
limit protection problem in a stable fashion, despite the negative influence posed by the system constraints.

Keywords: aircraft engine control, speed tracking, limit protection, sliding mode control, system
constraints, system uncertainties, turbofan engine

1. Introduction

With years of development, aircraft engines require a complex control system to achieve both performance
and protection objectives. The control system is generally employed for realising desired steady-state and
transient performance, as well as limit protection[1]. Fig. 1 shows the most common framework(the max-min
switching framework) in the aircraft engine control field, which includes all those three functions. The main
advantage of this framework is that the original tasks are decoupled into subtasks, which then can be dealt
with separately.

To build such a control system, different control methods such as PID control, sliding mode control
(SMC), adaptive control and so on may be used. Among these methods, SMC is suitable for limit protec-
tion because of its monotone convergence property. Due to its mature theories and numerous successful
applications[2, 3, 4, 5], SMC has been considered in aircraft engine control. For instance, Ritcher suggests
replacing linear regulators with sliding ones. Comparing with the standard max-min approach, this method
has less conservation and can improve the performance of the whole system. He demonstrated in his work[6]
that SMC with monotone convergence property can guarantee that all system outputs will not exceed their
limits and further can keep small limit margin in exchange for better performance.

In aircraft engine control, except for output constraints being introduced deliberately as limit protections[7],
input and input rate constraints naturally exist in closed-loop systems. For some actuators such as fuel me-
tering valve, they have their own limits on position and motion, which may lead to magnitude or rate
saturation during their control process[8]. Because of the high-frequency switching laws, it is not surprising
that SMC has difficulties in compliance with mechanical constraints, especially the rate constraints. To han-
dle the difficulties, numerous studies have been done on chattering suppression[9, 10, 11, 12, 13]. Introducing
a sigmoid function[9] or other continuous functions[10] as the boundary layer is a simple and practical tech-
nique. Alternatively, higher-order SMC[11] and the reaching law approach[12, 13] can be applied to achieve
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Figure 1: Commonly used switching framework for aircraft engine control.

better performance. However, it is found that no matter what methods are employed, only attenuating the
chattering is far from satisfactory. Because a chattering-free control still cannot guarantee that the rate of
control will not exceed its limit during the reaching phase. Once reaching the border of its rate constraint,
an actuator will be saturated and may not execute the actual command from the control system, which may
severely degrade the system performance or even endanger the system safety.

Since merely attenuating the chattering has limited ability to improve the closed-loop performance, this
paper aims at proposing a new constraint-tolerant design to address system constraints in the design process.
The main contributions are listed as follows:

a) to handle the difficulties associated with the high-frequency switching laws, instead of chattering sup-
pression, three types of system constraints are addressed in the design process.

b) for a sort of uncertain nonlinear systems subjected to the constraints, the structure of sliding mode
regulators is improved and corresponding stability analysis is carried out.

The rest of this paper is organised as follows: In section 2, the control problem will be formulated. In
section 3, with the aid of [14, 15, 16], a general sliding function is defined for both main regulators and
limit regulators, and an SMC law is synthesised with thorough stability analysis. In section 4, the proposed
design is applied to a reliable model turbofan. In section 5, a conclusion of the paper is provided.

2. Problem formulation

2.1. Overall description

Consider a nonlinear dynamical system represented by Eq. (1)[17].

ẋ(t) = f(x(t), u(t))

y(t) = g(x(t), u(t))
(1)
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where u(t) ∈ ℜ is the input to the engine, x(t) ∈ ℜn is the vector of engine state, y(t) ∈ ℜm is the engine
outputs, f(·) and g(·) are differentiable nonlinear functions with n-dimension and m-dimension respectively.
The former function represents the dynamics of the engine while the latter one generates the outputs of the
engine.

The control objective is to solve a tracking problem under specific constraints. Without loss of generality,
assume y1(t) to be the output of steady-state control and yi(t), where i = 2, ...,m, be the outputs for limit
protection or transient control. To generate a control system so that y1(t) tracks a reference signal as time
goes to infinity, the control process must satisfy the output, input, and input rate constraints represented
by Eq. (2).

yLi ≤ yi(t) ≤ yUi

uL ≤ u(t) ≤ uU

u̇L ≤ u̇(t) ≤ u̇U

(2)

where superscript ”L” denotes the lower bound while ”U” denotes the upper bound.
For any possible output r ∈ D ⊂ ℜm, where D is a compact set, there exists a unique pair (xe, ue) which

satisfies Eq. (3)[17].
f(xe, ue) = ẋe = 0

g(xe, ue) = ye = r
(3)

where xe and ue are engine state and control input of the corresponding equilibrium operating point.

2.2. Local linear-based description

A thermodynamic aero-engine model cannot be expressed explicitly due to its complexity. Generally,
most of the commercial software used for gas turbine modeling and simulation resort to a linearisation
method[18, 19, 20]. Therefore, it is reasonable to linearise the plant represented by Eq. (1) at a set of chosen
equilibrium points. Without loss of generality, (x̄e, ūe) is used to denote any one of the chosen equilibrium
points.

The results of the linearisation at (x̄e, ūe) can be expressed as

δẋ(t) = A · δx(t) +B · δu(t)

δyi(t) = Ci · δx(t) +Di · δu(t)
(4)

where i = 1, ...,m, δu(t) = u(t)− ūe, δx(t) = x(t)− x̄e, δyi(t) = yi(t)− ȳei. A, B, Ci, Di are the matrices
with appropriate dimensions.

It can be seen that when the control input u(t) exceeds its constraints, the plant will have a constant
input. Therefore, two scenaria may be discussed as follows.

• Case A : u(t) is not saturated

If the control input u(t) is not saturated, we have uL < u(t) < uU . Combined with the input rate
constraints and uncertainties, the system represented by Eq. (4) can be rewritten as Eq. (5).

δẋ(t) = [A+∆A(t)] δx(t) + [B+∆B(t)] δu(t)

δu̇(t) = sat(ur(t))

δyi(t) = Ci · δx(t) +Di · δu(t) + wi(t)

(5)

where scalar ur(t) represents the control input rate. ∆A(t), ∆B(t) represent state and input uncer-
tainties respectively, wi(t) represents the uncertainty of the i-th output. For all ur ∈ ℜ, sat(·) is the
saturation function given by

sat(ur) =

{

ur if |ur| < kA

kA · sgn(ur) if |ur| ≥ kA
(6)

where kA > 0.
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• Case B : u(t) is saturated

If the control input is saturated, the following dynamics with the constraints and the uncertainties can
be produced.

δẋ(t) = [A+∆A(t)] δx(t) + [B+∆B(t)] δū

δyi(t) = Ci · δx(t) +Di · δū+ w̄i(t)
(7)

where

δū =

{

uU − ūe if u(t) ≥ uU

uL − ūe if u(t) ≤ uL
(8)

Remark 1. In Case B, the control input of the system (7) is always a constant, which means that the stability
of the system depends on its own property. Fortunately, it is well-known that all gas turbine systems are
self-stable. Therefore, the system (7) with a constant δū will always be stable.

Some assumptions for system uncertainties ∆A(t), ∆B(t) and wi(t) are made as below.

Assumption 1. [21, 22] The matrices ∆A(t) and ∆B(t) represent the uncertainty and satisfy

[∆A(t) ∆B(t)] = E · [Fa(t) ·Ha Fb(t) ·Hb] (9)

where E, Ha and Hb are known constant matrices, while Fa(t) and Fb(t) are unknown time-varying matrices
satisfying FT

a (t)Fa(t) ≤ I and FT
b (t)Fb(t) ≤ I.

Assumption 2. [21] All output uncertainties wi(t) ∈ ℜ are bounded and can be presented as

wi(t) = ∆Ci(t) · δx(t) + ∆Di(t) · δu(t) (10)

where ∆Ci(t) and ∆Di(t) are bounded matrices. Moreover, wi(t) is differentiable and

|ẇi(t)| ≤ kB , ∀t ≥ 0 (11)

where kB is a constant.

Remark 2. Since the system uncertainties are introduced to represent the mismatch between the real engine
and the linearised model, it is reasonable to assume a bounded mismatch in Assumptions 1 and 2.

Definition 1. [23] For all ur ∈ ℜ, a function is defined as ω(·) to denote the excess degree of the boundary
kA.

ω(ur) = sat(ur)/ur =

{

1 if |ur| < kA

kA · sgn(ur)/ur if |ur| ≥ kA
(12)

Remark 3. When ur is within the boundary, then ω(ur) = 1. Otherwise, ω(ur) > 0 reduces with the excess
degree increasing. As a result, a positive number η always exists satisfying

0 < η < ω(ur) ≤ 1 (13)

3. Controller design

According to Remark 1, only the situation where uL < u(t) < uU is discussed in this paper. We will
first present the design process of a set of regulators in Section 3.1, and then discuss the solution with some
additional considerations in Section 3.2.
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Table 1: Expressions of Ψi(t), Θi(t) and Γi(t)

Variable Case 1: Case 2:
Di +∆Di(t) = 0 Di +∆Di(t) 6= 0

Ψi(t) Gi Ci +∆Ci(t)
Θi(t) 1 Di +∆Di(t)
Γi(t) Gi · δxe(t) + δue(t) δri(t)

3.1. Design for a set of SMC regulators

Consider a set of sliding functions

si(t) = Ψi(t) · δx(t) + Θi(t) · δu(t)− Γi(t) (14)

The expressions of Ψi(t), Θi(t) and Γi(t) are shown in Tab. 1, where δri(t) = ri(t) − ȳei, Gi is a matrix
comprising of the sliding coefficients which can be manipulated, δxe(t) = xe(t) − x̄e, δue(t) = ue(t) − ūe,
and the pair (xe, ue) depends on a provided r, presented in Eq. (3).

Remark 4. It is a top priority to choose the control error to be sliding functions, especially for a tracking
task.

si(t) = δyi(t)− δri(t)

= [Ci +∆Ci(t)]δx(t) + [Di +∆Di(t)]δu(t)− δri(t)
(15)

For steady-state control case where Di+∆Di(t) = 0, there exists no adequate degree of freedom in Eq. (15) to
support the regulator design. To overcome this limitation, the generalised control error presented in Eq. (14)
is employed. It can be seen that Θi(t) 6= 0 always holds and the real control error in Eq. (15) will be zero
when the generalised one tends to zero. A complete explanation of this is presented in [8].

With the sliding surfaces in Eq. (14), we will first check whether the system in Eq. (5) has satisfactory
properties after entering the sliding mode, and then establish a set of reaching laws to ensure that the sliding
motions are invariant to the system uncertainties.

Once the sliding modes are achieved, i.e., si(t) = 0, the system represented by Eq. (5) will stay on that
sliding mode, and the equivalent control input for the i− th regulator can be written as

δueq(t) = −
1

Θi(t)
·
(

Ψi(t)δx(t)− Γi(t)
)

(16)

Substituting Eq. (16) into Eq. (5) yields

δẋ(t) =

[

A+∆A(t)−
1

Θi(t)

(

B+∆B(t)
)

Ψi(t)

]

δx(t)

+
1

Θi(t)

(

B+∆B(t)
)

Γi(t)

(17)

Since (B+∆B(t))Θ−1
i (t) is bounded, the stability of the linear inhomogeneous Eq. (17) is equivalent

to that of the corresponding homogeneous equation. Due to this, the following theorem merely requires to
discuss the stability of Eq. (17) when Γi(t) = 0.

Theorem 1. [14, 24, 25]Consider the linear system (17) with Γi(t) = 0, then

δẋ(t) =
(

A−
BΩi

Φi

+N(t)
)

· δx(t) (18)
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where

N(t) = ∆A(t) +
BΩi

Φi

−
B+∆B(t)

Θi(t)
Ψi(t) (19)

Φi =

{

1 if Di +∆Di(t) = 0 (Case 1)

Di if Di +∆Di(t) 6= 0 (Case 2)
(20)

Ωi =

{

Gi if Di +∆Di(t) = 0 (Case 1)

Ci if Di +∆Di(t) 6= 0 (Case 2)
(21)

Suppose that for some c1i, c2i > 0

‖e

(

A−
BΩi

Φi

)

t
‖ ≤ c1ie

−c2it, ∀t ≥ 0 (22)

Once a set of σi > 0 exist and conform to the following inequality

‖N(t)‖ ≤ σi <
c2i
c1i

, ∀t ≥ 0, ∀i = 1, ...,m (23)

system (18) is marginally stable for all i.

To guarantee the invariance properties of the SMC, a set of control laws should be generated to ensure
si(t) · ṡi(t) < 0. Considering the following reaching laws

ur,i(t) = −Φ−1
i

[

ξ1i · ρi(t) · sgn
(

si(t)
)

+ ξ2i · si(t)
]

(24)

where

ρi(t) =

{

‖GiE‖ · P (t) + |Gi(Aδx(t) +Bδu(t))| (Case 1)

‖CiE‖ · P (t) + |Ci(Aδx(t) +Bδu(t))|+ kB (Case 2)
(25)

P (t) = ‖Haδx(t)‖+ ‖Hbδu(t)‖, ξ1i > 1/η, and ξ2i > 0.
The following theorem will show the invariance of the sliding motions.

Theorem 2. Consider the system (5) operating under the i − th regulator. If the i − th reaching law is
synthesised as in Eq. (24), system states can then be driven to the i− th sliding surface.

Proof. Choose the Lyapunov function

V (t) =
1

2
s2i (t) (26)

From Eqs (12) and (24), it has

sat(ur,i(t))Φi · si(t) = ω(ur,i(t)) · Φiur,i(t) · si(t)

= −ω(ur,i(t))
[

ξ1iρi(t)|si(t)|+ ξ2is
2
i (t)

] (27)

According to Remark 3, it is obtained that

sat(ur,i(t))Φi · si(t) < −η
[

ξ1iρi(t)|si(t)|+ ξ2is
2
i (t)

]

(28)

Case 1: Di +∆Di(t) = 0
By utilising Eqs. (14) and (5), V̇ (t) can be obtained as

V̇ (t) =si(t) · ṡi(t)

=si(t) ·
[

GiAδx(t) +GiBδu(t) + sat
(

ur,i(t)
)]

+ si(t) · [Gi∆A(t)δx(t) +Gi∆B(t)δu(t)]
(29)

6



Consider Assumption 1, then it has

V̇ (t) ≤|si(t)| · |GiAδx(t) +GiBδu(t)|+ si(t) · sat
(

ur,i(t)
)

+ |si(t)| · ‖GiE‖ ·
(

‖Haδx(t)‖+ ‖Hbδu(t)‖
)

=|si(t)| · ρi(t) + Φisi(t)sat
(

ur,i(t)
)

(30)

Combining (30) with (28), it has

V̇ (t) ≤|si(t)| · ρi(t)− ηξ1iρi(t)|si(t)| − ηξ2is
2
i (t)

=(1− ηξ1i)ρi(t)|si(t)| − ηξ2is
2
i (t) < 0

(31)

Case 2: Di +∆Di(t) 6= 0
By utilising Eq. (14) and (5), V̇ (t) can be obtained as

V̇ (t) =si(t) · ṡi(t)

=si(t) ·
[

CiAδx(t) +CiBδu(t) + ẇi(t) +Disat
(

ur,i(t)
)]

+ si(t) · [Ci∆A(t)δx(t) +Ci∆B(t)δu(t)]
(32)

Consider Assumptions 1 and 2, then

V̇ (t) ≤|si(t)| ·
(

|CiAδx(t) +CiBδu(t)|+ kB

)

+Disi(t)sat
(

ur,i(t)
)

+ |si(t)| · ‖CiE‖ ·
(

‖Haδx(t)‖+ ‖Hbδu(t)‖
)

=|si(t)| · ρi(t) + Φisi(t)sat
(

ur,i(t)
)

(33)

Combining (33) with (28), then

V̇ (t) ≤|si(t)| · ρi(t)− ηξ1iρi(t)|si(t)| − ηξ2is
2
i (t)

=(1− ηξ1i)ρi(t)|si(t)| − ηξ2is
2
i (t) < 0

(34)

So far, the invariance of the sliding motions has been proved, i.e., employing the reaching laws in Eq. (24)
can ensure that the system states globally converge to the corresponding sliding surface in finite time despite
the existence of the rate constraints and the uncertainties.

3.2. Additional discussions

Among various kinds of practical issues in aircraft engine control, some crucial considerations are dis-
cussed in the following subsections.

3.2.1. Entire switching system

According to the switching framework as shown in Fig. 1, all the regulators can be divided into two sets,
Sets L and H. The regulators connected to the min selector are all included in Set L, while the rests that
connected to the max selector are included in Set H. With the definition of L and H, qmin and qmax are
used to denote the indices of the selected regulators.

qmin(t) = argmin
j∈L

{ur,j(t)}

qmax(t) = argmax
k∈H

{ur,k(t)}
(35)
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where subscript ‘min’ and ‘max’ for the min and max selector respectively. Accordingly, the overall regulator
index q can be expressed as

q(t) =

{

qmin(t) if minj∈L{ur,j(t)} ≥ maxk∈H{ur,k(t)}

qmax(t) if minj∈L{ur,j(t)} < maxk∈H{ur,k(t)}
(36)

With the aid of q, the overall control input and the overall sliding function can be expressed as ur(t) =
ur,i=q(t) and s(t) = si=q(t) respectively.

Even though the system can be stabilised by every single regulator, it cannot guarantee that the entire
switching system is stable. Multiple Lyapunov approaches from [26, 27] have been proposed for the switch-
ing problems, however, it is difficult to find an appropriate Lyapunov function or to meet some certain
requirements.

Applying the theory of invariant set is a solution to overcome this difficulty. Ritcher[6] shows a global
stability of a multi-regulator system switched by max-min selectors. In the case of min switching, for
example, he firstly proved that when s(t) = 0 and i = q, the set of the states is invariant. And then, he
proved that when i = q, s(t) tends to be zero in finite time. Finally, he showed that for i 6= q, index i
switches to q in finite time. The results of his paper explain the stability of our switching system after some
modifications.

3.2.2. Measurement noise

Consider that a bounded noise µn(t) is introduced to measurement. In such a practical case, the measured
si, says ŝi, will have a different value from the real one due to the noise, i.e.

ŝi(t) = si(t) + µn(t) |µn(t)| ≤ δ (37)

According to which the sliding surface si(t) = 0 is replaced by a sliding layer ŝi(t) ≤ δ. For the sliding layer,
Theorem 1 can be adopted without any change because si(t) is assumed to be zero when ŝi(t) ≤ δ. As for
the reaching laws, Eq. (24) should be supplanted by

ur,i(t) = −Φ−1
i

[

ξ1i · ρ̂i(t) · sgn
(

ŝi(t)
)

+ ξ2i · ŝi(t)
]

(38)

Compared to ρi in Eq. (25), ρ̂i in Eq. (38) should include an additional gain to compensate for the bounded
noise. By applying Theorem 2 with some modifications, however, it is not difficult to prove that Eq. (38)
can drive the system state trajectories into the i− th sliding layer ŝi(t) ≤ δ.

3.2.3. External disturbance

For an aircraft engine, the change of environmental parameters is typically regarded as a major external
disturbance. Even though SMC method is suitable for solving problems with disturbance, applying it to a
single design still cannot cover the entire flight envelope with satisfactory performance. Because ambient
conditions such as temperature and pressure vary in a considerably wide range. To address the entire
envelope, a piecewise linear method is commonly used to divide the whole range into small pieces. Add a
disturbance µd(t) to Eq. (4)

δẋ(t) = A · δx(t) +B · δu(t) + µd(t) (39)

Within a small area, the environmental disturbance is small enough and can be converted into the model
uncertainties, i.e., µd(t) = ∆A′(t)δx(t) + ∆B′(t)δu(t). As a result, Eq. (5) can be employed directly to
represent the disturbed system where ∆A and ∆B are presumed to contain ∆A′ and ∆B′ respectively.

4. Application to turbofan engine

The presented method is applied to a model turbofan similar to the General Electric CF6 series. The
model was created utilising library GTML-E developed on behalf of Beihang University. GTML-E is an
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open source MATLAB/Simulink library for gas turbine modeling and simulation[28]. The Iterative Newton
Raphson Solver block used in GTML-E is based on T-MATS package[19]. All component characteristic
maps and relevant data are acquired from a commercial software called GSP[29]. The employed model is
quite mature and has been applied to other researches on control design [14, 23, 30].

4.1. Preparation for numerical simulation

Figure 2: Simulation architecture of the closed-loop system.

Fig. 2 exhibits the simulation architecture of the closed-loop system, which consists of the model turbofan
engine and a set of controllers within the max-min selection framework. The plant has a single input, three
outputs, and two state parameters. It should be noted that all above parameters have been normalised with
their nominal values: control input u(t) is the normalised fuel flow (Wf (t)/Wf,n); outputs y1(t), y2(t), and
y3(t) are the normalised exhaust gas temperature, high-pressure compressor outlet pressure, and fan speed
respectively (T45(t)/T45,n, P3s(t)/P3s,n, and N1(t)/N1,n). In addition, x1(t) and x2(t) are the normalised
fan and core speed (N1(t)/N1,n and N2(t)/N2,n).

For a standard day under the cruise condition, Tab. 2 summarises nominal and limit values of above
variables in this application. At the nominal point, the engine model is linearised to obtain the linearisation
matrices as follows

A =

[

−2.4797 0.8963
−0.3582 −1.0845

]

, B =

[

0.4881
0.2845

]

C =





−0.5696 −0.0446
1.2149 0.8238
1.0 0.0



 , D =





0.4848
0.2028

0





(40)
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Table 2: Turbofan nominal parameters of cruise (Altitude 10,668 m, Mach Number 0.84)

Parameter Value Unit Limit
Wf 0.85 kg/s -
N1(t) 3,180 rpm -
N2(t) 9,618 rpm -
T45 944.2 K ≤ 1, 050
P3s 1,123 kPa ≥ 780

4.2. Limitation of existing researches

As for the sliding mode strategy, especially when mechanical actuators are involved, most of the re-
searchers focus on its high-frequency nature, which can lead to chattering issues. However, only attenuating
the chattering is far from satisfactory. Even if the chattering phenomenon can be effectively attenuated by
no matter what methods, system constraints may lead to severe degradation of system performance. In
this subsection, three types of system constraints are discussed and the adverse effect of the constraints is
revealed.

a) Input constraints:
When a border of input constraints is reached, some control inputs will be saturated and therefore bring
static tracking errors to the closed-loop system. Fortunately, this doesn’t affect the system stability as
discussed in Remark 1.

b) Input rate constraints:
Classical SMC methods often conflict with input rate constraints due to its high-frequency switching
nature. Once the realistic input rate cannot follow the desired value, the condition of Lyapunov stability
will be violated. As a result, the closed-loop system may oscillate or even become unstable.

c) Output constraints:
Unlike the other two types of constraint, output constraints are introduced on designers’ own initiative.
By using the max-min switching framework, output constraints are designed to safeguard an engine from
operating under overload.

Since rate constraint is a major concern, two simulations are carried out to show its adverse effect. The
existing SMC design from [6] is applied in both simulations. In the first one, an ideal situation is considered
where the input rate of the plant can be infinitely large. In the other one, a practical situation is considered
where the input rate is limited by kA = 0.5(kg/s2). In both situations, the engine is firstly accelerated from
an equilibrium point to another one with a 280 (rpm) increment of fan speed. After 4 seconds, the engine
is decelerated back to the original equilibrium point.

Fig. 3 shows the trajectories of fan speed N1 and exhaust gas temperature T45 under the two situations.
In the ideal situation, N1 has smooth responses while T45 maintains its value below the limit of 1050
(K). In the rate limited situation, however, N1 responds unsmoothly, T45 exceeds the limit and oscillates
considerably.

Fig. 4 shows the trajectories of overall control input rate ur and the overall sliding function s under two
different situations. In the ideal case, unconstrained ur guarantees that s converges monotonously. As for
the rate limited case, ur is bounded within its limit value kA = 0.5(kg/s2) but s can no longer converge
to zero monotonously. The occasional jumps of the sliding function s(t) violate the monotonous reaching
property, which is the cause of the noticeable temperature oscillation in Fig. 3. With a proper set of control
gains, no chattering phenomenon is shown in Figs. 3 and 4. In this case, however, Fig. 4 shows that the rate
constraints can still cause the closed-loop system oscillating severely.

According to the results, it can be concluded that merely attenuating the chattering, which has been
extensively studied by the researchers, has limited ability to improve the closed-loop performance.
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Figure 3: Influence of input rate constraints on the classical SMC design. Compared to the ideal case, the rate limited case
shows unsmooth N1 (fan speed), overshot and oscillated T45 (exhaust gas temperature).

4.3. Parameter selection for the design

The parameter selection of the presented design can be divided into three steps. The first step is to
determine a desired dynamic as reference. As mentioned before, G is introduced as an extra degree of design
freedom, which gives us the opportunity to choose a desired pole of the nominal dynamics A−BG. In this
application case, for example, once the pole (-2.2, -1.6) is decided, G can be obtained as G = [−0.55 1.78]
by pole placement. The second step is to choose the reaching law gains ξ. According to the proposed
reaching laws, the gains should satisfy ξ1i > 1/η and ξ2i > 0, where i = 1, ...,m. Generally, a larger gain
may increase the reaching rate but an excessively large gain can cause undesirable chattering phenomenon.
As a result, a smaller gain that still leads to a satisfactory reaching rate is preferred out of safety concerns.
The third step is to determine the parameter values of Ha, Hb, E, and kB , which are related to the ranges
of uncertainties. It should be noted that only when the ranges are wide enough to cover the actual model
mismatch (Assumptions 1 and 2 are satisfied) can Theorems 1 and 2 guarantee a robust control design. In
practice, however, trial and error may be involved in the second or the third step of the selection. The final
selection result of the presented design is shown as in Eq. (41).

kB = 0.06,Hb = [0.2 0.2]T

Ha =

[

0.5 0
0 0.5

]

,E =

[

1 0
0 1

]

, ξ =

[

2.6 2.6 2.6
50 25 10

]

(41)

The gains in ξ are vital parameters to be adjusted. To show the influence of different gains, a comparative
study is carried out as follows. Besides the ideal case and the rate limited case with ξ, two other simulations
are conducted with different gains, e.g., 0.5ξ and 2ξ. All simulations are carried out with the engine firstly
accelerating from the cruise point to the other point and then decelerating back to its starting condition.
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Figure 4: Limited ur (overall control input rate) and its influence on s (overall sliding function). The ideal case shows that ur

can be large enough to guarantee the s with monotone convergence. While the rate limited case shows the s with non-monotone
convergence.

Fig. 5 shows the trajectories of fan speed N1 and exhaust gas temperature T45 under the four cases.
Compared with the ideal case, all the rate limited cases show slower responses. For every case, N1 has a
smooth response and T45 maintains its value below the limit of 1050 (K). In the scaled footage of N1, the
response in rate limited case with ξ(yellow) is obviously higher than that with 0.5ξ(violet) but slightly lower
than that with 2ξ(orange). This shows that increasing the gains can lead to a faster response. However, the
increase in response speed has an upper bound because of the rate constraints. A similar situation can be
found in the footage of T45 where larger gains result in faster responses.

Fig. 6 shows the trajectories of overall control input rate ur(t) and the overall sliding function s(t) under
the four cases. The ideal case shows an unconstrained ur(t) while the rate limited cases show the ur(t)
bounded by its limit value kA = 0.5(kg/s2). All cases show that s(t) converges to zero monotonously. In
the left footage of ur(t), the rate constraint can be recognised as a straight line above the ur(t) in all rate
limited cases. Since larger gains mean faster responses of the engine, it is not surprising that ur(t) with 2ξ
stays on its constraint for the longest time among the three rate limited cases. Although a faster response for
better performance is always preferred, the gains should not be excessively large because of its unacceptable
chattering. In the right footage of ur(t), the case with 0.5ξ shows no chattering(violet), the standard
case with ξ shows moderate chattering(yellow) while the case with 2ξ shows the worst chattering(orange).
Actually, it is crucial to decide appropriate gains for the control laws. In practice, the trade-off between
performance(response speed) and safety(chattering) should always be taken into consideration.

4.4. Against disturbance and noise

A final simulation is carried out with the parameters selected above. To show the abilities of noise
attenuation and disturbance rejection, noise and disturbance are introduced in the simulation as shown
in Fig. 2. Disturbance is represented by the change of environmental parameters. Therefore, the constant
values (Altitude 10,668 m, Mach Number 0.84) can be replaced by time-dependent functions, e.g., Altitude =
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Figure 5: Fan speed and exhaust gas temperature responses of proposed SMC design. Compared to the ideal case, the rate
limited cases shows slower responses. All cases show smooth N1 and bounded T45.

10668 + 15t and Mach Number = 0.84 + 0.001t. Bounded noise µn(t) with δ = 0.01 is added to all the
normalised measurements x1, x2, y1, y2, and y3.

Fig. 7 shows the trajectories of N1, T45, s, and Wf . The plots of N1 and T45 are similar to their
counterparts in Fig. 5 but contain obvious measurement noise. Although the disturbance of environmental
parameters is added to the simulation, s converges to zero monotonously, indicating that the proposed
design has the ability of disturbance rejection during tracking and protecting process. In spite of the rough
measurements, the output of control Wf exhibits an almost smooth result, which proves noise attenuation
ability of the design.

Fig. 8 exhibits the transient operating lines on different component maps. The model turbofan accelerates
from the design point to another equilibrium point in the first 4 seconds, and then decelerates back to the
design point, leaving sufficient surge margin on the maps.

With neither iteration nor searching process involved, the calculation of the proposed control law is
relatively direct and simple. Specifically, once engine states x and outputs y are received, each regulator
can calculate its corresponding control input rate ur,i according to Eq. (24). Afterward, the max-min select
logic will decide which regulator is active and the downstream integrator will generate the actual control
input u. Due to such a simple calculation, the computing speed is quite fast. By using a personal computer
with a 1.8 GHz processor, for instance, it took about 5 seconds to finish the 8 seconds simulation where the
sample time is 20 milliseconds and even the calculation of the model engine is included. Consequently, there
should be no worry about the real-time computing performance of the proposed control scheme.
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Figure 6: Overall control input rate ur and sliding function s. The ideal case and the rate limited cases show unconstrained
and constrained ur respectively. All cases show that s converges monotonously.

5. Conclusions

For aircraft engines, it is important to consider system constraints on input, output, and input rate when
the control system is designed. Tab. 3 briefs us the discussion on different types of constraints. Among
the three types of constraints, special attention should be paid to input rate constraints because they may
result in oscillating and even unstable responses of the closed-loop system. In addition, if the input rate
constraints are not considered in practice, SMC with discontinuous laws will have no engineering significance
in the aircraft engine control.

Under the constraints, the design of SMC is discussed for both main regulators (case D = 0) and limit
regulators (case D 6= 0). With a set of sliding surfaces defined, a set of SMC laws with global stability
analysis are proposed. Case studies show that, compared to the existing designs, the proposed one has good
tracking and protecting capability under the system constraints. Moreover, the design has proven abilities
of noise attenuation and disturbance rejection.

The proposed method is valid for a single-input system and is merely in the neighborhood of an equilib-
rium point. Multi-input systems and large-scale analysis should be considered in future research.
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