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A B S T R A C T

A time-domain methodology is proposed based on Kalman filter, to determine the harmonic state estimation in
three-phase electrical grids. Time-domain methodologies based on the Kalman filter need an initial solution to
begin estimating the harmonic state in electrical grids. Previous methods have found this solution using simu-
lated electrical grids; thus, the measurements taken from the simulations are synchronised only with the si-
mulated grid model. In practical power networks, measurements taken from the grid need to be synchronised
with the theoretical grid model. Synchronization between the model and measurements using the Kalman filter
is proposed. This paper also proposes an alternative method to obtain the periodic steady-state solution in power
grids. The method adequately processes the information given by a limited number of measurements to find the
required solution. An experimental case study for a three-phase unbalanced condition with a nonlinear load and
a limited number of measurements is used to validate the proposed methodology, i.e. practical data has been
used instead of synthetic data. Hence, the results are validated by direct comparison of the state estimation
response against the actual data recorded from the experimental laboratory implementation. The results show
that using the proposed methodology, the time-domain harmonic state estimation can be efficiently applied to
the analysis of practical power grids.

1. Introduction

Power quality (PQ) is an important concern in the operation of
power systems due to many reasons, but the ultimate reason is the
economic [1]. PQ problems encompass a wide range of different phe-
nomena such as electromagnetic transients, voltage fluctuations, and
harmonic distortion, among others. A detailed description of adverse
PQ events is reported in [1–3]. As interconnected power systems can be
of large scale, global PQ assessment has practical limitations due to the
restricted number of monitoring points and insufficient knowledge of
the system parameters; hence, power quality state estimation (PQSE)
has been addressed [4–7]. Harmonic state estimation (HSE) [8–16],
which is one of the issues covered by PQSE, will be analysed in this
research work.

In HSE analysis, harmonics can be represented in the frequency
domain [8–10] as well as in the time-domain [11–17]. It is more con-
venient to represent the harmonic spectrum by its harmonic

components, i.e. by the amplitude and the phase of each harmonic
component [8–10]. Time-domain simulators such as the electro-
magnetic transient with direct current program (EMTDC®) [18,19] or
Simulink® are used to analyse the response to specific harmonic sources
through distorted signal waveforms. The potential of the time-domain
approach is that the measurement process is less complex than the one
used in the frequency domain. Further, it obtains and processes the
information regarding harmonics. The registered distorted waveforms
implicitly contain an infinite number of harmonic components.

Reference [11] proposes a time-domain HSE (TDHSE) methodology
to estimate the harmonic state in power systems, based on the Kalman
filter (KF). Since the power grid is modelled by a set of first-order or-
dinary differential equations (ODE), an initial state is required. The
simulation starts from zero as initial condition and the periodic steady-
state solution is obtained by Poincare map and extrapolation to the
limit cycle, using the numerical differentiation (ND) procedure [20,21].
However, this solution needs to be synchronised with the
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measurements when they are taken from the physical electrical grid.
Reference [12] proposes a method that exploits the half-wave

symmetry in the voltage and current waveforms to make the ND
method more efficient in obtaining the periodic steady-state solution
for the KF algorithm. Again, as the measurements are taken from the
simulation, i.e. they are not synchronized with the physical electrical
grid.

Reference [13] proposes a method based on KF as in [11,12] where
the measurements are taken from a scale-down test system set up, i.e.
using experimental data instead of synthetic data. However, the method
has been evaluated only for a balanced condition. In addition, as the
test power system is experimental, the measurements can be capacitor
voltages and inductor currents. In a practical power grid, sending and
receiving end line currents must be the available measurements for
transmission lines.

References [14–16] propose a method to evaluate the TDHSE,
where an accurate initial state is not needed. The method considers the
grid parameters to be exact. However, the uncertainty of the parameters
should be considered.

This research work proposes a time-domain methodology to esti-
mate the harmonic state, where measurements are taken from the
physical electrical grid. The proposed methodology is performed in
three steps: first, by using a limited number of measurements taken
from the electrical grid, an algorithm based on the KF to obtain a fast
periodic steady-state solution is proposed; second, by exploiting the
half-wave symmetry, the current and voltage waveforms are obtained
using half-cycle; and third, by applying the fast Fourier transform (FFT)
to evaluate the harmonic content in a waveform signal, the frequency
domain harmonic state is obtained.

The remaining paper is organised as follows: Section 2 describes the
proposed methodology; Section 3 details the experimental low-order
model of the electrical grid to validate the proposed methodology;
Section 4 reports and compares the results obtained with the proposed
methodology against those obtained from the laboratory test system
response and Section 5 draws the main conclusions from this research
work.

2. Proposed methodology

The complete scheme for the TDHSE problem is shown in Fig. 1. The
description of the blocks is detailed next.

2.1. Plant modelling

The power system can be modelled in the state-space framework
through a first-order ordinary differential equation (ODE) set, i.e.

= +d dt t tx Ax Bu( ) ( ) (1)

where x∈ N� is the state vector, ∈ ×A N M� is the state matrix, ∈u R� is
the input vector, and ∈ ×B N R� is the input matrix. Matrices A and B
are formed by the parameters of the electrical grid components such as
transmission lines, capacitive banks, transformers and synchronous
generators.

The observable outputs are usually defined by

= +t t ty Cx Du( ) ( ) ( ) (2)

where ∈y M� is the output vector, namely the observable outputs, i.e.
the outputs that can be measured such as busbar voltages and sending
or receiving line currents. ∈ ×C M N� is the output matrix that defines
which variables are measured and ∈ ×D N N� is the direct transmission
matrix that is usually assumed as zero. A detailed procedure to build the
matrices A, B, C, and D of the plant model in (1–2) is reported in [11].

The continuous time-domain plant model formulated by (1–2) can
be transformed into a discrete time formulation through several
methods [22] if t is discretised as,

=t k kT[ ] S (3)

where TS is the sample period, and k is the k-th sample. The discrete
transformation of (1–2) results in,

+ = +k k kx Φx Gu[ 1] [ ] [ ] (4)

=k kz Hx[ ] [ ] (5)

where the notation of kTS is represented by k, ∈ ×Φ N N� is the transi-
tion state matrix, ∈ ×G N R� is the discrete input matrix, ∈ ×H M N� is
the measurement matrix, and ∈z M� is the output measurement vector
taken from the electrical grid, having the system M measurements and
N states.

The Nyquist theorem states that the minimum sampling frequency
=F T1S S must be,

=F fh2S (6)

where f is the fundamental frequency and h is the maximum harmonic
order.

2.2. Kalman filter algorithm

The plant modelled by (4–5) does not consider the errors in the
plant model parameters and measurements. In order to consider the
uncertainty of the parameters in the plant model given by (4), as well as
the error in the measurements given by (5), the complete plant model
used by the KF algorithm is redefined as,

+ = + +k k k kx Φx Gu w[ 1] [ ] [ ] [ ] (7)

= +k k kz Hx v[ ] [ ] [ ] (8)

where ∈w N� and ∈v M� are the error vectors associated to the plant
model and measurements model, respectively. These errors can be
modelled as random noise.

The KF algorithm and its variants [23–26] are based on minimising
the squared error ∈e N� , defined as,

= −k k ke x x[ ] [ ] ^[ ] (9)

where kx̂[ ] is the estimate state vector. The main objective of the KF
algorithm is to minimise the error covariance matrix ∈ ×P N N� defined
by,

= ×k E k kP e e[ ] { [ ] [ ] }T (10)

where E is the expected value operator. The a priori error covariance
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Fig. 1. Complete scheme of the time-domain harmonic state estimation pro-
blem.
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matrix ∈ ×P~ N N� is defined as,

+ = +k kP ΦP Φ Q~ [ 1] [ ] T (11)

where ∈ ×Q N N� is the plant covariance error matrix associated to w.
The state variables vector +kx~[ 1], a priori projected, are determined
by (4). The estimate state vector +kx̂[ 1] is updated using the Kalman
filter gain as,

+ = + + + −k k kK P~ H HP~ H R[ 1] [ 1] ( [ 1] )T T 1 (12)

+ = + + + + − +k k k k kx x~ K z Hx~^[ 1] [ 1] [ 1]( [ 1] [ 1]) (13)

where ∈ ×R N M� is the measurement error covariance matrix asso-
ciated to the noise vector v.

It is assumed that Q and R are uncorrelated and their mean values
are zero. The state variables and the error covariance matrix in the first
step are defined based on the initial condition, i.e. x0 and P0. The error
covariance matrix is updated as,

+ = − + +k k kP I K H P[ 1] ( [ 1] ) ~ [ 1] (14)

The iterative KF is executed during a time interval defined for each
case study.

2.3. Half-wave symmetry

In this methodology, it is assumed that the power system is oper-
ating in periodic steady-state. Hence, distorted voltage and current
waveforms are periodic. Symmetry of waveforms with respect to the
origin of coordinates is called half-wave symmetry [27]. A periodic
waveform v t( ) is half-wave symmetrical if it satisfies

= − ⎛
⎝

± ⎞
⎠

∀v t v t T t( ) 1
2 (15)

Once the initial steady-state is determined, the KF is executed to
determine the estimated voltage and current waveforms at un-
monitored busbars. By exploiting the half-wave symmetry property, the
KF is executed only a half-cycle [12,16]. If a cycle is divided into N
samples, it is necessary to numerically process only N/2 samples.

Definex̂half as the estimated half-cycle. A full cycle can be formed
using,

= ∪ −x x x^ ^ ^half half (16)

where ∪ is the union operator.

2.4. Measuring process

The number and corresponding location of measuring devices are
challenging tasks. Reference [28] reports a method in the time-domain
to optimise the number of measuring devices and their respective lo-
cations.

Nowadays, the advanced metering infrastructure (AMI) is being
implemented in power systems, which has led to the concept of smart
grids. This enables access to voltage and current waveforms synchro-
nized by global positioning system (GPS). Hence, the available data can
be changed into useful information for the state estimation process.

State variables are the busbar voltages and the inductor branch
currents; the measurements can be busbar voltages and inductor branch
currents. [11,12]. Although busbar voltages correspond effectively to
voltage measurements, the inductor branch currents in transmission
lines, modelled by an equivalent π-model and the linear load, modelled
by a RL parallel circuit, are not physically available. Reference [28]
reports a procedure to incorporate to (8) the measurements corre-
sponding to sending and receiving end line currents as well as RL
parallel load currents.

2.5. Periodic steady-state solution

As KF algorithm is based on an ODE discrete set; it needs an initial
steady-state solution to begin the estimation process. In addition, as the
KF algorithm takes the actual measurements to correct the prediction,
they need to be synchronised with the plant model. In practical elec-
trical grids, the measurements are taken from the network at any time;
so they are not synchronized to the grid model defined in (8). Hence, a
synchronised periodic steady-state solution to the measurements is
needed [11,12].

In this research work, an alternative method to account for the
periodic steady-state by the TDHSE algorithm is proposed. As it can be
observed from Fig. 1, the method to determine the periodic steady-state
solution uses the available measurements. The proposed algorithm is
illustrated by the flowchart in Fig. 2 to achieve this solution. The de-
scription of the algorithm is detailed next.

First, the initial condition is defined. An arbitrary initial solution is
proposed. It is common to set the initial state to zero. Two counters are
defined: the k counter, defined previously as the sample number and a
new counter named j that defines the number of times the sample is
synchronised with the corresponding measurement. These counters are
initially set to k = 1 and j = 0.

The KF algorithm is executed until the counter j reaches a sufficient
number of times to ensure that synchronisation has been reached. To do
that, the KF uses the initial solution and the available measurements
taken from the physical electrical grid to perform an initial estimation,

̂x[k]. This estimation is compared with the corresponding measurement
vector z[k]. If the comparison is less than a small number ε, it can be
assumed that the actual sample is synchronised with the corresponding
measurement and the counter j is increased. Otherwise, it is set to zero
and the process continues for the next sample. If the counter j is

Fig. 2. Algorithm to obtain the periodic steady-state solution to synchronise
measurements with the network model.
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increased, a subsequent testing is done to ensure that the synchroni-
sation is reached, i.e. two times is enough to consider that the periodic
steady-state is achieved.

2.6. Fast fourier transform

The evaluation of the harmonic components in a distorted wave-
form is a challenging task [29–32]. If the electrical grid is considered in
a steady-state, the FFT is used to determine the harmonic components
in a distorted waveform, since it can perform fast conversion from time-
domain to frequency domain [33]. These harmonic components are
sinusoidal waveforms with frequency multiples of the fundamental
frequency; each harmonic component has its own amplitude and phase.
In this study, the FFT is applied to (16) to transform the time-domain
data solution into the frequency domain response. The FFT allows the
assessment of the total harmonic distortion (THD) of voltage and cur-
rent waveforms. The power and demand factors can be obtained with
these data under non-sinusoidal or harmonic distortion condition.

Prony’s method is an alternative procedure to determine the har-
monic spectrum from a signal, when dealing with short-time windows.
However, the computational effort can be significant during the root-
finding process of the polynomial equation used by the method. In
addition, Prony's method is sensitive to noise, requiring an increase in
the order of the model when noise is present in the resulting waveforms
[34–37].

3. Experimental test electrical grid

3.1. Three-phase five-busbars test power system

Theoretical test systems have been proposed for harmonic analysis
[38–40]. An experimental single-phase system, i.e. under balanced
conditions, has been reported in [13]. For unbalanced condition, it is
necessary to represent the plant as a three-phase circuit. The self and
mutual parameters are needed.

In this contribution, an unbalanced three-phase five-busbar test
electrical grid has been proposed for experimental HSE assessment and
validation of the proposed TDHSE methodology. Fig. 3 shows the de-
tails of the actual laboratory implementation, including the location of
three-phase voltage and current measurements. Please notice that the
monitored locations are associated with busbars 1, 2 and 5; the un-
monitored busbars are 3 and 4.

Different measurement configurations can be implemented. If the
number of measurements is augmented, e.g., measuring voltages or
currents at busbars 3 or 4, as more measurements are available to assess

the state estimation, the estimation error has a tendency to decrease. If
the number of measurements is decreased, e.g., due to instrument
failure, bad calibration or communication link faults, the estimation
error tends to increase, and some state variables are difficult to esti-
mate, mainly those related to the lost measurements.

3.2. Three-phase power system modelling

3.2.1. Three-phase line model.
The three-phase lines are modelled by an equivalent π-circuit [41].

If symmetrical components are known, the line impedance matrix Z is
given as,

=
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

Z
Z

Z Z
Z Z Z
Z Z Z

self mutual mutual

mutual self mutual

mutual mutual self (17)

where = ++Z Z Z(2 ) 3Seq Seq
self

0 and = − +Z Z Z( ) 3Seq Seq
mutual

0 . The
KF can consider insufficient knowledge of parameters. For the experi-
mental test system, the mutual impedance is set to zero. Hence, the
matrix Z is given by,

=
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

Z
Z

Z
Z

0 0
0 0
0 0

self

self

self (18)

3.2.2. Three-phase generator model.
Synchronous generators can be modelled in several ways [42,43].

For the case study to be reported, the units are represented by a sinu-
soidal voltage source behind an impedance. The mutual impedance is
assumed to be zero. Hence, the generator impedance ZG is given as,

=
⎡

⎣
⎢
⎢

+
+

+

⎤

⎦
⎥
⎥

R L
R L

R L
Z

0 0
0 0
0 0

a

a

a

G

self

self

self (19)

3.2.3. Three-phase linear load model.
The three-phase linear loads are modelled as RL branches. Hence,

the impedance of the linear load is given by,

=
⎡

⎣
⎢
⎢

+
+

+

⎤

⎦
⎥
⎥

R L
R L

R L
Z

0 0
0 0
0 0

L

load load

load load

load load (20)

3.2.4. Three-phase nonlinear load model.
The three-phase nonlinear load is modelled as injected harmonic

current sources [44,45], i.e.,

=
⎡

⎣
⎢
⎢

+ +⋯+
+ +⋯+

− + − +⋯+ −

⎤

⎦
⎥
⎥

I I I
I I I

I I I
I

0 0 0
120 120 120

120 120 120

h

h

h

H

1 2

1 2

1 2

  
  

   (21)

3.3. Implementation of the three-phase five-busbar electrical power grid

The experimental three-phase five busbar electrical grid has been
implemented in laboratory using the Electromechanical Training
Systems model 8013 of Lab-Volt [46]. The modules consist of syn-
chronous generators, medium-length transmission lines, capacitor
banks and electrical linear loads. The line to line base voltage and the
three-phase base apparent power are 208 V and 900VA, respectively.
Fig. 4 shows the wiring test power system.

The self-parameters for lines, generators, linear loads, and injected
vars are given in Tables 1–4, respectively.

The nonlinear load is represented by the injected harmonics at
busbar 5 in phases A and C. There is no harmonic current injection in
phase B to increase the unbalanced condition of the test system. The

Fig. 3. Laboratory implementation of the proposed three-phase five-busbar test
power system.
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unbalanced three-phase harmonic source is generated by an in-
candescent light dimmer per phase connected at busbar 5, as detailed
next.

Fig. 5 shows the three-phase unbalanced nonlinear load. It consists
of parallel incandescent lights with a control circuit consisting of a
dimmer bridge based on silicon-controlled rectifiers. The thyristor
firing angle can be adjusted to control the load power flow. Each
dimmer has been set to a different value to obtain an unbalanced three-
phase nonlinear load. These nonlinear loads inject a wide range of
harmonic components into the power system [29]. The unbalanced
harmonics injected at busbar 5 are given in Table 5.

3.4. Measurement process implementation

The data acquisition system has been implemented with the
Tektronix TDS2024C, 200 MHz, 4 Channels, and 2 GS/s Digital Storage
Oscilloscope, which can be connected to a computer using the rear-
panel USB device port for data transfer. Passive voltage electrodes
provide a low cost, general purpose voltage testing solution. However,
for current measurement, current probes were used to enable the os-
cilloscope to measure current, extending its use beyond just measuring
voltage. As measurements need to be synchronised, a common channel
was used to ensure this condition.

3.5. Detailed modelling of three-phase five busbars test system

Since the system has 7 transmission lines, 2 linear loads, 2 gen-
erators and 5 busbars, × =16 3 48 state variables are defined. Hence,
according to (4) and using linear algebra and circuit theory, the test
system model is represented by a set of 48 first-order ODE’s. Table 6
indicates the selected state variables and their corresponding names.

The state variables in the first five rows of Table 6 indicate the phase
voltage of busbars 1–5, phases A, B, and C. The following two rows
indicate the phase current of generators 1 and 2, phases A, B, and C,
respectively; rows 8–14 indicate state variables for phase current in
lines, phases A, B, and C. The last two rows indicate the state variables
for the load inductive current of busbars 3 and 4, phases A, B, and C,

Fig. 4. Wired three-phase five-busbar test electrical power grid.

Table 1
Self parameters of transmission lines.

Lines Impedance Line charging

1–2 0.02 + j0.06 j0.030
1–3 0.08 + j0.27 j0.025
2–3 0.06 + j0.18 j0.020
2–4 0.06 + j0.18 j0.020
2–5 0.04 + j0.12 j0.010
3–4 0.01 + j0.03 j0.010
4–5 0.08 + j0.27 j0.025

Table 2
Self parameters of synchronous generators.

Generator Impedance

1 0.0125 + j0.3848
2 0.125 + j0.3848

Table 3
Self parameters of linear electrical loads.

Busbar Watts Vars

1 0 0
2 0 0
3 0.4 0.2
4 0.8 0.4
5 0.6 0

Table 4
Self parameters of injected vars.

Busbar Vars

4 0.4
5 0.2

Fig. 5. Thyristor-controlled three-phase resistive circuit modelling a nonlinear
load connected to busbar 5.

Table 5
Unbalanced harmonics injected at busbar 5.

Order % Phase A
fundamental

Phase A (rad) % Phase C
fundamental

Phase C (rad)

3 15.0225 0.2573 52.4612 −1.2070
5 13.5759 −1.9159 20.3254 −1.0810
7 4.2622 2.2053 10.1592 −0.9570
9 5.1704 0.6350 11.8031 0.2477
11 4.5197 −2.2071 13.1627 0.0228

Table 6
Three-phase state variables and physical variables.

State variable Physical variable

x1, x17, x33 Phase voltages, busbar 1
x2, x18, x34 Phase voltages, busbar 2
x3, x19, x35 Phase voltages, busbar 3
x4, x20, x36 Phase voltages, busbar 4
x5, x21, x37 Phase voltages, busbar 5
x6, x22, x38 Phase currents, generator 1
x7, x23, x39 Phase currents, generator 2
x8, x24, x40 Phase currents, line 1–3
x9, x25, x41 Phase currents, line 1–2
x10, x26, x42 Phase currents, line 2–3
x11, x27, x43 Phase currents, line 2–4
x12, x28, x44 Phase currents, line 2–5
x13, x29, x45 Phase currents, line 3–4
x14, x30, x46 Phase currents, line 4–5
x15, x31, x47 Load inductive currents, busbar 3
x16, x32, x48 Load inductive currents, busbar 4
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respectively. The variables x1-16 represent the phase A state variables.
The state variables x1 to x5 represent the busbar voltages 1–5, x6 and
x7 represent the generator currents 1–2, x8 to x14 represent the lines
currents, and x15-16 the load inductive currents. Similarly, state vari-
ables x17-32 correspond to phase B, and state variables x33-48 to phase
C.

4. Results

4.1. Test system based harmonic state

The actual harmonic state is obtained from the test system set up
shown in Fig. 3. Measurements have been taken with the digital oscil-
loscope, set to Fs = 50,000 samples per second. These practical mea-
surements define the actual harmonic state. The busbar voltages,
sending, and receiving end line currents have been recorded. Fig. 6
shows the three-phase voltages at busbar 3, displayed by the oscillo-
scope. An average of 1.8% of unbalance between phases can be ob-
served. The unbalanced harmonic condition is given in Table 5. The
phase A voltage at busbar 1 has been taken as a reference and con-
tinuously measured in channel 1 to synchronize the rest of the mea-
surements; channels 2 to 4 measure phases A (channel 2), B (channel 4),
and C (channel 3), respectively. Although there are no injected har-
monics in phase B, it may be observed that the waveform of phase B
contains harmonic distortion due to electromagnetic coupling. In ad-
dition, there is a phase shift between busbars 1 and 3.

4.2. Periodic steady-state solution

The measuring devices placed as shown in Fig. 3 provide mea-
surements of busbar voltages and of sending and receiving line currents
that have been incorporated into the measurement equation. Hence, the
resulting measurement vector is ∈z 33� and since ∈x 48� , the resulting
measurement matrix is ∈ ×H 33 48� .

The harmonic state estimation solution has been obtained with the
proposed method and compared against the response obtained with the
previously-developed methodologies [11,12,20]. The trajectory of the
three-phase voltage at unmonitored busbar 3 is analysed. The particular
solution found will be indicated with black circles in the corresponding
figures.

The EMTDC® based on the trapezoidal rule (TR), has been used to
determine the periodic steady-state solution. This method is also known
as Brute Force (BF) method due to the long-time taken to reach the
steady-state. The particular solution is reached in the cycle 45, i.e.
750 ms. Fig. 7 shows the trajectory response to reach this solution. Only
the first and last two cycles are shown with more detail.

Fig. 8 shows the response to reach the steady-state solution by the
Numerical Differentiation (ND) method. The steady-state solution is
reached after 4 cycles, i.e. 66.66 ms. ND takes the first-order ODE set
which models the system and evaluates the periodic steady-state using
the Poincaré map and the limit cycle extrapolation of the state variables

[11]. Firstly a base cycle is obtained and with a perturbed value at the
base cycle beginning the difference between the last two values is used
to obtain the state variable difference, which allows to identify the state
transition matrix, in turn this matrix is used to calculate the limit cycle
for the state variables [20].

Fig. 9 shows the periodic steady-state solution obtained with the
Enhanced Numerical Differentiation (END) method [12]. The time to
determine this solution has been only 3 cycles, i.e. 50 ms. These solu-
tions need to be synchronised with the electrical grid model and the
measurements taken from the physical electrical grid.

Now, the steady-state solution is obtained by applying the proposed
algorithm shown in Fig. 2. Different initial states have been used to
evaluate the performance of the proposed algorithm. Fig. 10 shows the
time-domain evolution to find the three-phase voltage steady-state so-
lution using different arbitrary initial states at the unmonitored busbar
3. The steady-state solution is reached at sample 335, i.e. in 6.7 ms. This
reduced time is due to the method is taking into account the available
measurements. As the method uses the measurements from the physical
electrical grid, the solution is synchronised with it. The comparison of
results between the proposed algorithm and previous ones, i.e. the

Fig. 6. The oscilloscope waveforms of the three-phase voltage at busbar 3.
Fig. 7. Periodic steady-state solution is obtained using EMTDC® for the three-
phase voltage of unmonitored busbar 3.

Fig. 8. Unbalanced three-phase voltage at unmonitored busbar 3, ND periodic
steady-state after 3 iterations or 66.6 ms.

Fig. 9. Periodic steady-state solution is obtained using the END method after 4
iterations or 50 ms.
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EMTDC® using the TR [19] and the methods reported in [11–12], are
highlighted in Table 7. It is relevant to mention that the proposed
method is 3.3, 4.4 and 50 times faster than the one reported in [12,11],
and [19], respectively.

The reduced time of the proposed method is due to the use of
available measurements and the numerical process based on the KF to
determine first the steady-state and then the state estimation. It lasts
6.7 ms to reach the sample 335 (Fig. 10) plus half-cycle or 8.3 ms to
apply the KF to assess the state estimation completing 15 ms. EMTDC®,

ND, and END methods do not use measurements, they are based on
numerical methods.

4.3. Time-domain harmonic state estimation

Once the steady-state solution is found, the estimation of voltage
and current can be performed. For illustrative purposes, the unbalanced
three-phase voltage waveform at unmonitored voltage busbar 3 is
analysed. The particular steady-state solution commences at time
t = 750 ms being 102.19, 53.56, and −154.61 Volts for phases A, B,
and C, respectively. It has been marked with circles in Figs. 10 and 11.
The actual three-phase voltage waveforms are also shown in Fig. 11.
These waveforms have been taken from the test power grid im-
plemented in laboratory. It can be observed that the solution is syn-
chronised with the physical electrical grid. Now, with the execution of
the KF algorithm during a half-cycle, half-cycle voltage waveform is
estimated. These estimated waveforms are shown in Fig. 11 in con-
tinuous black line. By exploiting the half-wave symmetry property, a
full-cycle of the voltage waveforms is estimated. They are shown in
Fig. 11 with the discontinuous black line. Hence, the unbalanced three-
phase voltage waveforms at the unmonitored busbar 3 has been accu-
rately estimated. It can be observed that despite the insufficient
knowledge of the plant model parameters, the estimation is in close
agreement with the actual voltage waveforms.

4.4. Total harmonic distortion assessment

Once the voltage and current waveforms have been estimated, the
FFT algorithm is applied to obtain the THD for voltages (although THD
for currents can be also obtained). Table 8 gives the THD as a percen-
tage of the fundamental component for phase voltages at unmonitored
busbar 3. It can be observed that the estimated THD agrees well with
the actual harmonic spectra obtained from recorded data. The max-
imum absolute difference between the actual laboratory THD and the
THD obtained with the proposed methodology is 0.29% for phase A and
the average error is 0.18%. For these unbalanced operating conditions,
a THD of 5.78% was estimated in phase B using the proposed metho-
dology.

The minimum and maximum absolute errors are determined by
comparing the absolute error of the three phases. The average and the
standard deviation are evaluated by using the 3A, 3B, and 3C phase
values of the laboratory test and KF estimation columns of Table 8. The

Fig. 10. Periodic steady-state solution is obtained using an arbitrary initial state
of a) −120 V, b) −68.1 V, c) 0 V, and d) 120 V.

Table 7
Execution time and synchronization.

Parameter EMTDC® [19] ND
[11]

END
[12]

Proposed
method

Time (ms) to reach the steady-
state

750 66.66 50 15

Synchronized with the
electrical grid

No No No Yes

Fig. 11. Actual (laboratory) and estimated unbalanced three-phase voltage at
the unmonitored busbar 3.

Table 8
Phase voltage thd (%) at unmonitored busbar 3.

Phase Laboratory test KF estimation Absolute error

3A 5.9204 5.6234 0.2970
3B 5.8999 5.7868 0.1131
3C 5.1117 4.9745 0.1372
Minimum absolute error (3B) 5.8999 5.7868 0.1131
Maximum absolute error (3A) 5.9204 5.6234 0.2970
Average 5.6440 5.4615 0.1825
Standard deviation 0.3764 0.3508 0.0256
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absolute error is the difference between the laboratory test and the KF
estimation values. The THD is below 5.93% for all values including the
average value; these THD values are due to the unbalanced nonlinear
load connected at busbar 5. The standard deviation is also below
0.38%, and the absolute error is below 0.3% for all values, which shows
the good agreement achieved between the laboratory test and the KF
state estimation.

5. Conclusions

An enhanced time-domain methodology to determine the harmonic
state estimation for unbalanced three-phase electrical power grids has
been proposed. The methodology allows synchronization between the
limited number of measurements taken from the physical electrical grid
and its mathematical modelling. This algorithm has been synchronously
applied to determine the periodic steady-state solution for an electrical
grid using the available limited number of measurements and the
Kalman filter.

The proposed TDHSE method is 3.3, 4.4, and 50 times faster than
the END, ND, and the time-domain solution using EMTDC®, respec-
tively, since the TDHSE uses a half cycle instead of one cycle, to obtain
the harmonic state solution due to the half-wave symmetry property in
the voltage and current waveforms, and also uses measurements asso-
ciated with the KF to obtain the steady-state and the state estimation
result.

The results have been successfully tested and validated against ex-
perimental data instead of synthetic data. The proposed TDHSE meth-
odology has been validated through direct comparison of the estimated
(unmonitored) state variables against the corresponding physical vari-
ables directly measured from the laboratory experiment. A close
agreement between simulated and experimental responses has been
obtained in all cases.
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