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Nonequilibrium magnetic phases in spin lattices with gain and loss
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We study the magnetic phases of a nonequilibrium spin chain, where coherent interactions between neigh-
boring lattice sites compete with alternating gain and loss processes. This competition between coherent and
incoherent dynamics induces transitions between magnetically aligned and highly mixed phases, across which
the system changes from a low to an infinite temperature state. We show that the origin of these transitions can
be traced back to the dynamical effect of parity–time-reversal symmetry breaking, which has no counterpart in
the theory of equilibrium phase transitions. This mechanism also results in very atypical features and we find
first-order transitions without phase coexistence and mixed-order transitions which do not break the underlying
U(1) symmetry, even in the appropriate thermodynamic limit. Thus, despite its simplicity, the current model
considerably extends the phenomenology of nonequilibrium phase transitions beyond that commonly assumed
for driven-dissipative spins and related systems.
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I. INTRODUCTION

Magnetically ordered and disordered phases are ubiqui-
tous in interacting spin systems and represent an area of
intensive research in condensed-matter and statistical physics.
Such phenomena are studied in thermal equilibrium where,
for example, order-favoring interactions compete with ther-
mal or quantum fluctuations. A topic of growing interest is
the study of nonequilibrium properties of interacting spins
or other quantum many-body systems, in particular, in the
presence of external driving and dissipation [1–33]. Such
conditions are naturally found in quantum optical and cold
atom settings [34–40]. In these systems, for example, trapped
atoms are highly isolated from the environment, while effi-
cient dissipation channels can be engineered through optical
pumping and laser cooling techniques. However, in contrast
to their equilibrium counterparts, the stationary states of such
systems are no longer determined by energetic considerations
or by the minimization of a thermodynamic potential. As a
consequence, there is still little known about the general prin-
ciples that govern the formation and the properties of ordered
and disordered phases of such driven-dissipative quantum
systems.

In the context of spin systems, a lot of previous work on
this topic has been focused on the effect of dissipation on
the stationary phases of the transverse field Ising and related
XYZ models [4,7,12,14,20,22,30,32]. While the equilibrium
properties of such models are well known, a general problem
in the study of their dissipative counterparts is that reliable
numerical simulations are only available in one dimension
(1D), where, due to the added damping and (nonequilibrium)
fluctuations, typically no sharp transitions occur [14,32]. No-
table exceptions to this rule are certain classes of boundary-
driven spin models, where dissipation only occurs at the
ends [4,10,30]. In 2D and higher dimensions, where phase
transitions are more easily engineered, exact numerical sim-

ulations are restricted to rather small lattices [14,20,22,32],
while predictions from mean-field theory are still question-
able. Therefore, most of our more reliable insights about
dissipative phase transitions are currently based on studies of
zero-dimensional models, involving, for example, a collective
spin S system [1,3,6,24,28,29], a weakly nonlinear bosonic
mode [41–43], or combinations of both [2,17,26]. In this case
sharp phase transitions can appear for S → ∞ or equivalent
semiclassical limits. The steady states of such models can
be calculated numerically for sufficiently large system sizes,
and, although these systems exhibit phases with enhanced
fluctuations, mean-field theory and linearization techniques
typically still provide a very accurate qualitative description.
From the analysis of many such systems a common picture
of dissipative phase transitions emerged [6,23], where—in
essence—energy gaps are replaced by dissipation rates, but
where the actual phenomenology is still very similar to the
equilibrium case: There are discontinuous first-order phase
transitions near which two distinct quasistationary states can
coexist and continuous second-order phase transitions as-
sociated with the breaking of a symmetry. Naturally, this
motivates the search for nonequilibrium critical phenomena
that lie outside of this conventional framework and for the
basic mechanisms that may cause such behavior.

In this paper we propose and analyze a minimal lattice spin
model as depicted in Fig. 1(a) for studying nonequilibrium
phenomena that go beyond the picture discussed above. In this
setting, neighboring spins in a large bias field are coupled via
excitation-conserving XX interactions, such that the ground
state of the system is always a trivial paramagnet. This allows
us, first of all, to investigate emergent magnetic phases that
do not exist in equilibrium and are solely induced by the
addition of incoherent processes in form of alternating gain
and loss. In the following analysis we show that this simple
model already exhibits several transitions between magneti-
cally aligned and strongly mixed states, which do not exhibit
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FIG. 1. (a) Sketch of a 1D spin chain, where the individual spins
are coherently coupled to their neighbors and alternately pumped
with rate �g or cooled with rate �l . (b) Illustration of the coherent and
dissipative processes within a single unit cell. (c) Plot of the steady-
state phase diagram of the dissipative spin chain as a function of the
gain and loss rates. The solid lines indicate the phase boundaries for
S → ∞.

the usual phenomenology of first- and second-order phase
transitions. Specifically, we find first-order transitions without
phase coexistence and mixed-order transitions, where even in
the limit of large spin quantum numbers the underlying U(1)
symmetry of the model is not broken. This is in stark contrast
to what is obtained from mean-field predictions [7], which are
expected to be very accurate in this limit, but also from more
general considerations about phase transitions in Liouvillian
systems [23]. We show that this qualitative discrepancy can be
explained by the mechanism of PT (parity and time-reversal)
symmetry breaking [44,45], which is mainly known from the
dynamics of (classical) non-Hermitian systems with balanced
gain and loss. Our analysis demonstrates that this transient
dynamical effect, which has no counterpart in equilibrium
or isolated quantum systems, also determines the stationary
state properties. Interestingly, in extended lattice systems this
is still the case even when the respective Liouvillian symme-
try [46] is not exactly fulfilled. Therefore, beyond the specific
model considered here, this insight will also be important
to characterize and classify nonequilibrium phases in many
other models or higher-dimensional lattice geometries, where
mean-field theory can fail and exact numerical simulations are
not available.

II. MODEL

We consider a one dimensional (1D) chain of 2N spin-S
systems, which is divided into two sublattices A and B [cf.
Fig. 1(a)]. The spins precess around a static field along the z
direction with Larmor frequency ω0 and are coupled to their
neighbors via spin-flip interactions with alternating strengths
g and h. The coherent dynamics of this system is described
by the Heisenberg model H = h̄ω0Mz + HXX , where Mz =∑N

n=1(Sz
a,n + Sz

b,n) is the total magnetization and

HXX = h̄

2S

N∑
n=1

(gS+
a,nS−

b,n + hS+
b,nS−

a,n+1 + H.c.). (1)

The Sk
a,n and Sk

b,n, with k ∈ {x, y, z,±}, denote the usual
spin operators for sublattices A and B. Within the parameter
regime of interest, ω0 � g, h, this model only has a trivial,
fully polarized ground state, which would be stabilized by
adding decay for all spins. To obtain nontrivial dissipation
effects, we thus consider alternately pumping the spins along
opposite directions. By changing into a frame rotating with
ω0, the resulting evolution of the system density operator ρ is
then described by the master equation (ME),

ρ̇ = i

h̄
[ρ,HXX ] + 1

2S

N∑
n=1

(�gD[S+
a,n] + �lD[S−

b,n])ρ, (2)

where D[S±]ρ = (2S±ρS∓ − S∓S±ρ − ρS∓S±) and �g and
�l are the gain and loss rates, respectively. In Eqs. (1) and (2)
the couplings and pumping rates are scaled by the spin quan-
tum number S to ensure that the relevant timescales of the
system dynamics remain the same for different total spin. Note
that Eq. (2) preserves the U(1) symmetry associated with a
common rotation of all the spins in the x-y plane. In Sec. VI
below we discuss possible experimental implementations of
this model using, for example, ensembles of cold atoms or
solid-state defects in coupled cavity arrays.

As depicted in Fig. 1(b), the dissipative terms in Eq. (2)
drive the system into a state with a staggered magnetization,
while the coherent coupling tends to counteract this imbal-
ance. This competition leads to several distinct phases for
the steady state of the spin chain, ρ0 = ρ(t → ∞), which
are summarized in Fig. 1(c). We identify two types of or-
dered phases, which exhibit either antiferromagnetic (AM)
or ferromagnetic (FM) alignment of the spins. In addition,
there are two strongly disordered phases, which are labeled
as PT symmetric (PT) and pseudo-PT symmetric (PPT) for
reasons that will be discussed in more detail below. In the
limit S → ∞ the five different phases are separated by sharp
boundaries defined by the lines

�g�l = (g ± h)2 (3)

and �g = �l for �g�l < (g − h)2, which can be derived from
a Holstein-Primakoff approximation (HPA) (see Appendix A).

III. DISSIPATIVE SPIN DIMER

To understand some basic properties of the model, it is
instructive to first consider the limit h → 0, where the chain
separates into decoupled spin dimers. In this case the inter-
mediate mixed phase disappears and for the remaining phases
the order parameter Mz = 〈Mz〉/(2S) is shown in Fig. 2(a).
For �g,l � g dissipation always dominates and the spins are
simply pumped into an antialigned AM configuration, where
Mz ≈ 0, but 〈Sz

a〉 = −〈Sz
b〉 ≈ S. For

√
�g�l < g, this arrange-

ment is destabilized by the coherent coupling, which, in this
regime, efficiently redistributes energy between the two sites.
As a result, the stationary state is only determined by the
sign of the net damping rate, δ� = (�g − �l ), and exhibits
FM alignment, Mz 
 ±1. This ordered phase extends into
the regime �g,l � g, where the coherent interaction dominates
and where one would thus expect a highly mixed, depolarized
phase. At the same time the spin alignment opposes the
applied dissipation in one of the sublattices, which shows that
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FIG. 2. (a) Plot of the order parameter Mz = 〈Mz〉/(2S) for a
spin dimer with S = 12. (b) Magnetization of the individual spins
along the symmetry line, �l = �g = �̄, for different spin quantum
numbers. For the same parameters, (c) shows the dependence of the
Liouvillian gap, εL , on the ratio �̄/g. (d) Scaling of εL and of two
additional eigenvalues at the transition point, �̄ = g. The crosses are
the exact numerical results for up to S = 18 and the solid lines are
linear extrapolations to zero, i.e., εL ∼ 1/S.

this type of order still depends on a nontrivial interplay be-
tween coherent and incoherent processes. Interestingly, even
for S � 1 this stationary ferromagnetic alignment is not cap-
tured by the mean-field equations of motion (see Appendix B),
which instead predict a limit cycle for one of the spins with a
vanishing average magnetization.

A. PT symmetry

Of specific interest is the behavior of this system
along the diagonal �l = �g, which for �̄ = (�g + �l )/2 < g
marks the boundary between the two FM phases. Along this
line the model becomes PT symmetric [46]. This means that
the ME, Eq. (2), is invariant under the combined exchange of
sublattices A and B (parity) and the conjugation of the jump
operators S+ ↔ S− (exchanging loss and gain, i.e., reversing
time). Very generically, the existence of this symmetry, which
is only defined for dissipative systems, implies that the steady
state for �̄ � g is close to the (symmetric) fully mixed
state [46],

ρ0 
 1

(2S + 1)2

[
1 + O

(
�̄

g

)]
, (4)

with 〈Mz〉 
 〈Sz
a,b〉 
 0, and that this phase is separated from

the (symmetry-broken) AM phase by a sharp transition in the
limit S → ∞. This behavior is clearly visible in Fig. 2(b),
where we plot the individual magnetizations along the line
�l = �g for increasing S.

In Fig. 2(c) and 2(d) we also plot the real part of the
smallest magnitude nonzero eigenvalues, λn, of the Liouville
superoperator L, which is defined by ρ̇ = Lρ. As we ap-
proach the transition point �̄ = g from the AM phase, we
observe a closing of the Liouvillian gap, εL ∼ 1/S, where

εL = min{−Re(λn)}. While the closing of the Liouvillian gap
is expected for any dissipative phase transition point [6,23],
we also find that many of the larger magnitude eigenvalues of
L vanish and remain vanishingly small (in the limit of large
S) within the whole PT phase. This indicates that for �̄ < g
the gain and loss processes cancel out on average. In contrast,
fluctuations, which still occur with rates �g,l , are not reduced
correspondingly and drive the system into a highly mixed
state. Since the energy levels of the system do not change at
the transition point, this sudden increase of entropy translates
into a jump of the systems’ effective temperature [6,24,25].
This is a crucial difference from equilibrium systems, where
the level of fluctuations is determined by a fixed temperature
in all phases.

More specifically, as already pointed out in Eq. (4) above,
the steady state in this PT symmetric phase is close to the fully
mixed, i.e., infinite temperature state. This must be contrasted
to states with a high, but finite temperature as observed in
other models [6,25], since the impurity of the system, I =
1/P , becomes extensive,

lim
S→∞

I (δ� = 0)

(2S + 1)2
> 0. (5)

This implies that such a state cannot be approximated by
a mean-field ansatz, since for any observable fluctuations
dominate over its mean value. As we will discuss in the
following, many of the unusual features of the current model
can be traced back to this specific property of the PT sym-
metric phase. Note that a similar transition between low
and infinite temperature phases can also occur in various
other models [24,29]. It is thus important to develop a more
general understanding of this type of transition, in particular
in extended lattice systems, where the fate of such infinite
temperatures phases is still unknown.

B. Absence of phase coexistence

For the dimer model, Fig. 2(a) shows that all transitions
are of first order, meaning that at the respective transition
lines the magnetization in the limit S → ∞ jumps abruptly
between two different values. For concreteness, we will fo-
cus in the following on the transition between the two FM
phases for �̄ < g. This situation is reminiscent of a regular
Ising ferromagnet in the presence of an external bias field
B, a role which is here taken by the rate imbalance δ�. In
an equilibrium magnetic system and for B = 0, there is no
externally imposed direction and the magnetic moments then
spontaneously align themselves along one of the two possible
directions. When averaged over these two equally probable
configurations, the resulting density operator corresponds to
an equal mixture between the two FM states.

It has been previously conjectured [23] that such a pic-
ture should also apply, very generically, to discontinuous
transitions in driven-dissipative systems. This conclusion is
primarily based on the analysis of the dissipative Kerr os-
cillator (see discussion below), where this analogy between
equilibrium and nonequilibrium phase transitions is indeed
very accurate. However, the current model demonstrates that
there are other types of first-order phase transitions, where this
analogy does not apply. To illustrate this point we study in
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FIG. 3. (a) The real part of the first 8 eigenvalues λn of the
Liouvillian L for a fixed value �̄ = 0.5g and S = 16. In the limit
S → ∞, the point δ� = 0 marks the phase transition line between
the two FM states. (b) Purity of the steady state, P = Tr{ρ2

0 }, for
the same parameters but different values of S. The line labeled
S = ∞ shows the analytic prediction obtained from a HPA (see
Appendix A). (c) The probability distribution P(mA

z , mB
z ) for the

magnetization values of each spin is shown for three different values
of δ� representing the steady state just below, at, and just above the
transition point for S = 12.

Fig. 3 in more detail the behavior of the system as we tune
it across the transition line for a fixed �̄/g = 0.5 and varying
δ�. First of all, Fig. 3(a) shows the expected closing of the
Liouvillian gap at δ� = 0 confirming the existence of a sharp
phase transition in the limit S → 0 [see also Fig. 2(c)]. In
Fig. 3(b) we plot the purity of the steady state, which vanishes
as P ∼ 1/(2S + 1)2 at the transition point. More explicitly,
Fig. 3(c) shows the probability distribution P(mA

z , mB
z ) for the

magnetization values of each spin just below, at and just above
the transition point. This comparison demonstrates that the
state at δ� = 0 is clearly different from a naively expected
mixture between the two neighboring phases. Although in the
middle plot we still see some small variations in P(mA

z , mB
z ),

the scaled impurity in this (finite S) example reaches a value of
I/(2S + 1)2 
 0.957. This confirms that for S � 1 the sys-
tem transitions between the two opposite FM configurations
via an intermediate, fully mixed phase.

It is instructive to contrast the behavior in Fig. 3 with
the regular first-order phase transition in the dissipative Kerr
oscillator mentioned above. The Kerr oscillator is a single
nonlinear bosonic mode with annihilation operator c, which
is described by the Hamiltonian [41–43]

HK = −h̄�c†c + h̄
U

D
c†c†cc + h̄

√
DF (c† + c). (6)

Here U is the strength of the nonlinearity and F the strength of
an external driving field, which is detuned from resonance by
�. The parameter D plays the role of an effective Hilbert space
dimension such that D → ∞ represents the thermodynamic
limit of this model. The dynamics of the dissipative Kerr
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FIG. 4. First-order phase transition in the dissipative Kerr oscil-
lator as defined in Eq. (7). (a) The real part of smallest eigenvalues,
λn, of the Liouvillian LK as a function of F/γ and for U/γ = 10,
�/γ = 10, and D = 50. The dashed vertical line marks the phase
transition point at F/γ 
 1.76. (b) Purity of the steady state ρ0,
where LKρ0 = 0, for the same parameters but different values of D.
(c) Probability distribution P(n) for the oscillator number states |n〉
just below, at, and just above the transition point and for D = 50.

oscillator is then described by the ME

ρ̇ = − i

h̄
[HK, ρ] + γD[c] ≡ LKρ, (7)

where γ is the decay rate. The steady state of this ME exhibits
a first-order phase transition at F/γ 
 1.76, where the system
switches between states with low and high photon number
expectation values.

Figure 4 summarizes the behavior of the Kerr oscillator
when it is tuned across this transition point, which we can
contrast with the observations in Fig. 3. We first notice that the
Liouvillian gap is vanishingly small over a larger parameter
range and it vanishes as εL ∼ e−D at the transition point [42].
In contrast to the spin model, only two eigenvalues vanish,
which already indicates that at the transition point the system
is well described by a mixture of two distinct metastable
states. This picture is also confirmed by a nonvanishing purity
in Fig. 4(b) and the distribution of the occupation numbers
of the oscillator states, p(n), in Fig. 4(c). This last result
clearly shows that the state at the transition point is a mixture
of the two neighboring phases, which can also be verified
explicitly [23].

The observation that such a coexistence between the two
FM states does not occur for the spin dimer can be attributed
to the fact that in this model a large number of Liouvil-
lian eigenvalues vanish at the same time near δ� = 0. This
provides, roughly speaking, more flexibility to construct the
actual steady state out of many nearly-degenerate eigenvectors
of L. In the spin model the closing of the Liouvillian gap only
scales inversely with the system size and not exponentially,
which also means that other properties, such as the divergence
of the relaxation rate, etc., will be very different in these two
types of first-order transition.
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IV. DISSIPATIVE SPIN CHAIN

We now return to the fully coupled chain with 0 < h �
g to see how the basic effects discussed above affect the
nonequilibrium states of the extended spin lattice. As already
mentioned in the introduction, for small spins, S ∼ O(1),
there are typically no sharp phase transitions in dissipative
spin systems in 1D, even for an infinite number of lattice
sites N → ∞. This can be understood from the fact that the
fluctuations introduced by the dissipation processes act as a
finite effective temperature, which typically prevents long-
range order in 1D [47]. Therefore, in the following analysis
we retain our focus on the regime S � 1, as above. While in
this limit sharp transitions already occur for a single cell, the
resulting phases and the nature of the phase transitions can be
very different in the lattice system. In fact, the exact nature of a
phase transition can only be determined in extended systems,
where, apart from the order parameter, also information about
spatial correlations and their critical scaling is available.

A. Simulation of dissipative spin lattices

While in 1D the dynamics and steady states of dissipa-
tive systems with a small local Hilbert space dimension can
still be simulated efficiently using matrix product operator
techniques [48,49], this is not possible for the current system
when S � 1. At the same time, we have seen that, even in the
limit of a large spin quantum number, fluctuations are domi-
nant, which makes a mean-field approximation unreliable. To
overcome these limitations we developed a stochastic method
based on a variant of the truncated Wigner approximation
(TWA) [50–53] to simulate the phase space distribution of the
spins. The basic idea of this approach is to map each of the
spins onto two independent bosonic modes a and b, by using
the Schwinger boson representation

S+ = a†b, S− = ab†, Sz = 1
2 (a†a − b†b). (8)

The resulting master equation for the lattice of 4N bosonic
modes can then be converted into an equivalent partial differ-
ential equation for the Wigner function of those modes. The
usual TWA corresponds to neglecting all third- and higher-
order derivatives to obtain a Fokker-Planck equation (FPE).
However, this is not enough since in general the diffusion
matrix of this FPE is not positive and the distribution cannot
be simulated efficiently via stochastic methods. While this
problem could be overcome by using the positive-P rep-
resentation [50,54] instead, this approach still suffers from
the appearance of “spikes,” where individual trajectories di-
verge [52–54] and limit stochastic simulations to very short
times.

In order to make the TWA applicable for the simulation
of the long-time behavior of large spin lattices, we perform
an additional positive diffusion approximation, where the
nonpositive terms in the diffusion matrix are also neglected.
Although only applicable for very large spins, this method
goes beyond mean-field theory by accounting for the relevant
quantum noise terms and allows us to simulate the steady
states of dissipative spin systems with N ∼ 100 unit cells.
In the ordered phases, these numerical results are in perfect
agreement with analytic predictions based on the HPA [55],
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FIG. 5. Plot of (a) the average magnetization 〈Sz
a,b〉 and (b) the

magnetization fluctuations, (�Sz
a,b)2 = 〈(Sz

a,b)2〉 − 〈Sz
a,b〉2. The two

quantities are shown along the path (i) indicated in the sketch of the
phase diagram in (c), which shows the extent of the PPT phase for
a value of h/g = 0.5. (d) Plot of the correlation length ξ along the
symmetry line �l = �g = �̄, i.e., the path (ii) in (c). In (a), (b), and
(d) the solid lines represent the results from stochastic simulations
based on the TWA for N = 50 units cells, while the dashed lines
have been obtained using iMPO techniques [48,49].

as detailed in Appendix A. In addition, we use infinite ma-
trix product operator (iMPO) [48,49] and cluster-mean field
(CMF) simulations to verify that the main characteristics of
the different phases are still present in the limit of small and
moderate spin quantum numbers. A detailed derivation of the
TWA scheme and its applicability for the simulation of col-
lective spin models is presented in a separate publication [56].

B. The PPT phase

In Figs. 5(a) and 5(b) we apply the numerical techniques
discussed above to evaluate the dependence of the average
magnetization of each spin and its variance for a fixed �g =
1.5g and varying �l . In the limits �l/g → 0 and �l/g � 1 we
recover the FM and AM phases, respectively, which are again
characterized by a well-defined magnetization pattern and
almost no fluctuations. However, in the extended system, these
phases are no longer directly connected. Instead a new inter-
mediate PPT phase appears between the boundaries �g�l =
(g ± h)2. Although this PPT phase exhibits an imbalanced
average magnetization, i.e., 〈Sz

a〉 �= 〈Sz
b〉, it is dominated by

large fluctuations similar to those in the PT phase discussed
above. Importantly, this characteristic behavior is no longer
restricted to a single line in parameter space and appears at in-
termediate values where all dissipation and coherent coupling
rates are approximately the same. In the limit h = g the PPT
phase completely replaces both FM phases. This shows that
the behavior of the lattice systems is considerably different
from that of the dimer. For smaller S the boundaries between
the phases are much less pronounced, but even in this limit the
three different phases can be clearly distinguished, as can be
seen in the results of the iMPO calculations in Fig. 5.
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of the usual Landau free energy F (�). The three columns show the
variation of the free energy with the order parameter � before (left),
at (middle), and after (right) the transition point.

C. Mixed-order transitions

In Fig. 5(c) we now take a closer look at the transition
between the AM and the PPT phases and evaluate the cor-
relation length ξ , as we vary the damping �̄ across the critical
point, �̄c = g + h. The correlation length is extracted from an
exponential fit of the spin correlation function 〈S+

a,nS−
a,m〉 ∼

e−|n−m|/ξ . From our numerical simulations we find that ξ ∼
|�̄ − �̄c|−ν , where ν 
 0.5 in both phases. This behavior
would be characteristic for a continuous second-order phase
transition associated with the breaking of the U(1) symmetry
of our model. However, as shown in Fig. 5(a) the magnetiza-
tions 〈Sz

a,b〉 exhibit a rather sharp jump and, as we will argue
below, there is no symmetry breaking.

To asses the order of this phase transition we compare
in Figs. 6(a) and 6(b) the results from the full numerical
simulation with the predictions from mean-field theory. Mean-
field theory shows that while for small spins the transition
is indeed continuous, it becomes steeper and steeper with
increasing S. In the limit S → ∞ we then obtain a discrete
jump in the order parameter � = 〈S−

a 〉, where for δ� = 0 we
obtain the explicit result

�(�̄) 
 θ (�̄c − �̄)S

√
�̄

g + h
eiφ. (9)

Here θ (x) is the Heaviside step function and φ is an arbitrary
phase which breaks the U(1) symmetry [57]. In Figs. 6(c)
and 6(d) we compare this behavior with two scenarios within

the usual Landau free-energy picture of equilibrium phase
transitions. The first case illustrates a first-order transition,
where the order parameter jumps from one minimum at � = 0
to a finite value. If the minima at finite |�| are degenerate, this
type of transition can spontaneously break the symmetry, but
it will not be associated with a diverging correlation length.
The second case depicts a mixed-order transition, where at the
transition point the free energy landscape becomes essentially
flat. This leads to diverging fluctuations as one approaches the
transition point, but also to a jump of the order parameter from
� = 0 to |�| ∼ S. For small S this picture smoothly connects
to the phenomenology of a continuous second-order phase
transition.

Based on this mean-field analogy with conventional Lan-
dau theory, we conclude that in the limit of large S the
transition from the AM to the PPT phase is most accurately
described by a mixed-order phase transition [30,58]. In the
exact simulations the same behavior, namely a jump in the
order parameter and a diverging correlation length, is also
found for the transition between the FM and the PPT phases,
although in this case neither the FM nor the PPT phase
are captured by the mean-field equations of motion. For
the transition between the two FM phases, the HPA does
not predict a diverging correlation length, consistent with a
first-order transition as discussed in Sec. III. Of course, this
intuitive picture of minimizing an effective potential is very
limited and does not take into account the nonequilibrium
fluctuations, which, for example, prevent phase coexistence
at the transition point.

D. Absence of symmetry breaking

The mean-field result given in Eq. (9) predicts a breaking
of the U(1) symmetry of ME (2), which is associated with
a common rotation of all the spins in the x-y plane. How-
ever, this symmetry-breaking effect is not observed in our
numerical simulations where in all stationary phases � 
 0.
As a consequence other expectation values, which are not
sensitive to this phase, differ considerably from the mean-field
predictions [see Figs. 6(a) and 6(b)]. While expected for small
spins, this observation is very surprising in the limit S → ∞,
where mean-field theory usually becomes exact.

The question of whether or not there is symmetry breaking
in the steady state of driven-dissipative systems is actually
very subtle, since in the exact steady state all the phases
φ would appear with equal probability and average to zero.
Therefore, in the following we use two different numerical ap-
proaches to argue that the transition between the AM and PPT
phases is inconsistent with our conventional understanding of
symmetry breaking. First, in Figs. 7(a) and 7(b) we show the
results of a CMF simulation (see Appendix B), where the U(1)
symmetry is explicitly broken by initializing the spins along a
specific direction in the x-y plane. Independent of the phase φ,
such a state is characterized by a finite value of the transverse
spin component

〈S⊥〉 =
√

〈Sx〉2 + 〈Sy〉2, (10)

since it indicates a preferred average direction in the x-y plane
and hence breaking of the U(1) symmetry. For a cluster size
nC = 1 of one lattice site, which corresponds to the regular
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FIG. 7. (a) Steady-state expectation value of the transverse po-
larization 〈S⊥〉 = √〈Sx

a〉2 + 〈Sy
a〉2 obtained from a CMF simulation

with varying cluster size nC and S = 3/2. In (b) the same expectation
value is plotted for nC = 3 and varying S. In both plots �l = �g = �̄

and an intercell coupling of h = g has been assumed. (c) Dynamics
of the spin lattice, which is initially prepared in a symmetry-broken
state where all the spins are oriented along the x axis. The solid lines
show the TWA results for while the dashed lines are obtained from
the mean-field equations of motion. In blue we show 〈Sz〉 and in
red the perpendicular magnetization 〈S⊥〉. For both plots in (c) the
parameters are �g = �l = g, h = 0.5g, and N = 50.

mean-field approximation, the broken symmetry is retained in
the steady states of the PPT and PT phases. However, as one
increases the cluster size, the region with broken symmetry
rapidly shrinks and does not considerably grow again when
the spin S at each lattice site is increased. This shows that even
if the symmetry is explicitly broken by a mean-field ansatz,
the system restores the symmetry when the accuracy of the
approximation is increased. This behavior must be contrasted
to the findings in Refs. [14,22]. In these references the same
scaling analysis correctly predicts the absence of symmetry
breaking in 1D, where there is also no phase transition, but
supports the existence of a phase with broken symmetry in 2D.
Here we find a sharp phase transition but no corresponding
symmetry breaking.

To obtain further evidence for the absence of symmetry
breaking in the limit S → ∞, we perform additional dynami-
cal simulations, where the system is initialized in a symmetry-
broken state close to the mean-field prediction. We then study
the evolution toward the steady state. If the symmetry is
broken in the thermodynamic limit we expect that, as we move
towards S → ∞, the timescale τsb over which the symmetry
is restored should diverge. A prototypical example for such a
symmetry-breaking effect is a conventional laser, where the
phase diffusion rate decreases inversely with the mean photon
number [54].

In Fig. 7(c) we perform such a numerical experiment on
our model in the PPT phase, with �l = �g = g, h = 0.5g,
and N = 50 unit cells. According to mean-field theory this
expectation value stays close to its initial value for the whole
duration of the simulation. However, the stochastic simula-
tion, which includes quantum fluctuations from the dissipative

(a)

-4 -2 0-2
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0

1

2

42 -4 -2 0 42 -4 -2 0 2

(b) (c)

4

FIG. 8. Plot of the eigenvalues μ of the least stable fluctuation
modes for a chain of N = 4 unit cells, which is initialized in all
spin configurations with 〈Sz

a,b〉 = ±S. A few configurations and the
corresponding eigenvalues are shown as examples.

processes, shows that this average rapidly approaches zero
after a time τsb ∼ 10g−1, which is also on the order of �−1

g,l .
Importantly, this time does not considerably increase (by less
than a factor of 2), when the spin quantum number is increased
by a factor of 16. This gives further evidence to the lack of
symmetry breaking in the PPT phase.

We note at this point that the presence of a continuous
phase transition without the breaking of the corresponding Z2

symmetry has been previously pointed out for a single-site
collective spin model [24], but interpreted as a limiting case
of a first-order transition. Since this model also exhibits an
infinite-temperature phase, our current analysis suggests an
alternative interpretation, namely a purely fluctuation-induced
suppression of symmetry breaking.

V. PT-SYMMETRY BREAKING IN QUANTUM
MANY-BODY SYSTEMS

In the case of the dimer we have already pointed out that
ME (2) posses an additional PT symmetry when �l = �g

and that the PT and AM phases represent the corresponding
symmetric and symmetry-broken phases, respectively. Con-
ventionally, PT-symmetry breaking is discussed as a purely
dynamical effect in systems of coupled classical oscillators
with balanced gain and loss [45]. It is thus an important ob-
servation that this mechanism can also influence the stationary
states of dissipative quantum systems [46,59,60] and lead
to very unusual transitions between them. Compared to the
dimer, an important observation is the appearance of the in-
termediate PPT phase in the lattice model, which exists over a
large parameter range away from the symmetry line. For these
parameters the analogous non-Hermitian oscillator model [61]
has both real and imaginary eigenvalues. Therefore, in this
phase the system shares many characteristics of the PT phase,
but the symmetry is not fully established.

To further illustrate this behavior, in Fig. 8 we show the
results of a numerical quench experiment. Here, a chain with
N = 4 unit cells is initialized in all 28 possible spin configu-
rations with 〈Sz

a,b〉 = ±S. The successive transient dynamics
is characterized by the set of 28 complex eigenvalues {μσ,i}
of the linearized fluctuation matrix. For each configuration
labeled by σ , the eigenvalue with the largest real part, rep-
resenting the least stable fluctuation mode, is shown. For
example, in the ordered AM phase, in Fig. 8(c), there is only
a single point with Re(μ) < 0. This implies that there is only
one configuration where all the fluctuations are damped. All
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FIG. 9. (a) Sketch of a setup for implementing a dissipative spin
dimer with gain and loss. The collective cavity mode c is used
to mediate coherent interactions between two spin ensembles. The
other two cavity modes, ca and cb, are used to implement collective
dissipation channels. (b) Energy level diagram and illustration of the
relevant Raman-coupling schemes for realizing effective couplings
between the cavity modes and collective spin excitations in the
atomic ground states. (c) Generalization to a lattice of tunnel-coupled
cavities for implementing the full 1D model considered in this work.
See text for more details.

other configurations are rapidly destabilized due to fluctua-
tions that are amplified with rates Re(μ) ∼ �g,l . In the PPT
phase, Fig. 8(b), all configurations are unstable, but for a
considerable fraction of possible spin orientations the maxi-
mal growth rate is very slow, Re(μ) � �g,l . Thus, the sys-
tem transitions slowly between many metastable orientations,
which is reflected in the significant fluctuations observed in
this phase. Another qualitative change is then found in the PT
phase, �l = �g < (g − h), shown in Fig. 8(a). Here there are
several configurations, where the fluctuations exhibit a purely
oscillatory behavior, i.e., Re(μ) = 0, Im(μ) ∼ g, even in the
presence of strong local dissipation. These configurations
are neither stable nor unstable, which explains the peculiar
properties of this phase. Overall, we see that the pattern of
growth rates of spin fluctuations provides a characteristic
fingerprint for the different nonequilibrium phases, which can
also be used to classify stationary phases of larger lattices,
where the exact Liouvillian spectrum is no longer accessible.

VI. IMPLEMENTATION

While the above analysis is primarily targeted at a con-
ceptual understanding of nonequilibrium phase transition phe-
nomena, we emphasize that the model in Eq. (2) can be im-
plemented using existing experimental techniques. The basic
idea is illustrated in Fig. 9(a) for a system of cold atoms
coupled to multiple optical cavity modes. In this setting, each
ensemble contains NS atoms and is used to encode a collective
spin S = NS/2 degree of freedom using two stable atomic
ground states |0〉 and |1〉, i.e., S+ = ∑NS

i=1 |1〉i〈0| and Sz =∑NS
i=1(|1〉i〈1| − |0〉i〈0|)/2. These ground states are coupled

via Raman processes involving the excited states |e〉 and | f 〉 to
three different cavity modes with annihilation operators c, ca

and cb. The appropriate Raman processes are selected by the
choice of detuning and polarization of classical driving fields

and are proportional to the atom-cavity coupling strength
gc. For simplicity, we assume this coupling to be the same
for all modes. For the transitions and detunings indicated in
Fig. 9(b), the resulting effective Hamiltonian for the ground-
state spins and the cavity mode is given by [2]

Heff 
 h̄δc†c − h̄Gc[(S−
a + S−

b )c† + c(S+
a + S+

b )]

+ h̄G(S+
a c†

a + caS−
a ) + G(S−

b c†
b + cbS+

b ), (11)

where we have defined the Raman couplings G = gc�1/�

and Gc = gc�2/� and �1,2 are the Rabi frequencies of the
classical driving fields.

By also including the decay of the cavity modes with rates
γc (for mode c) and γ (for modes ca and cb), the dynamics of
the full system density operator ρtot is described by the master
equation

ρ̇tot = − i

h̄
[Heff , ρtot] + 1

2
(γcD[c] + γD[ca] + γLD[cb])ρtot.

(12)
To proceed we now assume that (i) |δ| � γc, Gc and (ii) γ �
G. Under these conditions, the coupling to the collective mode
c mediates coherent spin-flip interactions, while the resonant
coupling to the lossy local modes generates a collective dissi-
pation mechanism. Therefore, after adiabatically eliminating
the fast dynamics of the cavity modes we obtain a reduced
master equation for the state of the spins, ρ = Trc,ca,cb[ρtot].
By neglecting common Stark-shift terms for both ensembles,
we obtain

ρ̇ 
 −i[g(S+
a S−

b + S−
a S+

b ), ρ] + �gD[S+
a ] + �lD[S−

b ],
(13)

where g = −G2
c/δ and �g,l = 2G2/γ . This is equivalent to

ME (2) restricted to a single unit cell. To obtain the full 1D
chain, the same schemes can be implemented in an array
of coupled cavities, as depicted in Fig. 9(c), where the “co-
herent” mode c from above is replaced by a whole band of
the extended modes ck of the coupled cavity array. As long
as the photon-tunneling rates J1 and J2 are small compared
to the detuning δ, we obtain approximately nearest-neighbor
couplings with g 
 −J1G2

c/δ
2, h = −J2G2

c/δ
2.

The described setting can be implemented, for example,
using cold atoms in multimode optical cavities, similar to
the experimental setups in Refs. [62–64]. To realize the full
lattice model, one can extend the same techniques to arrays
of photonic crystal cavities, as suggested for example in
Refs. [65,66]. The coupling of atoms to such nanophotonic
structures is currently pursued in several experiments [67,68].
In addition, equivalent Raman coupling schemes can be re-
alized with ensembles of solid-state spin qubits, which are
coupled magnetically to arrays of microwave resonators [9].
This also provides a promising approach for scalable imple-
mentations of large-S dissipative spin chains.

VII. CONCLUSIONS

In summary, we have studied the nonequilibrium mag-
netic phases of a dissipative spin model with gain and loss.
These phases and the transitions between them differ in many
ways from what is expected for equilibrium systems and
from our current understanding of dissipative quantum phase
transitions. Specifically, we have found that in this system
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conventional symmetry breaking is replaced by the dynamical
effect of PT-symmetry breaking, which also determines most
of the properties of the ordered and disordered phases. Note,
that by redefining the orientation of all spins on sublattice A,
i.e., Sz

a → −Sz
a, S+

a → S−
a , our model can be mapped onto an

XY model with only decay. This model has been studied,
for example, in Ref. [7] using mean-field theory, where a
so-called staggered XY phase with broken U(1) symmetry
has been predicted. Our current analysis shows that this
phase is more accurately described by a PPT phase without
symmetry breaking. This basic example already shows that
the effects predicted here are relevant for a much broader class
of nonequilibrium models, where such PT-symmetry breaking
effects and phase transitions outside the usual framework must
be taken into account.
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APPENDIX A: HOLSTEIN-PRIMAKOFF
APPROXIMATION

In the ordered FM and AM phases and for large S the spins
are highly polarized and we can use a HPA [55] to linearize
the dynamics of each spin around its mean value on the Bloch
sphere. Under this approximation the collective spin operators
S± and Sz are mapped onto a bosonic mode with annihilation
operator c. For example, for a spin down state with 〈Sz〉 ≈ −S
we obtain

S+ 

√

2Sc†, S− 

√

2Sc, Sz = −S + c†c. (A1)

Equivalently, in the opposite limit of a spin up state, where
〈Sz〉 ≈ S, we find

S+ 

√

2Sc, S− 

√

2Sc†, Sz = S − c†c. (A2)

This approach then allows us to find a description of the
system in terms of bosonic modes valid for large S in each
of the ordered phases. For example, within the AM phase
with all spins pointing up, which we label |⇑⇑〉, we obtain
the linearized ME

ρ̇ = − i

h̄
[HHPA, ρ] + �g

N∑
n=1

D[ca,n]ρ + �l

N∑
n=1

D[c†
b,n]ρ,

(A3)
where HHPA = h̄

∑N
n=1 (gca,nc†

b,n + hcb,nc†
a,n+1 + H.c.). Here

we have introduced the bosonic operators ca,b, which describe
the left and right spins in each unit cell labeled by n. Similar
expression are obtained for the other phases, |⇓⇓〉 and |⇑⇓〉.

1. Phase boundaries

By assuming periodic boundary conditions, the linearized
ME can be solved by changing to Fourier space,

ca/b,n = 1√
N

∑
k

einkca/b,k, (A4)

where the Hamiltonian reads

H = h̄
∑

k

gkca,kc†
b,k + g∗

kc†
a,kcb,k (A5)

with gk = g + heik . For the steady-state occupation numbers
in k-space we then obtain

〈c†
a,kca,k〉 = �l |gk|2

(�g − �l )(|gk|2 − �g�l )
, (A6)

〈c†
b,kcb,k〉 = �l (|gk|2 + �g(�g − �l ))

(�g − �l )(|gk|2 − �g�l )
, (A7)

〈c†
a,kcb,k〉 = igk�g�l

(�g − �l )(|gk|2 − �g�l )
, (A8)

and 〈c†
a,kca,k′ 〉 = 0, etc. for k �= k′. The corresponding expec-

tation values for each lattice site are given by 〈c†
a,nca,n〉 =

1
N

∑
k〈c†

a,kca,k〉 and by approximating this sum by an integral
for N → ∞ we obtain

〈c†
b,ncb,n〉 = �l

�g − �l

(
1 + �2

g

C

)
, (A9)

〈c†
a,ncb,n〉 = i�g�l

2g(�g − �l )

(
1 + �g�l + g2 − h2

C

)
, (A10)

where C = √
[(g − h)2 − �g�l ][(g + h)2 − �g�l ]. Finally,

the magnetizations of each of the inequivalent sites are 〈Sz
a〉 =

S − 〈c†
a,nca,n〉 and 〈Sz

b〉 = S − 〈c†
b,ncb,n〉.

These solutions for the occupation numbers only give real
numbers when �g > �l and (g − h)2 > �g�l , which shows
that the |⇑⇑〉 phase is only stable in these regions of the phase
diagram. Note that the same conditions can be obtained from
the linear equations of motion for the mean values 〈ca/b,n〉.
Equivalent calculations for the |⇓⇓〉 phase give

〈
Sz

a

〉 = −S + �g

�l − �g

(
1 + �2

l

C

)
, (A11)

〈
Sz

b

〉 = −S + �g

�l − �g

(
1 + �g�l

C

)
, (A12)

which are only valid for �l > �g and (g − h)2 > �g�l , where
this phase is stable. Finally, for the |⇑⇓〉 phase we find

〈
Sz

a

〉 = S − �l

�l + �g

(
−1 + �g�l

C

)
, (A13)

〈
Sz

b

〉 = −S + �g

�l + �g

(
−1 + �g�l

C

)
, (A14)

which sets the phase boundary for this phase as �g�l > (g +
h)2. To obtain the locations of the phase boundaries for the
dimer model one may simply set h = 0 in these expressions.
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Note that these results can be generalized in a straightfor-
ward manner to higher dimensions and other lattice geome-
tries. For example, in a 2D square lattice we find that all the
ordered phases still exist. In this case the antiferromagnetic
phase is stable for �g�l > 4(g + h)2, etc.

2. Correlation length

Close to the points where transitions between the different
phases occur we see the build-up of long-range correlations in
the steady-state density matrix. To quantify these correlations
we calculate

〈c†
a,nca,n+s〉 = 1

N

∑
k

〈c†
a,kca,k〉eisk, (A15)

which can be evaluated in the same way as the magnetization
above. For example, in the |⇑⇓〉 phase and for s > 0 this
quantity takes the form

〈c†
a,nca,n+s〉 = �l

�l + �g

(
�g�l

C

)
λs−1, (A16)

where

λ = �g�l − g2 − h2 − C

2gh
. (A17)

This then lets us express the asymptotic form of the spin-spin
correlation function as

|〈S−
a,nS+

a,n+s〉| ∝ e−|s|/ξ , (A18)

with the correlation length ξ = −1/ ln(−λ).
Close to the phase boundary λ → 1 and the correlation

length diverges. We can expand around the transition point,
�g�l = (g + h)2, and find

ξ =
(

�g�l − (g + h)2

gh

)−1/2

. (A19)

Similar calculations for the other ordered phases show that the
critical exponent for the correlation length in this large-spin
limit is always ν = 1/2.

3. Purity and entanglement

For Gaussian states we can calculate the purity and en-
tanglement negativity from the covariance matrix [69]. Since
within the HPA the steady state is Gaussian, we may exam-
ine these quantities to understand more about the nature of
the phases. This calculation is only analytically tractable in
the case of a single dimer, where h = 0, and so we focus on
this case below. For the lattice, the same procedure can be
carried out numerically.

The covariance matrix for the dimer is defined as

Vi j = 〈(XiXj + XjXi )〉/2 − 〈Xi〉〈Xj〉, (A20)

where X1 = (ca + c†
a ), X2 = i(ca − c†

a ), X3 = (cb + c†
b ), X4 =

i(cb − c†
b ). The covariance matrix has the following structure:

V =
(

VA VC

V T
C VB

)
, (A21)

where VA contains correlations within the first site, VB those in
the second site, and VC the cross-correlations. The covariance

matrix of the steady state can be derived from the linearized
master equation in the respective phases. The resulting an-
alytic expression for V is already quite involved and not
explicitly shown here.

a. Purity

For a given Gaussian state ρ with covariance matrix V the
purity can be calculated as

Tr{ρ2} = 1√
det V

. (A22)

In the case of the |⇑⇓〉 phase the resulting expression for the
purity of the steady state is given by

Tr{ρ2
0 } = (�g + �l )2(�g�l − g2)

g2(�g − �l )2 + �g�l (�g + �l )2
, (A23)

while in the other two phases |⇑⇑〉 and |⇓⇓〉 we obtain

Tr{ρ2
0 } = (�g − �l )2(g2 − �g�l )

�g�l (�g − �l )2 + g2(�g + �l )2
. (A24)

We see that the purity vanishes at and below the phase
boundary and the same behavior is found numerically for
larger chains with h �= 0.

b. Entanglement

We can calculate the entanglement negativity from the
covariance matrix as

N = 1

2

(
1

η
− 1

)
, (A25)

where η =
√

� − √
�2 − 4 det V /

√
2 and � = det VA +

det VB − 2 det VC .
By evaluating this expression for both the |⇑⇑〉 and |⇓⇓〉

phases, we obtain a vanishing entanglement, N = 0, while
the negativity is finite in the |⇑⇓〉 phase. This can be un-
derstood from the fact that in the former two phases the
linearized Hamiltonian contains only excitation-conserving
interactions, H ∼ c†

acb + cac†
b [see Eq. (A5)], while in the

|⇑⇓〉 phase the Hamiltonian creates correlated pairs of excita-
tions, H ∼ c†

ac†
b + cacb. The resulting expression for the neg-

ativity in this phase simplifies along the PT-symmetric line,
�g = �l = �̄, to

N = g

2�̄
. (A26)

Therefore, the maximal amount of entanglement is reached at
the transition point �̄ = g. The same behavior is also found
for larger chains when h �= 0. Note that within the Holstein-
Primakoff approximation a finite amount of entanglement is
only found between neighboring spins.

APPENDIX B: MEAN-FIELD THEORY

From ME (2) we can derive a set of equations of motion
for the expectation values of the spin operators, 〈Sx,y,z

a,b 〉. Un-
der the mean-field approximation, we factorize all expecta-
tion values between two spin operators as 〈AB〉 → 〈A〉〈B〉,
also making the replacement 〈(Sx )2 + (Sy)2〉 = S(S + 1) −

012219-10
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〈(Sz )2〉. We then arrive at the closed but nonlinear set of
equations〈

Ṡx
a

〉 = −�g

2S

〈
Sx

a

〉(
1 + 2

〈
Sz

a

〉) + (g + h)

S

〈
Sz

a

〉〈
Sy

b

〉
,

〈
Ṡy

a

〉 = −�g

2S

〈
Sy

a

〉(
1 + 2

〈
Sz

a

〉) − (g + h)

S

〈
Sz

a

〉〈
Sx

b

〉
,

〈
Ṡz

a

〉 = �g

S

[
S(S + 1) − 〈

Sz
a

〉(〈
Sz

a

〉 + 1
)]

+ (g + h)

S

(〈
Sy

a

〉〈
Sx

b

〉 − 〈
Sx

a

〉〈
Sy

b

〉)
,

〈
Ṡx

b

〉 = − �l

2S

〈
Sx

b

〉(
1 − 2

〈
Sz

b

〉) + (g + h)

S

〈
Sy

a

〉〈
Sz

b

〉
,

〈
Ṡy

b

〉 = − �l

2S

〈
Sy

b

〉(
1 − 2

〈
Sz

b

〉) − (g + h)

S

〈
Sx

a

〉〈
Sz

b

〉
,

〈
Ṡz

b

〉 = �l

S

[
S(S + 1) − 〈

Sz
b

〉(〈
Sz

b

〉 − 1
)]

+ (g + h)

S

(〈
Sx

a

〉〈
Sy

b

〉 − 〈
Sy

a

〉〈
Sx

b

〉)
.

Here we have dropped the n subscripts in these equations
since under the mean-field approximations each unit cell
is identical. These equations can then be readily integrated
numerically using standard ODE solvers.

Cluster mean-field theory

To systematically go beyond the results of the mean-
field equations from above, we generalize to the case where
all quantum correlations between neighboring sites are in-
cluded, but a mean-field decoupling is made between these
clusters [14]. To achieve this we treat a cluster of NC unit
cells exactly, but factorize the interactions between spins in
neighboring clusters. Within this approximation the density
operator of the whole chain is replaced by a tensor product of
N/NC smaller density matrices,

ρ ≈
(N/NC )⊗
�=1

ρ
(�)
C . (B1)

Taking the limit N → ∞ allows us to assume translational
invariance and hence we set ρ

(�)
C = ρC . The resulting mean-

field master equation for ρC is given by

ρ̇C = − i

h̄
[H, ρC] + 1

2S

NC∑
n=1

(�gD[S+
a,n] + �lD[S−

b,n])ρC,

(B2)
where

H
h̄

= 1

S

NC−1∑
n=1

[
g
(
Sx

a,nSx
b,n + Sy

a,nSy
b,n

)
+ h

(
Sx

b,nSx
a,n+1 + Sy

b,nSy
a,n+1

)]
+ h

S

(〈
Sx

b,NC

〉
Sx

a,1 + 〈
Sy

b,NC

〉
Sy

a,1

)
+ g

S

(〈
Sx

b,1

〉
Sx

a,NC
+ 〈

Sy
b,1

〉
Sy

a,NC

)
. (B3)

Here, the last two lines of the Hamiltonian account for the
mean-field interaction between neighboring clusters. Note
that this equation is no longer linear in ρC and the evolution
of the state and the expectation values must be found self-
consistently.

In our model each unit cell consists of two spin-S systems.
This limits the applicability of this method to clusters of size
NC = 1, 2 for even moderate values of S. To observe the
behavior of the system as the cluster size is increased we thus
focus on the symmetric case where �g = �l = �̄ and h = g.
This then allows us to make a unitary transformation which
results in a fully translationally model in which the unit cell is
a single site. By redefining the spin on every A lattice site as
Sz

a,n → −Sz
a,n, Sx

a,n → Sx
a,n, Sy

a,n → −Sy
a,n, we obtain a model

described by the cluster mean-field master equation

ρ̇C = − i

h̄
[H, ρC] + �̄

2S

nC∑
n=1

D[S−
n ]ρC, (B4)

with Hamiltonian

H
h̄

= g

S

nC−1∑
n=1

(
Sx

nSx
n+1 − Sy

nSy
n+1

)

+ g

S

(〈
Sx

nC

〉
Sx

1 − 〈
Sy

nC

〉
Sy

1 + 〈
Sx

b,1

〉
Sx

NC
− 〈

Sy
nC

〉
Sy

1

)
. (B5)

This allows us to simulate cluster sizes of nC = 1, 2, 3, 4
lattice sites for spin S � 4 systems.
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