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Abstract: Digital twin (DT) is a virtual mirror (representation) of a physical world or a system 
along its lifecycle. As for a complex discrete manufacturing system (DMS), it is a digital model for 
emulating or reproducing the functions or actions of a real manufacturing system by giving the 
system simulation information or directly driven by a real system with proper connections between 
the DT model and the real-world system. It is a key building block for smart factory and manufac-
turing under the Industry 4.0 paradigm. The key research question is how to effectively create a DT 
model during the design stage of a complex manufacturing system and to make it usable throughout 
the system’s lifecycle such as the production stage. Given that there are some existing discussions 
on DT framework development, this paper focuses on the modeling methods for rapidly creating a 
virtual model and the connection implementation mechanism between a physical world production 
system at a workshop level and its mirrored virtual model. To reach above goals, in this paper, the 
discrete event system (DES) modeling theory is applied to the three-dimension DT model. First, for 
formally representing a manufacturing system and creating its virtual model, seven basic elements: 
controller, executor, processor, buffer, flowing entity, virtual service node and logistics path of a 
DMS have been identified and the concept of the logistics path network and the service cell is in-
troduced to uniformly describe a manufacturing system. Second, for implementing interconnection 
and interaction, a new interconnection and data interaction mechanism between the physical system 
and its virtual model for through-life applications has been designed. With them, each service cell 
consists of seven elements and encapsulates input/output information and control logic. All the dis-
crete cells are constructed and mapped onto different production-process-oriented digital manufac-
turing modules by integrating logical, geometric and data models. As a result, the virtual-physical 
connection is realized to form a DT model. The proposed virtual modeling method and the associ-
ated connection mechanism have been applied to a real-world workshop DT to demonstrate its prac-
ticality and usefulness. 
 
Keywords: Digital twin; Cyber-physical system; Discrete event system modeling theory; Virtual-
physical connection 

1. Introduction 

Under the trend of economic globalization and mass customization, manufacturing enterprises 
face a fierce competitive environment. The market and user needs/requirements are changing fast, 



 

 

therefore more and more customized products are needed on the market in a reasonable shorter time 
[1]. This requires fast product design and its manufacturing system design and commissioning in a 
concurrent and smart fashion. This paper assumes that the product design and process information 
are available for a manufacturing system design, therefore we focus our research on how to rapidly 
and effectively design, commission, and optimize a manufacturing system at a shop floor level. As 
an important manifestation of manufacturing systems, discrete manufacturing systems (DMS) are 
widely used with flexibility. When information technology, cyber system and physical manufactur-
ing system are interconnected for smart manufacturing, the material flow, information flow and 
control flow of the manufacturing system are intertwined in shop floors [2]. It brings great difficul-
ties and challenges for manufacturers to design and analyze a complex DMS.  

In this context, manufacturers need a digital (or virtual) model created during the design stage to 
mirror and interconnect a complex physical manufacturing system for the system simulation, pre-
diction, analysis, and optimization throughout the system’s lifecycle. Nowadays, this connected 
model is known as digital twin (DT) which emphasizes on bidirectional data-exchanges and controls 
between the physical model in a real world and its virtual model [3]. With internet of thing (IoT) 
[4], sensor technology and big data [5] as enablers, the real-time data and status of the physical 
system (physical twin) could be updated to its virtual model (digital twin), and the simulation and 
analysis results in cyber space could act on the physical system in turn to form closed-loop control, 
making DT hold the potential for simulation, monitoring and scheduling applications. DT enables 
optimizations and decisions making with the virtual system relying on the same data that is updated 
in real-time within the physical system, through synchronization enabled by sensors and controls. 

The logical modeling and implementing the virtual-physical connections are prerequisites for 
simulation applications throughout production lifecycle, while they are also challenging tasks. 
Firstly, DMSs comprise various heterogeneous devices and organizational structures, and couple 
the products, production, and operation together. In order to comprehensively and intuitively repre-
sent heterogeneous DMSs, a generic logical model with unified formal and graphical definitions, 
and high-level model abstraction and encapsulation, must be developed. While the discrete event 
systems (DES) modeling theory [6-9] is relatively mature, providing a theoretical ground for logical 
modeling of DMSs. Secondly, in order to make the logical model available throughout the system’s 
lifecycle such as the production stage, a virtual-physical connection needs to be established between 
a physical system and its logical model. However, the coupling of them leads to a large number of 
interactions (i.e. physical-physical, virtual-virtual, and virtual-physical) and data (e.g. real-time data 
of equipment, production orders, execution feedback, simulation results, etc.) during production, 
which in turn poses a great challenge for data interaction mechanism. Recently, big data processing 
technology has developed rapidly [10], and many message middleware and databases have been 
developed, such as Kafka [11] and Redis [12], which provide technical support for heterogeneous 
device/system communication and real-time data interaction. 

The contributions of this article are twofold. In theory, the DES modeling theory is applied to a 
three-dimensional digital twin model [13] to develop the formal and graphical modeling specifica-
tions for the key elements and relationships identified in heterogeneous DMSs. In practice, firstly, 
an interconnection scheme is designed for linking the physical systems and their representation 
models to make them DTs via integrating logical, geometric and data models. Secondly, a data in-
teraction mechanism is proposed to realize the interoperability among physical systems, service 
systems and simulation systems; and on this basis, the simulation mechanism towards DT 



 

 

application is discussed. Finally, a virtual model construction system is developed for rapidly pro-
totyping a DT. The proposed method enables logical modeling, virtual-physical connection, and 
simulation applications, as demonstrated by a real-world workshop DT. 

The remainder of this paper is organized as follows. After reviewing the related work in Section 
2, how to model and implement connections between physical and virtual models for digital twin 
application is presented in Section 3. Implementation of the proposed method is illustrated by an 
application case in Section 4, followed by the discussion and conclusion section. 

2. Related work 

This article focuses on the logical modeling at a concept level and the implementation of virtual-
physical connections in practice towards DT applications. This section provides the state-of-the-art 
review on DT modeling and application related research, and identifies the research gaps in this 
field. 

2.1 Digital twin and CPS related modeling framework, specifications, and standards 

DT was originally derived from product lifecycle management (PLM) [14], evolved from digital 
product definition (DPD) and digital mock-up (DMU) [15]. In the narrow sense, DT refers to a high-
fidelity model or a digital equivalent of physical object [3,16], which integrates data from all phases 
of product lifecycle. The above ideas spawned the concept of products DT. While a cyber-physical 
system (CPS) is characterized by a physical asset and its DT, where the DT refers to a virtual model 
that can be connected to the physical asset in bi-directions [10]. That is, DT is a prerequisite for 
implementing a CPS. The cyber-physical production system (CPPS) could be viewed as a network 
of CPS-powered physical assets [17], which relies on the production DT, e.g. shop floor digital twin 
(DTS) [3]. And this article focuses on the modeling and implementation of production DT. 

In order to realize the vision of DT, scholars have proposed a unique modeling framework from 
different perspectives. Grieves first proposed a general and standard DT modeling reference frame-
work, known as three-dimensional DT model [13], including three dimensions namely physical en-
tities, virtual models, and their connections. Tao [13,18] extended it to a five-dimensional DT model 
by adding the services and DT data dimensions. Above models point the way for the creation of 
products DT or productions DT, but they are still abstract and lack of pertinence in the implemen-
tation process.  

To implement collaborative manufacturing and assembly of micro devices, an IoT-based cyber 
physical framework was proposed by Cecil [4], which consists of five collaborative entities, namely 
cyber physical manager, cloud, the cyber components, the cyber physical interactions and the phys-
ical equipment. Based on this framework, an assembly plan and command could be generated, and 
the process of assembly could be simulated and monitored. Liu et al. [17] introduced the term CPS 
node (CPSN) which integrates manufacturing resources and corresponding DT model. On this basis, 
a systematic framework of DT-based CPPS was proposed. This framework presented how to con-
figure a CPSN through the manufacturing resource virtualization, and how to orchestrate various 
CPSNs as a CPPS. From the shop floor manufacturing process perspective, the product DT, process 
DT, and operation DT were set up by Bao [19], and the interoperation among above DTs were also 
explored. Using DT technology can enhance the performance of a structural parts machining cell. 

Several information-centric modeling specifications and standards contribute to DT or CPS mod-
eling. IDEF-0 is an information centric system engineering methodology [4], which was used to 



 

 

design the interactions among cyber physical components. In [17], DT model was divided into in-
formation model, geometric model, and function model. And the information model was uniformly 
modeled by ontology to facilitate the data exchange of heterogeneous manufacturing resources. As-
set Administration Shell (AAS) is a logical representation of an asset; the combination of the asset 
and its AAS forms the core component of Industry 4.0 [20]. AAS describes the technical functions 
of assets and their relationship with other assets, which can be considered as a bridge between tan-
gible assets and the IoT world, or a data model of DT [21]. Liu et al. [22] suggested using OPC 
unified architecture (OPC UA) and MTConnect for information modeling of DT machine tools. 
Automation Markup Language (AutomationML) is useful to describe the DT-related attributes for 
data exchange between DT and other systems [23]. For instance, in [19], AutomationML was used 
to model a machining cell to describe the connection and interaction relationships among resource, 
process, and product.  

From the literatures above, it can be observed that various modeling specifications and standards 
(e.g. ontology, AAS, OPC UA, MTConnect, AutomationML, etc.) could be applied to DT or CPS 
modeling. These researches mainly focused on data structure and semantics [17], information mod-
eling [22] and the data exchange [19,23] of manufacturing assets; few studies were on the logical 
representation of elements and relationships of a manufacturing system. Both logical model and 
data model are the pillars of DTs. From the perspective of simulation modeling, the proper identifi-
cation and representation of system elements and relationships are the basis for logical modeling 
and simulation. DES modeling theory has advantages in unified modeling specifications. Based on 
DES modeling theory, a large number of modeling methodologies have been proposed (e.g. ACD 
[7], Petri nets [8], FSM [9] and DEVS [6,8]), which could be used to model the internal logics of 
physical entities and interaction mechanisms among physical entities. 

2.2 Existing ways of connecting physical objects and their virtual models in practice for industry 
application 

Nowadays, applications of DTs could be found in various stages of product and production, e.g. 
product/production designing [1,5], job shop scheduling [24], production management and control 
[2], prognostics and health management (PHM) [13] and so forth. Based on PLM ideas, Zhuang [25] 
expounded the product DT in term of connotations, implementation approach, architecture, and 
trends. Tao et al. [5,26] discussed DT-driven product design, manufacturing, and service. And the 
Siemens explored the potential of DT across the whole value chain including product, production, 
and performance [27]. Regarding to CPS, digital twin machine tools (DTMT) [22], digital twin 
production lines [1,28] and DTS [3] were discussed. Shafiq [29] modeled the virtual engineering 
object and virtual engineering process to realize CPS for industry 4.0. Ding [30] defined a DT-based 
CPPS, which combines the DT product and DTS, providing the conceptual basis for DT-based op-
erations and applications.  

Although most applications are still in their infancy, several DT applications are full-fledged and 
representative, e.g. cyber-physical machine tool (CPMT) [22,31] and DT-driven rapid designing of 
production line [1,28].  

Liu et al. [22] proposed a generic system architecture for CPMT, in which the physical devices 
(including machine tool, cutting tools, workpieces, CNC controller and data acquisition devices) 
and DTMT are connected via networks (e.g. Ethernet internet, Profinet, etc.). The DTMT is enabled 
by four development methodologies, i.e. data acquisition, data fusion, information modeling based 
on MTConnect and OPC UA, database and intelligent algorithms. With the interoperability of 



 

 

MTConnect and OPC UA as an enabler, a CPMT platform was developed, supporting data interac-
tion and interoperation among machine tools and different software applications [31]. 

Following an idea of “iterative optimization between static design and dynamic execution”, 
Zhang [1] and Liu [28] discussed the DT-driven rapid designing of production line, where the cyber-
physical synchronization was guaranteed by the binging and mapping among PLC I/O point on the 
simulation model and I/O address on equipment. It has been successfully applied in a hollow glass 
production line [1] and a sheet material production shop floor [28]. 

From the literatures above, it can be observed that the DT applications have attracted good atten-
tions, spawning a lot of valuable research results. However, few studies have attempted the virtual-
physical connection and interaction in the workshop-level, which are the prerequisites for simula-
tion applications throughout production lifecycle. On the other hand, the development of DT prac-
tical applications is still at a very early stage [10]. The physical devices and DTMT were connected 
to a CPMT in [22], but mainly focusing on information modeling and data applications, rather than 
logical modeling and simulation applications. Although the virtual-physical synchronization was 
addressed in [1] and [28], it is mainly suitable for semi-physical simulation at equipment-level. 
Therefore, from an application viewpoint of production simulation, researches on the workshop-
level connection scheme and data interaction mechanism are still needed urgently.  

3. Proposed method  

Three key concepts are extracted from the three-dimensional DT model [13]: physical model, 
virtual model, and the connections of them. The proposed methodology consists of three parts, each 
targeting one of these concepts, namely identification of elements and relationships of physical sys-
tems, representation of physical systems in virtual space, and connection between physical systems 
and their representation models to make digital twins.  

3.1 Identification of physical systems elements and relationships 

DMS has various manifestations and diverse structure. It can be divided into one-piece small-
batch production, mass production and mass customization according to the production mode. It 
can also be divided into serial, parallel, assembly, disassembly, and flexible manufacturing units 
according to the production organization relationship [32]. In order to study the essential properties 
of DMSs, the first step is to identify the basic elements and relationships in DMSs. The components 
of a manufacturing system can be summarized as 4M1E (i.e. man, machine, material, method, and 
environments). Its relationships can be described in a hierarchical production structure with net-
worked logistics relationship from the viewpoint of production organization. Hierarchical structure 
is the essential attribute of DMSs. The production elements include subsystems or units, which in 
turn act as constituent elements of a higher-level system. As for logistics relationships, they portray 
the material exchange relationship among logistics equipment, processing equipment and storage 
equipment. They can be classified into the logistics in the units and the logistics among the units. 
The former is relatively simple, while the latter is more complex because of multiple equipment 
participation, long logistics distances and complicated logistics routes. Fig. 1 depicts the basic ele-
ments and relationships identified in DMSs. 



 

 

El
em

en
ts

R
el

at
io

ns
hi

ps

material

method

environment

Production 
relationship

Logistics 
relationship

system operation rules, e.g. process documents, 
production plans, scheduling mechanisms, etc.

system operating environment

e.g. material, semi-finished, product etc.

hierarchical structure including production unit 
configuration and combination

networked structure including intra-unit logistics and 
inter-unit logistics

man

machine e.g. control equipment, processing equipment, 
logistics equipment, storage equipment etc.

Active controller, who can act on any machine 
depending on their role in manufacturing

M
an

uf
ac

tu
rin

g
sy

ste
m

s

 
Fig. 1 Basic elements and relationships identified in discrete manufacturing systems 

3.2 Representation of physical systems in virtual spaces 

As mentioned earlier, DES modeling theory is relatively mature and can be used to describe the 
internal logic of entities and the interaction between entities. However, the lack of encapsulation of 
details makes it difficult to describe complex systems directly. Therefore, the identified elements 
and relationships could be encapsulated into corresponding representation models according to their 
functions and behaviors. The internal operation logic of these representation models could be de-
scribed via DES modeling theory, e.g. finite state machine [9]. The interactions between models 
could be described by defining their input/output interfaces. In order to realize the unified expression 
of heterogeneous DMSs, a set of graphical and formal models are provided.  

Fig. 2 outlines these representations models from three levels of composition, structure, and op-
eration. In composition level, seven elements describe the basic elements of DMS. In the structure 
level, the service cells (SC) and the logistics path networks (LPN) are proposed to represent the 
production relationship and logistics relationship. Finally, multi-virtual service nodes (VSNs) based 
logical model is outlined in operation level, which combines production processes, service cells, 
and logistics path networks into an organic whole to achieve an orderly logical flow of parts.  
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3.2.1 Representation of elements 
In order to unify the elements of DMS identified in the previous section, the Seven-element model 

is proposed (see the bottom of Fig.2). Each element is an individual object acting as a special role 
in the system, which encapsulates internal logic and interfaces with external environment. The Con-
troller (C) determines the functions and operating logic. The Processor (P), Executor (E), and Buffer 
(B) form the basic physical structure, which represents the “machine” in physical systems. The 
Flowing entity (F) - a green dot in Fig. 2 represents the material; the Logistics path (L)-an arrow 
line in Fig.2 indicates the flowing direction and represents the material flow rule; and the VSN - a 
red dot in Fig 2, associates the above elements to build a virtual operating environment. These seven 
basic elements are associated with other secondary elements. The graphical and algebraic specifi-
cation of the key element representation models is given in Table 1 and explained next. In this article, 
the symbol "<>" represents the composition and characteristics of a logical model; and the symbol 
"×" represents the logical relationship between logical models.  

Table 1 Graphical and algebraic specifications of representation models 

Logical model 
Graphical 

specification 
Algebraic specification 

Controller (C) C
 

C=<IM, OM, MR> 
IM: input message set, OM: output message set,  

MR: message processing rule set 

Processor (P) P
 

P=<IE, OE, T> 
IE: input entity set, OE: output entity set,  



 

 

T: service time 

Executor (E) E
 

E=<IT, OM, LR> 
IT: input task set, OM: output message set,  

LR: logistics task execution rule set 

Buffer (B) B  

B=<IE, OE, V> 
IE: input entity set, OE: output entity set, 

 V: capacity 

Flowing entity (F)  
F=<GUID, Inf> 

GUID: Global Unique Number, Inf: Information set 

Virtual Service 
Node (VSN)  

VSN= LPN×SC×F 
LPN: Logistics Path Network, SC: Service Cell,  

×: LPN, SC and F are logically connected by VSN 

Logistics path (L)  
(directed graph) 

L=<Oi, Oj> 
Oi: originating object, Oj: destination object 

Logistics Path Net-
work (LPN) 

 
(undirected graph) 

LPN=< G, E_Set, VSN_Set> 
G: undirected graph,  

E_Set: a set of Executors, 
VSN_Set: a set of VSN 

Production Service 
Cell (PSC) S

 SC=<C, P, E, B, F, L, VSN> 

Buffer Service Cell 
(BSC) S  

Formally, the Seven-element model is algebraically specified in the following. 
  , , , , , ,Seven Elements C P E B F L VSN=< >  (1) 

 C: Controller, a mapping of various control devices or decision makers, provides deci-
sion services for system operations. On the one hand, it converts input message (IM) 
from the upper-level controller, such as an operation, into an execution order, and then 
sends it to other logical models for execution according to a predefined message pro-
cessing rule (MR). On the other hand, the execution status and result are fed back to the 
higher-level controller in the form of output messages (OM). 

 P: Processor, a mapping of various processing devices, provides processing services (a 
specific operation, e.g. milling) for parts. Its state (P_State) can be denoted by the cur-
rent service time (t), and the corresponding relationship is  

( )
( )

( )

0      0
_ 1 0

2      
P Stat

t
t
t

e T
T

=

= < <

=






 

Where T is the service time of a certain operation, the three numbers refer to waiting for loading, 
processing, and waiting for unloading, respectively.  

 E: Executor, a mapping of various logistics devices, is responsible for parts transfer 
driven by logistics tasks under the execution rules. A logistics task as input can be de-
fined as IT = (F: Oi → Oj), meaning that the flowing entity (F) is transferred from the 
object Oi to Oj. Logistics task execution rules (LR) include manipulator motion control 



 

 

programs, automated guided vehicle (AGV) path planning algorithms, and scheduling 
mechanisms. The execution results of the logistics tasks are fed back to the controller as 
output messages (OM), including 4 types of tasks namely waiting to be executed, tasks 
started, tasks executed successfully, and tasks executed failed. 

 B：Buffer, a mapping of various storage devices, provides temporary or long-term stor-
age services for parts. Its state (B_State) can be denoted by the current capacity (v), and 
the corresponding relationship is  

( )
( )
( )

0     =0
_ 1 0< <

2     =
B S

v
v
v

tate V
V

=






 

Where V is the maximum capacity of the buffer, the three numbers refer to prohibiting output, 
allowing input and output, and prohibiting input, respectively.  

 F：Flowing entity, a mapping of parts including materials or semi-finished products, 
receives services from P, E and B. It is uniquely identified by the global unique number 
(GUID) and can be identified and traced. Also, it acts as a carrier of information, includ-
ing production process information, production plans, historical track information, and 
simulation information.  

 L：Logistics path, a mapping of logistics relationships, presents the direction of the F 
between the two objects (elements or cells).  

 VSN：Virtual Service Node, a core concept specially proposed in this article, is a high-
level abstraction and mapping of production organization relations, logistics logic, and 
production logic. Its specific connotations will be elaborated in Section 3.2.6. 

Further, the relationships identified in the previous section can be formulated as: 

  ,System Structure SC LPN=< >  (2) 

 SC: service cell, a subsystem consisting of seven elements with a specific function. It 
is divided into production service cell (PSC) and buffer service cell (BSC). 

 LPN: logistics path network, the mapping of the actual logistics layout and relation-
ships. 

3.2.2 Representation of production relationships 
Production activities can be viewed as a series of “services” that are carried out in an orderly 

manner. Therefore, all production-related activities such as processing, assembly, test, and buffering 
can be abstracted into services. A set of elements with specific service content are associated into 
an organic whole, called the service cell. Like the seven elements, SC also encapsulates its internal 
logic and interfaces with its external environment. At the SC level, the Executor is called the internal 
Executor (Eint) and the logistics path refers to the directional path between seven elements. The 
Buffer is subdivided into the input Buffer (Bin) and the output Buffer (Bout) depending on its rela-
tionship with the outside of a cell. Correspondingly, at the system level, the Executor is called the 
external Executor (Eext) and the logistics path refers to the direction between SCs. The reference 
models and logical models of SC are shown in Fig. 3.  
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As depicted in Fig. 3(a) (c), in production service cell (PSC), the processor is the principal part 
which provides processing services such as machining, inspection, decomposition or assembly. The 
F enters the PSC through the VSN, successively passes through the Bin, the P and the Bout receiving 
services, and finally leaves the PSC through the VSN. The C controls the Eint to assist the F flow 
among above elements. The above logic is predefined as a logic template and encapsulated into the 
C of the SC. 

As illustrated in Fig. 3(b) (d), in buffer service cell (PBC), the Buffer is the principal part which 
provides buffer services such as transfers or storages for the F. Besides for the difference of service 
contents, there are no essential distinct between the BSC and the PSC in structure and logic. 

3.2.3 Configuration and combination of service cell 
Based on typical service cell models, different manifestations of service cell can be derived by 

the configuration of elements. For instance, three basic forms of PSC are derived depending on 
different configurations of the buffer (Fig. 4(a) (b) (c)), and a type of PSC is derived from different 
configurations of Eint (Fig. 4(d)). More forms can be derived from the combination of B’s and Eint’s 
in different configurations. Likewise, the BSC also has multiple different manifestations.  

  

  

(a) Without input Buffer (b) Without output Buffer

(c) Without Buffer (d) Without internal Executor  
Fig. 4 Different forms of service cell 

A complex production organization relationship could be expressed via the combinations of SCs. 
Fig. 5 demonstrates four major types of SC combinations: “serial”, “parallel”, “assembly” and 



 

 

“expansion”.  

 

 

  

(a) Serial (b) Parallel

(c) Assembly (d) Expansion  
Fig. 5 Four major combinations of service cell models 

3.2.4 Properties of the service cell 
Properties of the SCs can be summarized below:  

• SC is a loose, autonomous agent with an independent function. It mainly indicates that: (a) there 
is no distance constraint on the spatial distribution for the elements in the SC; (b) the SC has no 
exclusive constraint on its constituent objects, as if an Eint could belong to multiple SC at the same 
time; and (c) the SC can complete an independent task without external help and only keep contact 
with the outside via the VSN. Hence, the SC shows more flexible and reconfigurable features than 
the traditional functional unit (e.g. functional unit in [33] and unit production process in [34]).  

• SC consists of seven elements or a subset of them and its internal logic is determined by the dif-
ferent configurations of elements. The service provider (a P in PSC or a B in BSC), C and VSN are 
the basic elements and indispensable. The Bin, Bout and Eint can be flexibly configured depending 
on different demands (see Fig. 4). The operating logic of a typical SC is predefined as a template. 
The custom SC is derived from the typical SC, and its operation logic could be created based on 
the template, which depends only on the configuration of the custom SC. Thus, once the configu-
ration is completed, the logic of the C is generated automatically.  

• SC is a middle level of the system. SC is composed of basic elements, and it in turn acts as a basic 
element in a higher-level system. A complex system structure can be further simplified by the 
combination of SCs (see Fig. 5). Therefore, the complexity of modeling a system can be reduced 
by the proposed hierarchical features. 

3.2.5 Representation of logistics relationships 
In a manufacturing system, there exists various logistics equipment (e.g. AGV, stackers, manip-

ulators etc.), various layout forms (e.g. linear layout, circular layout, and network layout) and vari-
ous control logics (e.g. automatic tracking and manual control). In order to truly reflect the logistics 
relationships, the logistics path network (LPN) model is put forward, which is defined below. 

 , _ , _LPN G E Set VSN Set=< >  (3) 



 

 

• G = (V, E', W) is a finite, simple and undirected graph with a set of vertices (V), a set of edges (E'), 
and a weight Wij = Distance(Vi, Vj). It describes the geometric properties of the logistics layout. 
Let G(Vi × Vj) denotes the adjacency matrix of G. 

 
11 1

1

( )
n

i j

m mn

a a
G V V

a a
× =

 
 
  
 



  



,
1,  if there is a path  to 

0, otherwise 
i j

ij

V V
a =





 (4) 

Where: Vi and Vj are the vertices of the undirected graph; aij represents the adjacency relationship 
of the Vi and Vj. 

• E_Set = {E1, E2 … En} is a finite and non-empty set of executors (Es), which unifies the various 
logistics equipment. 

• VSN_Set = {VSN1, VSN2 … VSNn} is a finite and non-empty set of VSNs, which are control points 
where the executors and service cell exchange material. 

Multiple LPNs are interconnected through specific VSNs to form an “electronic map” in a virtual 
environment, which fully express the logistics structure of a complex DMS. And they provide a 
ground for shortest path planning and logistics scheduling [35]. 

3.2.6 Representation of operation  
Further, how to implement a dynamic operation of a virtual system is discussed. A production 

logical model is first set forth. Next, the connotations of VSNs are highlighted. Finally, an operation 
based on the production logical model is illustrated.  

Production activities could be viewed as a series of alternating operations and logistics activities. 
Its operation logic could be described as the interactions among parts, operations, and logistics. 
Therefore, a production logical model of DMS is described in Fig. 6, and it is denoted with a triple: 

 _ , _ , _Production Logical Model F Set SC Set LPN Set=< >  (5) 

• F_Set is a finite, non-empty set of Fs, which defines the input and output of a production system. 
• SC_Set is a finite, non-empty set of SCs, which describes the hierarchical production structure. 
• LPN_Set is a finite, non-empty set of LPNs, which describes the network logistics structure. 

 

VSN1 VSNi VSNn  
Fig. 6 Production logical model of Fi based on multi-VSNs  

As illustrated in Fig. 7, the VSNs play a significant role in the production logical model. Three 
ideas central to VSNs are:  

• The organizer and manager of the elements in SCs. The VSN associates with a group of objects 
related to a specific service to form a SC. It defines the cell’s composition, service content, and 
external interfaces. Through the VSN, it is possible to traverse any elements of the SC and obtain 
its attributes and status. 

• The link between the SCs and LPNs. The VSNs represent the key geometric points discretely dis-
tributed on logistics paths, which associate production and logistics via linking of the SCs and 
LPNs. In addition, by traversing status of the Es bound on the LPNs, appropriate executors can be 



 

 

selected. By dynamically adding two VSNs to LPNs, a shortest path between two corresponding 
SCs can be found quickly based on Dijkstra’s algorithm [35].  

• The mapping of the part routes. By mapping production processes associated with Fs to a sequence 
of ordered VSNs, a production logic model can be rapidly and dynamically generated. This allows 
dynamic organization of manufacturing routes during production, rather than a priori linking pro-
cesses to specific resources in traditional simulation software [36].  

Process1 Process2 … Processn

VSN1 VSN2 … VSNn

S1 S2 Sn…

Associate

Mapping

SC_ Set

LPN_Set

F_Set
 

Fig. 7 Relationships among SCs, LPNs and Fs 

Depending on its production logical model, the operation processes of a complex DMS are de-
scribed below.  

Input stage. Let Fi be a Flowing entity, and inf_process be the process information obtained from 
it. Assume that the Fi has n processes which are sequentially ordered from 1 to n, and each process 
corresponds to 1st to nth SC. Therefore, inf_process can be described as {SC1, SC2, …, SCn}. Be-
cause the SC and the VSN have a one-to-one correspondence, the inf_process can also be described 
as a sequence of VSNs (from VSN1 to VSNn).  

Execution stage. According to the input, a production logical model of Fi is generated dynami-
cally (see Fig. 6). Initially, Fi is placed at the S1, waiting to be sent to the next process Si-1 to accept 
services. There is a demand for logistics services, that is, Fi is required to transfer from S1 to Si-1. 
Assume that S1 and Si-1 are connected through LPN1, and an executor set E_Set1 is bound to LPN1. 
As a result, an appropriate executor E is selected from E_Set1 and is assigned to transport Fi from 
S1 to Si-1, based on the following two rules. One is that the current state of E is idle. The other is that 
the total transportation distance (a sum of the distance from E’s current position to S1 and the dis-
tance from S1 to Si-1) is the shortest. Then, by adding the VSN1 and VSNi-1 to the adjacent matrix of 
the LPN1, a shortest logistics path LP1 would be found based on Dijkstra’s algorithm [35]. Therefore, 
Fi arrives at Si-1, where the service logic is controlled by the SC model. After it receives the service 
in Si-1, a new logistics demand is created. In this way, the materials flow in an orderly manner under 
the logical model.  

Output stage. As shown in Fig. 6, the service process alternates with the logistics process. Fi 
leaves the systems until accepting all services. The logistics, buffer and processing information gen-
erated during the simulation are collected into Fi’s simulation information. This simulation infor-
mation will be applied to verification of production plans and system performance evaluation. 

3.3 Connection and interaction design between physical systems and their representation models 

The representation models provide high level abstraction and encapsulation for the elements and 
relationships of a manufacturing system, which are the cornerstones of simulation. In this section, a 
connection scheme and a data interaction mechanism are designed to achieve the virtual-physical 
interaction in practice, which enable the simulation applicable throughout the production lifecycle.  



 

 

3.3.1 Virtual-physical connection scheme 
The lack of the virtual-physical connection and interaction leads to a non-real-time simulation, 

which limits the industrial application of simulation based on DES modeling theory.  
Although most simulation software currently provides a 3D simulation environment, they are 

more concerned about the user experience and ease of modeling than the actual mapping of the 
physical system. This makes it difficult to consider the actual logistics layout and logistics relation-
ship in traditional DES simulation. For example, in traditional DES simulation, the completion time 
of each logistics task is usually set to a constant or modelled by a certain statistical distribution, and 
it is difficult to accurately match to the actual situation with possible disturbance. Therefore, a geo-
metric model that mirrors physical system is needed to realistically reproduce the production scene. 
On the other hand, in traditional DES simulation, simulation parameters cannot be obtained auto-
matically from physical objects, and can only be derived from statistical values and estimates based 
on actual production experience. For example, in traditional DES simulation, the operating time of 
a process on a machine tool is usually assumed to be a fixed constant or set by a certain statistical 
distribution. In actual production, the operating time of a machine tool is closely related to the spe-
cific process. Therefore, a data model is needed to connect the physical object and its virtual model, 
so that the state and operating parameters of the physical object can be automatically updated to its 
virtual model.  

A connection scheme between physical and representation models is depicted in Fig. 8(a). As 
shown in Fig. 8(a), a logical model is first set up based on its representation model, which enables 
virtual models to simulate. Its simulation properties and behavior are described by discrete events 
and activities based on the DES modeling theory. A geometric model is a mirror image of the phys-
ical object in virtual space, which describes the geometric properties (e.g. shape, size, color, assem-
bly relationships, etc.) and kinematic structures (e.g. kinematic relationship of parts, range of move-
ment, degree of freedom, etc.) of the physical object. The former can be expressed by a CAD model, 
while the latter can be described by a topological model. It also provides a 3D interactive environ-
ment for the simulation and monitoring of physical objects. Finally, a data model is responsible for 
data sensing, processing, transmission, storage, and analysis, enabled by IoT [4] and big data [5]. It 
is a bridge that connects physical objects and their virtual models. On the one hand, geometric mod-
els and logical models can be kept consistent with the physical objects through model reconfigura-
tion and data updates, so that logical models can simulate throughout production lifecycle. On the 
other hand, with the improvement of the accuracy and real-time performance of simulation input, 
physical systems could be on-line simulated and continuously optimized. By above-mentioned con-
nection scheme, the physical devices and their representation models are connected, as shown in 
Table 2.  

Fig. 8(a) also shows the relationship between simulation applications and various dimensional 
models at different production stages, i.e. offline simulation before production, online simulation 
during production, and predictive simulation after a certain period of stable operation. It will be 
discussed in Section 3.3.3.  
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Table 2 Connection of physical devices and their representation models 
Reference 

models 
Connections Representa-

tion models Geometry model Data model Logical model 

Control 
equipment 3D CAD models or not 

Running status, and production 

orders and execution results 

Message arrival event and 

message processing activity 
Controller (C) 

Processing 
equipment 

3D CAD models, topo-

logical models 

Running status, operating time, 

motion axis real-time position, 

etc., and production orders and 

execution results 

Part arrival/processing 

start/processing end/ depar-

ture events and operation ac-

tivity 

Processor (P) 

Logistics 
equipment 

3D CAD models, topo-

logical models 

Running status, moving speed, 

carrying capacity, loading and 

unloading time, etc., and pro-

duction orders and execution 

results 

Receive / start / complete lo-

gistics task event and mate-

rial handling activity 

Executor (E) 

Storage 
Equipment 3D CAD models Capacity 

Part arrival / departure 

events and storage activity 
Buffer (B) 

By Specification (5) and Fig. 7, the logical model of a production system is described by the 
interactions among Fs, SCs, and LPNs. Thus, a DTS could be modeled by the interaction and inte-
gration among products DT, cells DT and logistics DT. According to the connection scheme pro-
vided in Table 2, machine tools DT, robots DT and buffers DT can be constructed. These DT models 
can further build higher-level DT models such as cell DT and logistics DT. Finally, products DT, 
cells DT and logistics DT interact to form a DTS [3], as shown in Fig. 8(b). 

Many scholars have established product DT from a PLM perspective [19,25]. In this research, 
product DT refers to a fusion model of CAD model, data models and flowing entity. Its data models 
include production process information, production plans, historical track information, and simula-
tion information. These data are mapped one-to-one with the information set of the flowing entity. 
The production process and planning information can be extracted from the product data manage-
ment (PDM) and manufacturing execution system (MES). Above information provides basic data 
for simulation. Real-time locations of the product can be identified and tracked by RFID or barcode 
technology to form historical track information, which provides a reference for production plan 
execution monitoring and real-time scheduling. On the other hand, the flowing entity runs through 
the entire simulation process and collects simulation information such as processing, storage, and 



 

 

logistics information, which is used for system performance evaluation and production plan verifi-
cation. 

The cell DT is a combination of digital twin devices, including machine tools DT, robots DT and 
buffers DT. Similarly, it can be described as a fusion of geometric models, data models and logical 
models. Its geometric model is a three-dimensional layout drawing, including the CAD model and 
relative position relationship of its constituent devices. Its data model includes the real-time status 
and operating parameters of each component device, as well as production orders and execution 
results. And its operation logic is described by a C in SC model.  

The logistics DT is modeled by a logistics layout, a LPN model, and data connecting them. As 
mentioned earlier, LPN is defined as an undirected graph G, a set of Es, and a set of VSNs. The G is 
a mirror of a logistics layout, which provides data support for shortest path planning. Based on 
designed connection scheme and methods, the logistics devices and their corresponding logical 
models (Es) can be connected into a digital twin model. In an actual logistics layout, the two-di-
mensional code is used to identify where AGVs turn and interact. These two-dimensional codes can 
correspond one-to-one with VSNs in a LPN. Through the correspondence between the two-dimen-
sional code and the VSNs, logistics devices can be synchronized with Es at key points. Furthermore, 
logistics scheduling methods and operating mechanisms under different production modes (such as 
push and pull production) are mapped into corresponding rules and simulation logic. Therefore, the 
LPN model can always be synchronized and consistent with the actual logistics situation on the shop 
floor. 

3.3.2 Data interaction mechanism 
A data interaction mechanism, which integrates message middleware, memory database and re-

lational database, is designed to implement virtual-physical interaction. The message middleware, 
e.g. Kafka [11] and MQTT [17], is used to send production instructions and feedback execution 
results. The memory database, e.g. Redis [12], is used to store real-time operating data during pro-
duction. And the relational database, e.g. MySQL, Oracle, SQL Server and so on, is used to data 
management for simulation systems.  

Designed data interaction mechanism enables four types of data interaction as indicated by the 
arrows in Fig. 9: (1) the production orders sent to physical and virtual shop floor for execution via 
a message middleware, i.e. ex-warehouse/in-warehouse orders of storage units, operation orders of 
production units, and logistics orders; (2) the results of the orders execution fed back from the phys-
ical workshop via a message middleware, i.e. execution failed, execution succeeded, and execution 
started; (3) the real-time status and operating parameters synchronized from the physical devices 
and workshop via a memory database, e.g. machine tool motion axis real-time position, speed of 
AGVs, sensor signals, etc., which makes the virtual and physical workshops to stay synchronized 
at critical points in time; and (4) the simulation analysis results and verified scheduling fed back 
from the virtual workshop via a relational database, with real-time data as enablers.  

With above data interaction mechanism, workshop can operate based on both practical situation 
and simulation. On the one hand, the workshop service system sends orders to the physical work-
shop, then schedules and adjusts according to the results of execution feedback. On the other hand, 
the physical workshop and the virtual workshop are driven by the same data source and remain 
consistent at critical moments. Abnormal data and events of the physical workshop will be reflected 
to the virtual workshop in real time. They are captured, simulated，analyzed, and evaluated to aid 
decision-making. And new production orders could be generated to adjust and optimize the physical 
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Fig. 9 Data interaction mechanism 

3.3.3 Simulation mechanisms throughout the production lifecycle 
Based on the designed connection scheme and data interaction mechanism, the virtual model has 

the potential for full production cycle simulation [37]. A simulation mechanism is described in Fig. 
10(a). First, a DMS is represented via the concepts, i.e. Seven-elements, SC, LPN and their config-
urations. Next, two parallel lifelines (i.e. physical system and virtual system) exist in physical space 
and virtual space respectively, which are interweaved via the geometric, logical and data models. 
On the one hand, the model-driven offline simulation and data-driven online monitoring run in par-
allel. On the other hand, when the physical system is disturbed, the current statuses of the system as 
simulation inputs invoke the simulation model to evaluate the impact of this disturbance on produc-
tion. Finally, a predictive simulation can be achieved by the fusion of real-time data and simulated 
data. On that basis, the scenarios of simulation applications along different production phases are 
described in Fig. 10(b).  
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Fig. 10 (a) Simulation mechanism; and (b) applications scenarios along different phases 



 

 

In the design and blueprint stage, the lifeline of the physical workshop has not yet begun (see the 
blue dotted line in Fig. 10(b)); various design schemes can be generated quickly in virtual space 
through the configuration and combination of the Seven-elements, SC, and LPN. By comparing and 
analyzing these schemes, the design parameters can be optimized, e.g. the number and capacity of 
the buffer stations, the number of logistics equipment, logistics path settings, etc.  

Before production, the production plans from a schedule system are sent to the virtual shop floor 
where various working conditions are simulated to find potential conflicts in the plans. After verifi-
cation and revision, the plans are dispatched to the physical workshop for execution. 

During production, the physical shop floor and the virtual shop floor run in parallel. The real-
time status of resources is synchronously reflected to virtual shop floor; therefore, the production 
process could be monitored, and the real-time data could be recorded. On the other hand, the con-
sequences of different scheduling schemes under various disturbances (e.g. equipment failures, plan 
changes and material shortages) could be assessed via online simulation, which is the decision-
making foundation for dynamical scheduling.  

After the system runs stably for a period, massive operational data and simulation data are gen-
erated, which provide a data foundation for subsequent data mining, knowledge engineering, and 
model iterative optimization. Production scenarios, especially the scene before the failure, can be 
reproduced driven by historical data to gain valuable experience and find potential problems. What 
is more, based on massive historical data, predictive simulation becomes possible; and the possible 
state of device/workshop at the next moment would be acquired, which is of great significance for 
improving the accuracy of decision-making and the effectiveness of control. 

4 Application case for verification 

The proposed DT implementation method has been applied to a real-world digital twin shop-floor 
mainly producing various types of complex aerospace structural parts. In order to improve produc-
tion efficiency and shorten time-to-market, the transformation and upgrades toward DTS were car-
ried out, including workshop automation and information construction, virtual workshop construc-
tion, production plan simulation and verification, and production process real-time monitoring and 
scheduling.  

4.1 Identification and representation of the workshop 

As depicted in Fig. 11, this shop floor consists of six functional areas that are distributed on both 
sides of the logistics route. Further, these functional areas are classified into 23 units, and units with 
similar function and structure are in the same functional area. For instance, the warehouse area (A1) 
is divided into two units, where each unit consists of a storage, a stacker, and an input and output 
buffer station, and operates with the same logic. 
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Fig. 11 A structural parts processing workshop 

Through a comprehensive analysis of this workshop, its specific composition and hierarchical 
structure are provided in Table 3 and the logistics structure is shown in Table 4. 

Table 3 The production structure and major equipment 
Function area Function and structure Main equipment (numbers) 
Warehouse area 

(A1) 

Storing workpieces and product, includ-

ing 2 buffer units 

Storehouse (2), stacker (2), input and output 

buffer (2) 

Preassembly station 

(A2) 

Preassembly and disassembly, including 

2 preassembly units 

Manual preassembly station (2), manipulator 

(2), worker (2) 

CNC processing area 

(A3) 
Processing, including 7 processing units 

Machine center with auto transmitting mecha-

nism (7) 

CNC processing area 

(A4) 
Processing, including 4 processing units 

Machine center with auto transmitting mecha-

nism (4) 

Flexible production line (A5) Processing, including 3 processing units 
NC machine (3), manipulator with guide (1), 

transfer station (1) 

Flexible production line (A6) Processing, including 5 processing units 
NC machine (5), manipulator with guide (1), 

transfer station (1) 

Table 4 The logistics structure  

Logistics paths 
Logistics equipment 
(numbers) 

Tasks 



 

 

AGV routes(P#1) AGV (1) Material handling between A1 and A2  

AGV routes (P#2) AGV (3) Material handling among A2, A3, A4, A5, and A6 

Guideway(P#3) manipulator with guide (1) Material handling among 3 processing units in A5 

Guideway (P#4) manipulator with guide (1) Material handling among 5 processing units in A6 

By Specification (5), the production system’s logical model is described by the interactions 
among Fs, SCs, and LPNs. Thus, in the production model of this workshop depicted in Fig.11, the 
three combined parts are specified as follows: 

 _ { |1 23}iSC Set SC i= < <   

 _ { |1 4}iLPN Set LPN i= < <   

 _ { | 0 4}iF Set F i= < <   

Where, 23 service cells (SCs) include 2 buffer service cells (BSCs) and 21 production service 
cells (PSCs); their algebraic representations are outlined in Table 5; and hierarchical production 
relationships are illustrated in Fig. 12. Note that SCs with same composition and structure are 
grouped into one class, therefore only one SC is described for each class. Also note that the logistics 
path (L) and the VSN are the abstract models in a SC, thus there are no physical equipment corre-
sponding to them. In addition, the serial numbers of these SCs are the same as that of the VSNs (see 
Fig. 13 for the serial numbers).  

Four logistics path networks (LPNs) are two AGV routes (P#1, P#2) and two guideways (P#3, 
P#4) (see Fig. 13). Taking the AGV routes (P#2) as the example, it has eight vertices and three 
AGVs running on it. Meanwhile, 14 VSNs are defined on it; 11 of which are interaction points where 
the AGVs and SCs exchange material; and 3 of which (VSN3, VSN22, VSN23) are connection points 
which respectively connect P#2 with P#1, P#4, P#3. From Specifications (3) and (4), the algebraic 
representations of the LPN2 based on P#2 is: 

2 2 2 2, _ ,extLPN G E Set VSN_Set=< >
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Table 5 Algebraic representations of SCs in Fig. 11 
Function Area Service Cell Algebraic representation 



 

 

A1 SC1, SC2 

SC1= {C, B, Bin, Bout, Eint, F, L, VSN1} 

Mapping: 

  storehouse control system → C 

storehouse → B 

input and output buffer → Bin, Bout 

stacker → Eint 

workpieces → F 

A2 SC5, SC6 

SC5= {C, P, Eint, F, L, VSN5} 

Mapping: 

  worker → C, P 

manipulator → Eint 

workpieces → F 

A3, A4 
SC11-SC17, SC18-

SC21 

SC11 = {C, Bin, Bout, P, Eint, F, L, VSN11} 

Mapping: 

  machine center control system → C 

  machine center → Bin, Bout , P, Eint 

workpieces → F 

A5, A6 
SC8-SC10, SC25-

SC29 

SC8 = {C, Bin, Bout, P, Eint, F, L, VSN8} 

Mapping: 

  production line control system → C 

  transfer station → Bin, Bout  

NC machine  → P 

manipulator with guide  → Eint 

workpieces → F 

(h) SC in A1

(i) SC in A2 (j) SC in A3 and A4 (k) SC in A5 and A6
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Fig. 12 Representations of production relationship of workshop in Fig. 11 
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Fig. 13 Representations of logistics relationships of workshop in Fig. 11 

4.2 Virtual model construction system and its applications 

A virtual model construction system is developed to support virtual workshop construction and 
simulation applications. It consists of four main modules, i.e. virtual construction of elements, vir-
tual construction of (sub) systems, production plan simulation and verification, and production pro-
cesses real-time monitoring and scheduling. 

4.2.1 Virtual construction of elements 
Based on the connection scheme mentioned earlier (Fig. 8(a)), virtual models of physical equip-

ment (e.g. processing equipment, logistics equipment, and storage equipment) are constructed by 
fusion of their geometric models, logical models, and data models. Element virtual construction 
modules provide templates and interactive interfaces to set up above models. As a result, the virtual 
components were encapsulated and stored. For instance, machine tool was encapsulated as a Pro-
cessor (P), and stored in an element library.  

Fig. 14 shows how to construct a virtual machine tool and establish a data connection with the 
physical machine tool. Firstly, based on multi-body kinematics, the kinematic relationship of a ma-
chine tool is defined by a topological chain which is composed of a series of topology nodes and 
connecting arrows; the former describes the key components of a machine tool, and the latter de-
scribes the parent-child relationship between these components. And, a 3D CAD model of each part 
of a machine tool is imported and linked to the corresponding topological nodes. Secondly, the 
functions of a machine tool, e.g. clamping, door opening and closing, and operating, are defined by 
associating CAD models and their motion parameters. And the logical relationships are modeled by 
setting the sequence and function trigger conditions. For instance, the function of “door opening” 
was defined by entering the CAD model name, the speed and stroke of the door. And its triggering 
condition was set to the start of a new operation or the end of a previous operation. The logical 
sequence between these functions of a machine tool was defined as the door opening, clamping, 
door closing, and then operating. Thirdly, the real-time running status and parameters of the machine 
tool were collected by OPC UA. A total of 17 items of data including feed speed, feed rate, spindle 
power and speed, real-time positions of the five motion axes and so on, were collected, which were 
synchronized to geometric and logical models via Kafka and Redis. 
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Fig. 14 Process of a virtual machine tool modeling 

4.2.2 Virtual construction of complex systems 
The system virtual construction modules provide the functions of 2D layout, logistics path net-

work configuration, and service cells configuration. On the one hand, it can quickly build a virtual 
model of an existing workshop and truly reflect its equipment layout and logistics relationships. 
When the physical workshop layout or organizational relationship is adjusted, the virtual model can 
also be quickly updated and adjusted through logistics path modeling and service cell reconfigura-
tion. On the other hand, it can also be used to simulate and evaluate the facilities and logistics layout 
of a workshop in the blueprint. 

Fig. 15 illustrates how to construct a virtual model of an existing workshop. The workshop 2D 
layout was first created via dragging and dropping models from the element library built in the 
previous section. Through the human-computer interaction interface, the logistics layout of the ac-
tual workshop was mirrored into a virtual space. Logistics equipment, i.e. AGVs, stackers, and ma-
nipulators with guide, were bound to the corresponding logistics paths. And logistics control points 
(see VSNs in Fig. 15) were defined on the logistics paths, which associate logistics paths with service 
cells. As a result, the logistics path networks described in Fig. 13 was modeled, which would support 
shortest path planning and logistics scheduling. As shown in Fig. 15, one can configure the input 
buffer (Bin), output buffer (Bout) and Executor (E) of a service cell. Different configuration schemes 
will generate different service cell models, which determine the simulation logics of the service 
cells. In this way, different production service cells and buffer service cells represented in Table 5, 
were set up by configuring its Seven-element models. 
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Fig. 15 Virtual workshop modeling 

4.2.3 Production plan simulation and verification 
A production plan is generated based on scheduling models under resource constraints and opti-

mization goals. In the production scheduling, the actual facilities and logistics layout of the work-
shop as well as the buffer station capacity, logistics transportation time, auxiliary operation time, 
etc. are difficult to consider or less considered. Such scheduling plan is rough. The simulation over-
comes above shortcomings and provides more details for the scheduling plan.  

Fig. 16 illustrates the process of production plan simulation and verification. Taking production 
tasks, process information and production plan as input, the logical model for each part is generated, 
which drives the virtual shop floor established in Section 4.2.2. The simulation data (e.g. the start 
time and end time of each process and logistics tasks) is collected and plotted as a production exe-
cution Gantt chart, which is compared with the planned Gantt chart drawn by the production plan-
ning. Based on the simulation results, the production plan is adjusted and optimized. And the ad-
justed plan can be verified by re-simulation. 
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Fig. 16 Process of production plan simulation and verification 

4.2.4 Production process real-time monitoring and scheduling 
The physical devices and their virtual models were connected via the data model in Section 4.2.1; 

a virtual workshop was established in Section 4.2.2; and a virtual workshop-based production plan 
simulation and verification was implemented in Section 4.2.3. On this basis, this section demon-
strates the implementation of production process real-time monitoring and scheduling. 

As shown in Fig 17(c), a verified plan is decomposed into operation and logistics orders, which 
are sent to the physical workshop and devices for execution through Kafka. During execution, the 
execution results are feedback to production plan and scheduling system via Kafka. And the oper-
ating parameters and real-time status of the physical devices are obtained from Redis, driving the 
virtual devices and shop floor to run synchronously (Fig. 17(a) and (b)). As shown in Fig. 17(b), 
these data are monitored and analyzed, e.g. real-time status analysis and overall equipment effec-
tiveness (OEE) analysis. On the other hand, if the execution deviates from the planned, the simula-
tion modules would be triggered and invoked to evaluate and analyze possible effects under disturb-
ance; and the simulation results aid scheduling decisions. The new scheduling scheme could be 
verified again by the simulation modules. The verified scheduling plan is fed back to physical shop 
floor for execution. Therefore, the physical shop floor is continually simulated and optimized via 
virtual-physical interaction.  
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Fig. 17 Production process real-time monitoring and scheduling. (a) Process visualization and sim-

ulation based on virtual shop floor; (b) device status monitoring and analysis; and (c) physical 
shop floor operation scenario. 

5 Discussions and conclusions 

This article focuses on the virtual modeling method at a conceptual level and the implementation 
mechanisms of the virtual-physical connections in practice for establishing digital twin shop floor, 
based on the discrete event system (DES) modeling theory. At the conceptual level, DES modeling 
theory provides a unified formal and graphical representation of composition, structure, and opera-
tion of a manufacturing system. As a result, heterogeneous discrete manufacturing systems could be 
rapidly modeled and configured in a simple, well-defined, and hierarchical way. In practice, the 



 

 

virtual-physical connection scheme and data interaction mechanism expand the application scope 
of DES simulation, giving it the potential for digital twin applications. The virtual-physical connec-
tion scheme enables virtual devices modeling through integrating geometric models, data models, 
and logical models. By dragging and dropping predefined virtual devices, personalized workshop 
and logistics layout could be quickly configured, which could support designing of workshop and 
production plan verification. In addition, the data interaction mechanism enables the interaction and 
coordination among virtual workshop, physical workshop, and workshop service system to realize 
process visualization, real-time monitoring, and scheduling.  

It is worth mentioning that there are several limitations of the current work. This article focuses 
on establishing a generic logical model or simulation model for heterogeneous manufacturing sys-
tems, rather than a data model or an information model; the latter could be modeled using Automa-
tionML [23], MTConnct and OPC UA [22]. Integrating existing logical and information modeling 
specifications could more fully express a digital twin model. Besides, this article does not cover the 
formal model verification, validation, and accreditation (VV&A) [38]. This article also does not 
discuss data communication technology issues related to real-time, reliability, and security. It is 
believed these problems would be better solved with the development of 5G technology and next-
generation communication technology. What is more, although the proposed method has been suc-
cessfully applied in a real-world workshop, it is still at the concept level. Comprehensive evaluation 
via more applications need to be explored, e.g. predictive simulation, production performance online 
optimization and feedback control, etc., with big data [5] and machine learning [39] as enablers.  

Our conclusions are: (1) A series of graphical and algebraic modeling specifications are deter-
mined, which could realize the unified representation of composition, structure, and operation of 
heterogeneous discrete manufacturing systems. (2) The designed connection scheme and data inter-
action mechanism enable the connection and interaction between the physical system and its virtual 
model, which enables digital twin application. (3) An application case study demonstrates the fea-
sibility and effectiveness of the proposed methods. And a virtual model construction system is de-
veloped based on the proposed method, which could be used for virtual devices and shop floor 
modeling, manufacturing system design and optimization, plan simulation and verification, process 
monitoring and scheduling, and system redesign/reconfiguration.  

Future works could be devoted to (1) unified modeling standard of digital twin by integrating 
existing logical and information modeling specifications and VV&A, and (2) predictive simulation 
and optimization control based on data fusion. 
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