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                                                                      Abstracts 

Image segmentation is one of the major problems in image processing, computer vision and 

machine learning fields. The main reason for image segmentation existence is to reduce the gap 

between computer vision and human vision by training computers with different data. Outdoor 

image segmentation and classification has become very important in the field of computer vision 

with its applications in woodland-surveillance, defence and security.  The task of assigning an 

input image to one class from a fixed set of categories seem to be a major problem in image 

segmentation. The main question that has been addressed in this research is how outdoor image 

classification algorithms can be improved using Region-based Convolutional Neural Network 

(R-CNN) architecture. There has been no one segmentation method that works best on any given 

problem. To determine the best segmentation method for a certain dataset, various tests have to 

be done in order to achieve the best performance. However deep learning models have often 

achieved increasing success due to the availability of massive datasets and the expanding model 

depth and parameterisation. In this research Convolutional Neural Network architecture is used 

in trying to improve the implementation of outdoor scene image segmentation algorithms, 

empirical research method was used to answer questions about existing image segmentation 

algorithms and the techniques used to achieve the best performance. Outdoor scene images were 

trained on a pre-trained region-based convolutional neural network with Visual Geometric 

Group-16 (VGG-16) architecture. A pre-trained R-CNN model was retrained on five different 

sample data, the samples had different sizes. Sample size increased from sample one to five, to 

increase the size on the last two samples the data was duplicated. 21 test images were used to 

evaluate all the models. Researchers has shown that deep learning methods perform better in 

image segmentation because of the increase and availability of datasets. The duplication of 

images did not yield the best results; however, the model performed well on the first three 

samples.   
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1. Chapter One: Introduction 

 

This research addresses supervised image segmentation algorithm in an outdoor environment. 

Image segmentation is the technique of partitioning a digital image into sets of pixels using 

various classifications that compares the image to various items, where pixels with similar 

spectral characteristics are grouped together. The images that are used in this research are the 

images captured from an outdoor environment, these images are called scene images or 

outdoor scene images to give a clear idea of where the images were captured. This chapter 

provides an introduction to the work contained in this dissertation. It covers the research 

problem, research aim, research questions, research objectives, justification, results, research 

deliverables, research limitations and dissertation outline. 

 

1.1 Research Problem 

 

There has been no segmentation method that works best on any given problem, unstructured 

objects (e.g., sky, road, tree, grass, etc.) usually comprise the backgrounds of the images. The 

background objects have nearly homogenous surfaces which makes it difficult to separate 

different objects in a scene and discriminate foreground objects from a cluttered background 

[1]. The background clutter causes background subtraction to be insufficient for image 

segmentation, this is influenced by false positives that persist due to background environment 

[2]. False positives are the results which wrongly indicate that a particular attribute is present 

and they can be produced due to critical conditions of image segmentation in an outdoor 

environment. Saturation, dynamic nature of the environment, camera motion and sensor noise 

are the factors which lead to these false positives. These factors have a negative impact on 

object recognition, which is part of image segmentation, detection and classification [3]. In 

trying to provide a solution to the problem, a machine learning algorithm is used in this 

dissertation. The algorithm solves the problem by tolerating the conditions which have a 

negative impact in outdoor scene image segmentation. 
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1.2 Research Aim 

 

The aim of this research is to improve the algorithm of outdoor scene image segmentation.  

 

1.3 Research Questions 

 

1. Which methods are used for outdoor scene image segmentation? 

2. Which techniques can be used to reduce false positives during segmentation and 

classification of images? 

3. How can we improve the accuracy of image segmentation algorithms in an outdoor 

environment? 

1.4 Objectives 

1. To review and analyze methods for image segmentation and outdoor scene image 

segmentation algorithms. 

2. To investigate ways of reducing false positives during image segmentation. 

3. To improve outdoor scene image segmentation method by minimizing the occurrence of 

false positives. 

1.5 Justification 

Image segmentation is one of the major topics in image processing, it is also the key 

technology in intelligent monitoring systems and is involved in any military and civilian 

applications [4]. Monitoring an outdoor environment is important especially for the South 

African National Defence Force (SANDF) personnel to recognize every object that is in their 

working environment [5]. It is significant for them to see and locate their enemies for 

protection or attack.  
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1.6 Results 

The results of this research is a robust image segmentation algorithm which improves 

segmentation and classification accuracy, and reduces the occurrence of false positives 

occurring during the segmentation of outdoor scene images.  

 

 

 

1.7 Research Deliverables 

 

An efficient algorithm for segmentation of outdoor images and a dissertation. 

1.8 Research Limitations 

 

The work contained in this dissertation is image segmentation in an outdoor environment. 

Although there are many objects in an outdoor environment, this study only focuses on trees, 

grass, road and sky but the data used also contained other objects. 

1.9 Dissertation Outline 

 

The dissertation consists of seven chapters inclusive of the introductory chapter, which is 

chapter one. 

 

Chapter 2: presents a detailed background on image segmentation, literature review on 

algorithms that are used for outdoor scene image segmentation and image segmentation 

methods that were compared. 

Chapter 3: gives an insight into the methodology used in completing the research. It also 

contains the experimental design and demonstrates the model used in this research.  

Chapter 4: presents the design and implementation. The chapter further discusses how the 

model was trained based on the size increase of training data. 
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Chapter 5: discusses the results obtained in this study for each objective. 

Chapter 6: presents the discussion of this study. 

Chapter 7:  presents conclusion and feature work. 

1.10  Summary 

 

The chapter introduced the research study by providing the relevant background information, 

listing the research objectives and outlined the research questions that will be answered by 

this study. The Chapter states the research scope and concludes with the dissertation 

structure. An extensive review of image segmentation algorithms and the concept of CNNs is 

discussed in Chapter 2.  
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2. Chapter Two: Background and Literature Review 

This chapter presents a summary of the literature on image segmentation. It covers the 

research background, related work, and conclusion based on the related work. The 

background section consists of image formation, image segmentation, image processing, and 

computer vision. The literature review section consists of outdoor scene image segmentation 

work using the following methods: graph-based approach, region-based image segmentation, 

multiclass image segmentation, boundary detection approach, image Segmentation based on 

perceptual organization, and deep learning algorithms. The related work section discusses 

supervised and unsupervised work done on image segmentation. The conclusion that was 

reached in this work is that Region-based Convolutional Neural Network (R-CNN) is a 

suitable method for this research. 

 

2.1  Background 

 

Object segmentation which is a subfield of computer vision and image processing has 

become a focus area for the South African National Defence Force. The field of tracking and 

classifying objects is the centre of attraction under the Planning Tool for Resource 

Integration, Synchronization, and Management (PRISM) Program. The concepts of 

classification and identification are pertinent to detecting potential threats and reacting to 

them. They are also relevant for data mining in surveillance video. Current PRISM research 

work falls under the central category of target and weapon classification with the long term 

intention of developing systems for intent detection. [5]. It is obvious that outdoor scene 

image segmentation algorithms play an important role for military surveillance systems  used 

by military personnel and as such can be embedded in the PRISM applications or programs 

[6]. This is the main motivation for this research project. One of the most efficient 

segmentation algorithms is the Convolutional Neural Network. In this research, a Pre-trained 

R-CNN with COCO dataset was retrained with the CVonline dataset. The next section 

presents how digital images are formed. 
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2.1.1 Formation of Digital Image 

 

The goal of the research is to intelligently analyse and manipulate images or video frames to 

perform image segmentation from an outdoor environments images. Image manipulation and 

analysis follow a certain scene of geometry and image formation processes. The image 

formation is composed of geometric primitives which are points, lines, and plains to describe 

three- dimensional shapes, as described in Figure 2.1 [7].  

Images are formed out of discrete colour and intensity values. The values relate to the 

environment’s lighting, surface properties, camera optics, and properties of a sensor. The 

image is formed because of point or area light sources [7].  

 

Figure 2.1: Image Formation [7]. 

When light hits the surface with an object that is captured by a camera, scattered, and 

reflected. This light reaches the camera, passes across the lens, and reaches the sensor. The 

photons arriving at the sensor are finally converted into digital Red, Green, Blue (RGB) 

values which are converted in digital images [7]. The digital images are then processed by 

applying image processing techniques to get more meaningful information from an image. 

The following section presents image segmentation which is one of the image processing 

techniques. 
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2.1.2 Image Segmentation 

 

Image segmentation is the process of assigning a label to every pixel in an image such that 

pixels with the same label share certain characteristics. Image segmentation has played an 

important role in image processing and computer vision in the past few years, and it still is. 

There are two different types of image segmentation which are shown in Figure 2.2, namely 

semantic segmentation and instance segmentation [3].  

 

 

Figure 2.2: Segmentation Use Cases [8]. 

 

Semantic segmentation is a process of associating each pixel of an image with a class label 

whereas instance segmentation is a process of labeling each foreground pixel with object and 

instance [9]. Image segmentation methods are aimed at concurrent multi-class object 

recognition and attempt to classify all pixels in an image. Multi-class image segmentation 

uses several classes (e.g., road, sky, water, etc) for pixel-labeling of an image. It first over-

segment the image into super-pixels (or small coherent regions) and then classify each region 

since classifying every pixel can be computationally expensive [10]. 

 

On the other hand, objects in outdoor scenes can be divided into two categories, namely, 

unstructured objects (e.g., sky, roads, trees, grass, etc.) and structured objects (e.g., cars, 

buildings, people, etc.). Unstructured objects usually comprise the backgrounds of images. 
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The background objects usually have nearly homogenous surfaces and are distinct from the 

structured objects in images [11]. Many recent object segmentation methods, namely, scale-

invariant feature transform (SIFT), histogram of oriented gradients (HOG) and Features from 

Accelerated Segment Test (FAST) have achieved high accuracy in recognizing these 

background object classes [12], [13],[14].  

 

The challenge for outdoor segmentation comes from the structured objects that are often 

composed of multiple parts, with each part having distinct surface characteristics (e.g., 

colours, textures, etc.). Without certain knowledge about an object, it is difficult to group 

these parts. Many researchers have tackled this difficulty by using object-specific models. 

However, these models do not perform well when the images contain objects that have not 

been seen before. As mentioned in Chapter One image segmentation is one of the most vital 

precursors for image processing based applications and has an essential impact on the whole 

performance of algorithms developed by many researchers in the field of computer vision 

[15].  

 

2.1.3 Image Processing and Computer Vision 

 

Image processing operations are the main aspects included at the beginning of computer 

vision methods to process the images for further image analysis. These include exposure 

correction, colour balancing, image noise reduction, increasing sharpness, and image rotation. 

Image transforms can manipulate each pixel independently of neighbouring pixels (point 

operators) and they can also manipulate the pixels depending on its neighbour [16].  

Computer vision began in the 1970s to simulate human behaviour and upgrade robots with 

exceptional intelligence. In the 1980s people focused more on the mathematical side of image 

analysis. In the 1990s more computer vision projects including object recognition became 

very popular. In the 2000s much focus was on vision graphics fields which consist stitching 

of images, light field capture and rendering, high dynamic range (HDR) capturing of images 

by bracketing the exposure [17]. 

Although computer vision methods have become the solution to many image and video 

processing problems, the outdoor environment still presents some challenges for computer 
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vision [18]. As mentioned above, the outdoor environment is divided into different categories 

which are the cause of difficulties in computer vision methods, namely, foreground and 

backgrounds objects [19]. Other factors resulting in difficulties in computer vision include 

loss of information from three dimensions to two dimensions which occur during the 

capturing of an image with a camera or an eye. When human beings attempt to learn from 

images, they use prior knowledge to interpret the current images. With humans, the 

knowledge gathered in the past allows them to reason and solve new problems. In the past 

decade artificial intelligence attempted to teach computers to learn and understand 

observations, which progressed tremendously but computer learning ability is still limited. 

When interpretation is introduced to computer vision, the use of mathematical logic, 

linguistic as syntax, and semantics are followed [20]. The resulting images in computer 

vision can be understood as an instance of semantics. 

Noise is one of the common effects of images that make image processing difficult. The 

presence of noise in images requires mathematical tools such as probability theory, to deal 

with uncertainty. When more complex methods are used, image analysis becomes very 

complicated as compared with standard tools. On the other hand, the size of images and 

videos can lead to difficulties in achieving real-time performance if the size is too big [21]. 

The measured brightness in images is represented by complex image formation physics. 

Radiance (Brightness, image intensity) depends on the irradiance (intensity, the type of light 

source and position), the location of the observer, the surface local geometry, and the 

reflectance properties of the surface [20].  Algorithms for image analysis use a particular 

storage bin in operational memory and its local neighbourhood, during this process the 

computer perceives the image through a keyhole. It becomes more difficult for a computer to 

understand a more global context when perceiving the world through a keyhole. One of the 

image analysis methods is image segmentation, the following section discusses the literature 

review. 

 

2.2 Literature Review 

This section introduces outdoor image segmentation techniques and related underlying 

concepts. Furthermore, it introduces deep learning algorithms used for image segmentation. 

Presented also are the issues which impact outdoor image segmentation. 

 



21 
 

 

 

2.2.1 Image Segmentation Methods 

 

There are different types of image segmentation methods that are generally used for outdoor 

scenes. The aim of using image segmentation methods is to improve image data, to suppress 

the unwanted distortions and enhance some features of the input image [22]. Outdoor image 

segmentation, namely, graph-based segmentation, region-based image segmentation, 

multiclass image segmentation, boundary detection segmentation, and image segmentation 

based on perceptual organization are discussed below. 

 

 Graph-based Segmentation: The graph-based image segmentation approach defines 

the boundaries between regions by measuring the dissimilarity between the 

neighbouring pixels. Each pixel is equivalent to a node in the graph. Weights on each 

edge determine the dissimilarity between pixels. Different methods follow this 

approach and one common technique is Normalized cut (Ncut). Ncut method 

organizes nodes into groups so that within the group the similarity is high and 

between the groups the similarity is low. This method is relatively robust and can be 

recursively applied to get more than two clusters. Each time the subgraph is 

partitioned to have the maximum number of nodes. When the normalized cut (Ncut) 

criterion is implemented, the method removes the significant solutions of cutting 

small sets of isolated nodes in the graph [23].  

 Region-based image segmentation: Region-based techniques make use of common 

patterns in intensity values within a cluster of neighbouring pixels. The cluster is 

referred to as the region, and the goal of the region based image segmentation 

algorithm is to group regions according to their anatomical or functional roles [1]. The 

authors in [11] did a work on segmenting semantic street scenes into coherent regions, 

simultaneously categorizing each region as one of the predefined categories 

representing an object or background class. A small blob based super-pixels was used 

for segmentation and it exploited a visual vocabulary tree as an image representation. 

The goal of the semantic labeling of street scenes was to automatically annotate 

different regions by labels of commonly encountered object and object categories. In 
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this technique, instead of modelling co-occurrences of class labels, the spatial co-

occurrences between visual words of neighbouring super-pixels were evaluated. 

 

 

 Multiclass image segmentation: Multi-class image segmentation uses one of several 

classes (e.g., road, sky, water, etc.) for labeling every pixel in an image. Many state-

of-the-art methods that use multiclass image segmentation first over-segment an 

image into super-pixels and classify each region since classifying every pixel can be 

computationally expensive. Authors in [24] described the need to label each pixel in 

the image with one of a set of predefined object class labels. In this approach a class 

label is assigned to a pixel based on a joint appearance, shape and context model. The 

aim of the approach is that the system should be capable of automatically partitioning 

an image into semantically meaningful regions each labeled with a specific object 

class. For this a discriminative model for object class needs to be learned to 

incorporate texture, layout, and context information efficiently. The learned model is 

then used for automatic visual understanding and semantic segmentation of images. 

 

This technique can model a very long range of contextual relationships extending over 

half the size of the image. The primary limitation is the performance of the texture-

layout potentials learned by boosting systems. The classification cost grows sub-

linearly with the number of classes due to the use of Joint Boosting although training 

time increases quadratically. When moving to more classes, the simple ontological 

model is used where each pixel is assigned only one class label. This can lead to 

semantic confusion.  

 

 Boundary detection Segmentation: A boundary is a contour in the image plane that 

represents dissimilar pixels between the neighbouring objects. In [25], a boundary 

detection algorithm was proposed, where a boundary detection algorithm based on a 

large number of generic features calculated over a large image patch. In this 

algorithm, the context information was provided by a large aperture. The algorithm 

selected and combined a set of features out of a pool in the learning stage with tens of 

thousands of generic, efficient Haar wavelets to learn a discriminative model. True 

probabilities are output in this method whereas other edge detection methods either 
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output a soft value based on edge strength or a binary value which is not a true 

probability.  When making a decision, this method combines low-level, mid-level and 

context information across different scales. Learning edge probability can be done by 

the classification framework used which is an extended Probabilistic Boosting Tree 

that combines the bootstrapping procedure directly into the tree formation while 

properly maintaining priors. This approach uses tens of thousands of very simple 

features considered over a much larger region. This approach is highly adaptive and 

scalable. 

 Image Segmentation based on perceptual organization: Perceptual organization 

refers to a basic capability of the human visual system to obtain relevant groupings 

and structures from an image without having prior knowledge of the contents of the 

image. The Gestalt psychologists summarized some underlying principles (e.g., 

proximity, similarity, continuity, symmetry, etc.) that lead to human perceptual 

grouping. Authors in [11] proposed a state-of-the-art solution for the problems related 

to finding contours (segmentation curves), and finding junction (points joined by 

multiple contours). The contours were found by combining the local and global 

features. The local cues were combined in a multi-scale oriented signal including 

brightness, colour and texture gradients. The global information was considered to be 

in the first 9 generalized eigenvectors, from which a signal was extracted with 

Gaussian directional derivatives at multiple orientations. The local and global 

information were then linearly combined, resulting in a globalized probability of 

boundary, which claims the top spot in the standard Berkeley segmentation 

benchmark. 

In general the different methods used to achieve outdoor scene image segmentation 

which is discussed above, achieved good results in image segmentation, however, 

there are limitations presented by these methods. In trying to solve the limitations 

presented by outdoor scenes image segmentation techniques, a deep learning 

approach was introduced. Neural networks in which the fundamental principles 

behind deep learning are discussed in the next section. 

2.2.2 Neural Networks 

 

The attempts to find the mathematical representations of information processing in biological 

systems led to the discovery of neural networks which are also known as artificial neural 
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networks. A neural network is an interconnected gathering of simple components, units or 

nodes, whose usefulness is loosely based on the biological neuron. The preparing capacity of 

the network is put away in between inter-unit connection strengths, or weights, acquired by a 

procedure of adaptation to gain from a set of training patterns [26]. 

An illustration of an organic neuron, contrasted with its numerical abstraction, is shown in 

Figure 2.3. A neuron's input, xi (an axon from another neuron), is multiplied by a related 

association weight, wi (synapse strength), and combined with all other neural inputs to shape 

the neuron's pre-activation: Z= b + ∑_iwixi  

 

Where b represents the bias of the neuron. This bias term can likewise be explained as the 

spiking limit of the neuron from a biological neuron's perspective. The neuron would then be 

able to play out some predefined activity f (alluded to as the activation function) on the pre-

activation z, resulting to the yield (or activation) o = f (z) [27].  

 

 

 

 

 

 

 

Figure 2.3: Neural Networks [28]. 

 

2.2.3 Convolutional Neural Networks 

 

Convolutional Neural Networks (CNNs) are deep artificial neural networks that are used 

essentially for image segmentation and classification, they are grouped by similarities and 

perform object recognition in scenes, they are comprised of neurons that have learnable 

weights and biases [29]. Every neuron gets an input, performs a dot product, and alternatively 
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tails it with a non-linearity. The entire network despite everything communicates a single 

differentiable score function from the raw image pixels toward one side to class scores at the 

other [29]. R-CNN is a family of CNN model designed for object detection and segmentation, 

it uses pre-trained CNN architectures as its feature extraction networks [30].  

 

How Convolutional Neural Network Works 

CNN's are usually composed of a set of layers that can be grouped by their functionalities. 

Three main types of layers are used to build Convolutional Neural Network 

architectures: Convolutional Layer, Pooling Layer, and Fully-Connected Layer  [31]. 

Convolutional Layer: Convolutional layers are similar to regular fully connected layers, in 

that they also have a filter containing a trainable weight matrix, bias and perform the dot 

product to obtain the pre-activations followed by an activation function. The difference is that 

the connectivity of a convolutional layer to its input is restricted in such a way that it is 

especially useful for working with images. The thing that matters is that the network of a 

convolutional layer to its information is restricted so that it is particularly useful for working 

with images [32]. To better understand convolution, the following two finite are considered, 

discrete, 1D functions f and g, where supp(g) = {-M, -M + 1,…,M– 1,M} then the 

convolution of these two functions is defined as follows: (f * g)(n) = ∑  (   )  ( ) 
     

where n is the index into f where the convolution is performed [33]. 

 

 

                

Figure 2.4: An illustration of a Convolutional Layer (right) with Five Feature Maps [32]. 
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 Pooling Layer: It is also called down sampling and is used to reduce the size of 

its input to an extent depending on the hyper parameters that were chosen for the 

layer. Similar to a convolutional layer, the pooling layer also has a filter, but not a 

bias one, and differs from regular convolutional layers in that the filter does not 

contain trainable weights [33]. Instead, a function is applied over the input values 

within the scope of the filter, as it is slid over the layer input with a given filter 

stride [34].  

A popular decision of function for pooling layers is the maximum activity; 

however different functions can likewise be used, like an averaging function. 

 

 Fully Connected Layer: A fully connected layer can have an arbitrary number of 

neurons, each associated to all of the M input to the layer (either tests from a data 

set or yield of neurons in the first layer), The weights of the neurons in the layer 

can be gathered into a single N x M weight network W and an N-dimensional bias 

vector b. Accordingly, every neuron in the layer receives a similar input which is  

x = (x0,… xm,… xM ), however with different weights wn = (w0,n,… ,wm,n,… 

,wM,n) and bias bn. [35]. In summary a fully connected layer is essentially any 

layer where every neuron in the layer is connected to all of the layer inputs. 

Deeper network architectures are discussed below. 

     

2.2.4 The Common Deep Network Architectures 

 

 

 AlexNet Architecture: AlexNet is a convolutional neural network that was 

structured by the Supervision Group, comprising of Alex Krizhevsky, Geoffrey 

Hinton, and Ilya Sutskever. The group made a large, deep convolutional neural 

system that was used to win the 2012 ImageNet Large-Scale Visual Recognition 

Challenge (ILSVRC) [36]. The group named the network architecture as AlexNet. 

They used a relatively simple layout, the network is made of 5 convolutional 

layers, max-pooling layers, dropout layers, and 3 fully connected layers. The 

network designed was used for classification with 1000 possible categories. The 

first time a model performed well on a historically difficult ImageNet dataset was 

in 2012, with AlexNet. The model Used methods that are as yet used today, for 
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example, data augmentation and dropout. AlexNet shown in figure 2.5 largely 

affects the field of AI, especially in the use of deep learning to machine vision 

[37].  

 

 

Figure 2.5: Alex Net Architecture Training on Two GPUs [38]. 

 

 Visual Geometry Group Network (VGGNet) Architecture 

 

Visual Geometry Group Network is one of the neural network architectures that 

performed very well in the (ILSVRC) in 2014. It took first place on the image 

localization task and second place on the image classification task [32]. The authors in 

[39] found that training VGG-16 and VGG-19 is challenging regarding convergence 

on the deeper networks, so they trained smaller versions of VGG with less weight 

layers first to make training easier [32]. As a result, the smaller networks 

converged were then used as initializations for the larger, deeper networks[32]. 

 

A comparison of network architectures was done in [40] to investigate the best 

convolutional neural network architecture, for the fine-grained disease severity 

classification problem with few training data. The comparison of the networks 

revealed that fine-tuning on pre-trained deep models can fundamentally improve the 

performance of little data.  Because of this, the fine-tuned VGG-16 model performed 

best, accomplishing an accuracy of 90.4% on the test set and demonstrating that deep 

learning is the new encouraging technology for fully automatic disease severity 

classification. 
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 Google Net Architecture 

 

Google Net is a 22 layers deep network that accomplished the state of the art for 

classification and detection of objects in the (ILSVRC2014). Researchers have 

developed deepened network structures that do not increase computational 

complexity. Google Net uses inception modules that use different convolutions in 

equal, to extract different feature points [32]. In [41] a technique to classify leaves 

using the CNN model was proposed and the Google Net model achieved the state of 

the art for leaf detection, with softmax functions. As per the results obtained, the 

recognition rate of the system was above 94% when using CNN, even when 30% of 

the leaf was damaged. The system, therefore, improved past investigations, which 

accomplished a recognition rate of approximately 90%. 

 

 Residual Network Architecture 

Residual Network Architecture (ResNet) is presently one of the most stable methods 

for training CNN models. ResNets comprising of more than 1200 layers and have 

been trained successfully on most of object recognition benchmarks. ResNet 

introduced a novel architecture with skip connections and features heavy batch 

normalization. The skip connections are also known as gated recurrent units and have a 

strong similarity to recent successful elements applied in recurrent neural networks 

[42]. ResNet achieved a top 5 error rate of 3.57% which beats human-level 

performance on the dataset used. In [32] a residual learning framework was presented 

to ease the training of networks that are substantially deeper than those used in the 

previous studies. An ensemble of these residual nets achieved a 3.57% error on the 

ImageNet test set. The result for ResNets won first place on the 2015 ILSVRC 

classification task. Another supervised method is discussed below. 

 Segmentation Network.  

 

Understanding of visual scenes is one of the primary goals in a supervised model. 

Scene understanding involves numerous tasks including recognizing what objects are 

present, localizing the objects in 2D and 3D, determining the objects’ and scene’s 

attributes, characterizing relationships between objects, and providing a semantic 

description of the scene [43]. Figure 2.6 shows the Segmentation Network architecture 
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which comprises of the encoder-decoder network, designed for image segmentation 

and classification [43]. The dataset that is commonly used for segmentation and 

classification of objects is the COCO dataset [8]. 

 

 

                                 

  

                           Figure 2.6: SegNet Architecture [43]. 

 

 The Encoder-Decoder Network 

The encoder comprises of 13 convolutional layers that relate to the initial 13 

convolutional layers in the VGG-16 network design for object classification. Each 

encoder layer has a comparing decoder layer and subsequently the decoder network 

has 13 layers, shown in the Fully Connected Network and Segmentation Network 

(SegNet) in figure 2.7. The last decoder yield is fed to a multi-class softmax classifier 

to produce class probabilities for every pixel autonomously [43].  

 

   

                         

 

                      Figure 2.7: An Illustration of SegNet and FCN [43]. 
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Every encoder in the encoder network performs convolution with a filter bank to create a set 

of feature maps. The sets are then batch normalized, then an element-wise rectified-linear 

non-linearity (ReLU) max (0, x) is applied. After that, maximum pooling with a 2x2 window 

and stride 2 (non-overlapping window) is performed and the resulting yield is sub-tested by a 

factor of 2. Max-pooling, in this case, is used to achieve interpretation invariance over spatial 

shifts in the input image [30]. 

 

The appropriate encoder in the encoder network takes its input feature map(s) using the 

memorized max-pooling records from the related encoder feature map(s). This step produces 

a sparse feature map(s). These feature maps are then convolved with a trainable decoder 

channel bank to produce dense feature maps. A batch normalization step is then connected to 

every one of these maps. The high dimensional element portrayal at the yield of the last 

decoder is fed to a trainable soft-max classifier. This softmax characterizes every pixel 

autonomously [44]. The output of the softmax classifier is a K channel image of probabilities 

where K is the number of classes. The predicted segmentation corresponds to the class with 

maximum probability at each pixel [43]. 

 

The encoder has the underlying 16 convolutional layers of the VGG-19 network. This 

network depends on two decoupled CNNs. The first one is planned to perform a convolution 

procedure, while the second performs deconvolution. The network performs semantic pixel-

wise segmentation. The image maps are handled through a set of conv-layers, Batch 

Normalization (BN), and Exponential Linear Unit (ELU) activation function units [44]. The 

following section, 2.2 discusses related work done on supervised and unsupervised 

segmentation approaches.   

 

2.3 Related Work 

 

Object segmentation approaches can be divided into supervised and unsupervised 

approaches. Supervised segmentation algorithms use prior knowledge including the ground 

truth of a training set of images, whereas unsupervised algorithms have input data only and 

there are no corresponding output variables [45]. Background subtraction, classification, 

detection, and point detectors are included as categories for object segmentation [46]. Many 
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researchers did segmentation, classification, and detection focusing on small targets with 

small signal-to-noise ratio, large targets, moving targets, or stationary targets using scenes 

captured with ordinary cameras or sensor-based platforms. There has been a need to lessen 

costs and that has led to a rapid increase of sensors, computational complexity of image 

processing is reduced by performing low-level computations on the sensor focal plane [47]. It 

is substantial to do robust image segmentation and detection on small objects for self-defence 

during attacks and in an infrared search. The cluttered environment where military personnel 

are deployed, results in unresolved issues with a false alarm rate when using most of the 

present algorithms [3]. Researchers have used different approaches which address the 

challenges faced by military personnel in a clustered environment. 

A research was done by comparing adaptive background models. This research gave an 

insight into performance detecting methods, time of computation, and how these methods are 

used. Due to the greater demand for video surveillance domain for real-time image 

processing, systems algorithms that are reliable and efficient were recommended for target 

detection. Authors in  [48]  compared five adaptive background differencing techniques and 

the same public benchmark datasets were used by the detectors for evaluation. A large dataset 

was used and the results were compared concerning autonomously hand-labeled ground truth. 

Other background subtraction methods were compared, namely, basic background 

subtraction algorithm (BBS), the W4, Multiple Gaussian Mixture (MGM),  Single Gaussian 

Model (SGM), and Lehigh Omnidirectional System (LOTS) [49]. 

Basic background subtraction (BBS) was the easiest algorithm that detected objects by 

computing the difference between image background for each colour channel and the current 

frame. Furthermore, classifying one by one pixel as a foreground, a threshold operation was 

used. Objects were segmented from the background using connected component analysis. 

The second algorithm denoted as W4 was performed in grayscale images, to form the 

background scene three values were used to represent each pixel. The values used were 

maximum intensity (Max), minimum intensity (Min),   and maximum intensity difference (D) 

between sequenced frames as a period of training was continuing. In computing foreground 

objects four steps were followed: thresholding, region-based noise removal, filtering and 

object detection [50].  

Single Gaussian Model (SGM) algorithm was operated in pfinder which is a real-time for 

tracking objects and it assumed that each pixel was a comprehension of a haphazard variable 
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with a Gaussian distribution. Independently estimation for each pixel was done for first and 

second-order statistics of the distribution. In a Mixture of Multiple Gaussians (MGM) all of 

the background pixels were modelled using the mixture of Gaussians and to adapt the weights 

and parameters of the Gaussians frames. This method has been used mostly for modelling 

complex and time-varying backgrounds. LOTS algorithm was applied to greyscale images 

and uses two image backgrounds with two per-pixel thresholds. Each pixel was treated 

differently by the per-pixel threshold image to allow the robustness of the detector as to 

localize noise in image regions with low size. The steps of this algorithm include background 

and threshold initialization, detection and labeling and backgrounds, and threshold adaptation 

[51]. Image classification algorithms also play an important role in resolving challenges faced 

by military personnel. 

In [9] classification of scene objects was performed, the unstructured objects which are the 

sky, trees, grass, etc. and the structured items which are individuals, buildings, vehicles, etc. 

In most of the images, objects that are structured are the object’s background made out of 

numerous parts and the unstructured objects are the background objects having homogeneous 

surfaces. It is hard to classify outside scene images as it is made out of both the structured 

and unstructured objects. Structured objects are not easy to classify as it poised with various 

parts with each part having diverse surface attributes. However image classification and 

segmentation can be performed using top-down methodology or button up approach.  

Top-down methodology uses prior knowledge about an object, for example, its shape, 

shading to manage the segmentation, it follows the hypothesis that the image contains a 

specific object and can be arranged as a specific type of scene. In the bottom-up approach, the 

image is first segmented into region and the image regions that relate to a single object are 

distinguished. The pixels are grouped according to the grey level or texture consistency of an 

image regions, just as smoothness and coherence of bounding contours [52]. Both-top down 

and bottom-up methodologies can be combined in one approach.  

The hybrid technique combines techniques for both the top-down and bottom-up 

segmentation approaches. In the top-down methodology, the necessity is to make K as close 

as conceivable to the initial top-down. The bottom-up limitation expects K to coordinate the 

image structure, so pixels within the homogeneous image regions, as characterized by the 

bottom up process are likely to be segmented together into either the figure or background 

part of the image [53].  
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The goal of combining top-down and bottom-up segmentation approaches is to construct a 

classification map C(x,y) that makes the best possible compromise between top-down 

requirements and bottom-up constraints so that pixels within homogenous image regions, as 

defined by the bottom-up process, are segmented together into background part of the image. 

As mentioned above, classification is used to assign the segmented homogeneous regions to 

particular classes [53]. Assigning segmented homogenous regions to classes can be time-

consuming but neural network architectures, are efficient and provide better segmentation 

model performance. 

 

The performance of segmentation models is influenced by the span of the training data, the 

quality of an image, and the kind of deep network architecture used [49]. The following are 

the evaluation measurements used to evaluate the performance of the model. 

 

False Discovery Rate is the proportion of false positive compared to total detected objects. 

 

    
  

     
 

 
                                                                

Accuracy is the extent of the models which were accurately classified and every examples. It 

is calculated as: 

 

Accuracy=
     

           
                                                                                                                       

 

Precision is the extent of the precedents which truly have class x among each one of those 

which were named class x. It is calculated as: 

 

       Precision= 
  

     
                                                              

 

Recall / Sensitivity is the extent of precedents which were named class x, among all 

examples which truly have class x. It is calculated as: 

        

        Recall= 
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F1 measure: is the harmonic mean of precision and recall. It is calculated as: 

 

    F1= 2*  
                  

                  
                                                           

 

Where 

tp = true positives: number of examples anticipated positive that are really positive.  

 

fp = false positives: number of examples anticipated positive that are really negative.  

 

tn = true negatives: number of examples anticipated negative that are really negative.  

 

fn = false negatives: number of examples anticipated negative that are really positive. 

  

The confusion matrix which is a technique used for summarizing the performance of 

classification algorithms, is then used to summarise the performance of the algorithms 

after the above evaluation measures have been used. 

 

 

Commonly used evaluation measures including Recall, Precision, F-Measure, and Rand 

Accuracy are biased and should not be used without a clear understanding of the biases, and 

corresponding identification of chance or base case levels of the statistic. Using these 

measures a system that performs worse in the objective sense of informedness (a measure of 

how system M is informed about negatives and positives), can appear to perform better under 

any of these commonly used measures. Informedness is = TP/RP-FP/RN, TP is true positives, 

RP is real positives, FP is false positives, and RN is real negatives. 

 

The authors in [54] discussed that several concepts and measures that reflect the probability 

which prediction is informed versus chance. Informedness and Markedness (a measure of 

trustworthiness of positives and negatives by system M) as a dual measure for the probability 

that prediction is marked versus chance. Lastly there were demonstration of elegant 
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connections between the concepts of informedness, Markedness, correlation, and significance 

as well as their intuitive relationships with Recall and Precision, and outline the extension 

from the dichotomous case to the general multi-class case. A comparison of how outdoor 

image segmentation performed is presented in 2.3. 

 

 

 

2.4 Comparison and Analysis of Image Segmentation Methods  

 

The outdoor environment is a dynamic environment with a lot of clutter. Most segmentation 

algorithms produce false positives because of the background clutter. Background subtraction 

methods posed a challenge when the camera is moving while taking videos. Supervised 

machine learning methods produce better results when segmenting objects in images. Support 

Vector Machines (SMV), Hidden Markov Models (HMM) and Convolutional Neural 

Network were compared. SVM classification is essentially a binary (two-class) classification 

technique, which has to be modified to handle the multiclass tasks in real-world situations. In 

[55] efficient machine learning approach for classification purposes was proposed. The 

approach involved a typical image processing steps such as transforming to greyscale and 

boundary enhancement. Similarly SMV with Hu moments and local binary patterns was 

proposed and, different leaf features such as colour, shape, and texture were used as well as 

different classifiers.  The algorithm was tested on leaf images from standard benchmark 

database and compared with other approaches from literature where it proved to be more 

successful [56]. 

The HMM is a sequence model. A sequence model or classifier is a model whose job is to 

assign a label to each unit in a sequence, thus mapping a sequence of observations to a 

sequence of labels. A new method for plant stress classification that uses supervised learning, 

via Hidden Markov Models (HMMs) in [57] showed the value and potential to enable more 

accurate and specific classification of plant stressor types and stressor levels. The evaluation 

of the potential of Hidden Markov Models for crop classification gave good results. HMM is 

mostly used in remote sensing and it has been proven to have many advantages, although 



36 
 

there are still some problems that need be solved [57]. Research has shown that CNN is one 

of the methods that perform better in image segmentation. 

The CNN model used Google Net which uses inception modules that use multiple 

convolutions in parallel, to extract various feature points. The results showed that the 

recognition rate of this system was above 94% when using CNN, even when 30% of the leaf 

was damaged. Results observed in the comparative study with other traditional methods 

suggest that CNN gives better accuracy and boosts the performance of the system due to 

unique features like shared weights and local connectivity [58]. The goal of this research was 

to produce segmented images with reduced false positives and track the performance as 

training data increases.  

 

2.5 Summary 

Eventually, this chapter discussed the background work on the field of this research. The 

background explained image formation, image segmentation methods, machine learning, 

neural networks, image processing, and computer vision. The related work included most of 

the work in object detection, including classic algorithms and modern algorithms. The last 

part of this chapter represented the common aspects, differences, and challenges in the related 

work. The chapter finally concludes by explaining the significance of using CNN’s in this 

project, the literature showed that CNN’s outperforms other image segmentation methods. 

CNNs are found to give the most accurate results in solving real-world problems. Chapter 3 

presents the research methodology, design, and implementation of R-CNN. 
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3. Chapter Three: Research Methodology 

This chapter discusses how the research was conducted and also elaborate more on the 

approach used to answer research questions. It shows the research process, which includes 

the formulation of the research problem, research design, R-CNN model, and VGG-16 

architectures.  

 

3.1 Methodology 

There are different approaches that can be used in a research methodology depending on its 

nature. Research methodology is the gathering of knowledge through scientific approaches in 

order to find an outstanding solution to a problem. The different types of research 

methodology are descriptive, analytical, applied, fundamental, quantitative, conceptual, and 

empirical. In this study, empirical research methodology is used, which contains the use of 

experiments to uncover and clarify facts and revise theories. Empirical methodology can be 

validated or invalidated based on observations and experiments. The empirical research 

methodology used in this study was conducted to answer questions on the existing methods 

for outdoor scene image segmentation, to evaluate the performance and accuracy of these 

methods using False Discovery Rate, Precision, and recall. Related work and literature on 

outdoor scene image segmentation was revised; furthermore, a pre-trained R-CNN with 

VGG-16 was retrained with CVonline data and the results were analyzed quantitatively.  

 

 

Figure 0.1: Research Process. 
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Results 
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Figure 3.1 shows the steps carried out in this study. The problem led to this study was 

formulated and the research questions were outlined. The problem of this study is that false 

positives are produced due to critical conditions of image segmentation in an outdoor 

environment and can wrongly indicate that a particular attribute is present in an image. 

Transfer learning is used to solve the problem of the study. A background and review study 

was completed on machine learning, artificial neural networks, computer vision, 

convolutional neural networks, and existing image segmentation approaches. The method 

used for the experimental design of this research is discussed. Testing phase followed, raw 

data was collected and analysed. Through the analysis of data, results were formulated. 

 

3.1 Transfer Learning 

Transfer learning is an important tool in machine learning to solve the basic problem of 

insufficient training data. It tries to transfer the knowledge from the source domain to the 

target domain by relaxing the assumption that the training data and the test data must be 

independent and identical [59]. This leads to a great positive effect on many domains that are 

difficult to improve because of insufficient training data. The learning process of transfer 

learning is illustrated in the Figure 3.2. 

 

Figure 0.2: Learning Process of Transfer Learning [59]. 

 

Given a learning task Tt based on Dt and get the help from Ds for the learning task Ts. 

Transfer learning aims to improve the performance of predictive function fT (·) for learning 

task Tt by discovering and transfer latent knowledge from Ds and Ts where Ds 6= Dt and Ts 6= 

Tt [59]. The following section discusses the conceptual approach to R-CNN and VGG-16. 
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3.2 Conceptual Approach to R-CNN with VGG-16 

 

The empirical method which is used in this research is defined as a method that involves the 

use of objective, quantitative observation in a systematically controlled, replicable situation, 

in order to test or refine a theory. The empirical method is based on experiment or experience 

[60]. Chapter two discusses different types of outdoor scene image segmentation techniques 

and it reveals that traditional segmentation methods do not perform well in an outdoor 

environment. The purpose of choosing an empirical method is to test, through experiments 

how machine learning algorithms perform in an outdoor environment. The literature review 

shows that machine learning algorithms used in this research can tolerate the facts that impact 

image segmentation in an outdoor environment [61]. R-CNN with VGG-16 is then retrained 

to give a better scene image segmentation algorithm. 

Before looking at different machine learning algorithms, there should be a clear picture of the 

data that is going to be used, research problem, and constraints. The data used to retrain the 

R-CNN model are images that were captured from an outside environment which why a deep 

learning algorithm R-CNN is chosen, to recognise, classify, and segment scene without 

having to miss its details. Deep learning techniques have achieved state-of-the-art results for 

object detection, classification, and segmentation such as on standard benchmark datasets and 

in computer vision competitions. Most notably is the R-CNN with VGG-16, VGG-16 

architecture is utilized due to its high accuracy among CNN architectures. 

 

3.1 Summary 

 

This chapter has outlined the methods used and data techniques implemented in our study. 

The conceptual framework followed for the experiments was presented. This chapter also 

stated measures that were considered when choosing the model for this research. Chapter four 

presents the results of the experiments done and their respective discussions and findings.  
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4. Chapter Four: Research Design & Implementation  

This sub-section presents the design and implementation of the research. The problem 

undertaken in this study is the outdoor scene image segmentation. The problem was tackled 

in a supervised manner, so a pre-trained R-CNN with VGG-16 [62] was trained using labeled 

data form CVonline containing images with objects labeled as a tree, grass, road and sky. An 

open-source framework, Tensorflow image segmentation API [63] was used. Tensorflow 

image segmentation API is built on Tensorflow to train and evaluate computer vision projects 

like image segmentation. This framework contains pre-built architectures and weights for R-

CNN as shown in Figure 4.1 with VGG-16 model shown in Figure 4.1.  

 

4.1  Model Workflow 

 

 

 

Figure 0.3: The Architecture of R-CNN [64].  

 

 

R-CNN pre-trains a CNN network called VGG-16 on image segmentation task, it then 

proposes category-independent regions of interest by selective search (~2k candidates per 

image). Those regions may contain target objects and they are of different sizes. Region 
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candidates are warped to have a fixed size as required by CNN. It continues to fine-tune the 

VGG-16 network on warped proposal regions for K + 1 classes. The additional one class 

refers to the background (no object of interest). In the fine-tuning stage, a much smaller 

learning rate is used and the mini-batch oversamples the positive cases because most 

proposed regions are just background [61]. Given every image region, one forward 

propagation through the VGG-16 generates a feature vector. This feature vector is then 

consumed by a binary SVM trained for each class independently. The positive samples are 

proposed regions with IoU (intersection over union) overlap threshold >= 0.3, and negative 

samples are irrelevant to others. To reduce the localization errors, a regression model is 

trained to correct the predicted detection and segmentation window on bounding box 

correction offset using VGG-16 features. 

 

 

Figure 0.4: VGG-16 Architecture [65]. 

 

The input to the conv1 layer is of fixed size 224 x 224 RGB image. The image is passed 

through a stack of convolutional layers, where the filters are used with a very small receptive 

field: 3×3 (which is the smallest size to capture the notion of left/right, up/down, center). It 

also utilizes 1×1 convolution filters, which can be seen as a linear transformation of the input 

channels (followed by non-linearity). The convolution stride is fixed to 1 pixel, the spatial 

padding of conv. layer input is such that the spatial resolution is preserved after convolution. 

Spatial pooling is carried out by five max-pooling layers, which follow some of the 

convolutional layers but not all the convolutional layers are followed by max-pooling. Max-

pooling is performed over a 2×2 pixel window, with stride 2 [65].  
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The experimental design consists of five stages. 

 Image labeling  

 Converting XML files to CSV 

 Converting CSV to TFRecords 

 Training and testing 

Figure 4.3 below shows an architecture for experimental design. 

 

Figure 0.5: An Architecture for Experimental Design. 
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4.2 Dataset and Labeling 

 

The dataset used in this research was downloaded  from the CVonline image databases. The 

web page has computer vision videos and images which researchers use in evaluating 

algorithms. The dataset also contains videos from Berkeley dataset, the videos are also used 

in evaluating algorithms [47],   RGB color model, and grayscale images from the outdoor 

scene environment [66]. The Berkely videos were captured using 70D cameras in an outdoor 

environment. They were captured in the high definition (1080 x 1920). The dataset also 

includes videos which were captured by a fixed and a moving camera. The videos were taken 

during different times of the day, like in the morning, midday, and afternoon [47]. The 

images from CVonline dataset were used mostly for training in this study. ISVI IC-C25 RGB 

camera was used to capture (5056 x5056) pixel images. During the capturing of these images 

the camera focus and exposer were adjusted to be suitable for all times of the day [66]. 

Berkeley dataset videos were converted into frames using VideoLan Client (VLC). Video 

frames and images were used as initial data for the training and testing phase. The images 

were labeled using the LabelMe tool. During the labeling, each image was opened, the 

grasses, road trees, and sky present in the image were rounded with a rectangular box and 

each image was saved. After the labeling process was thorough, the directory where these 

labeled images were stored contained XML files in addition to each labeled image.  

Two folders were created, one for the training set and one for the testing set. Most of the data 

was used for training and a smaller portion of the data was used for testing, the ration was 

80/20 respectively, the training and testing data used were similar to minimize the effects of 

data discrepancies and better understanding the characteristics of the model. Understanding 

the characteristics of the models allows the testing of the models by predicting against the 

testing set because the data in the testing set already contains known values for the attribute 

that are needed to do prediction, hence the testing set was duplicated on some of the samples. 
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Figure 0.6: The LablImg Interface. 

Figure 4.4 represents the LabelMe interface. The left column items show the labeling tools 

which are used to open the directory containing the data, browse through the directory using 

the next and previous icon, creating a textbox, zoom in and out and save. The list of labels for 

each image is represented at the right corner of the interface. The list of files at the bottom 

right corner represents the images contained in the working directory. When clicking in each 

image on the file list, it appears in the center of the LabelMe interface and allows for 

labeling. The lebelled images are represented by the XML file. 

 

Figure 0.7: The XML File. 
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Figure 4.5 shows the XML file, each XML file contains information about the image that it 

represents. It contains the name of the image, size of the image, image source, and the name 

of all labeled objects together with their sizes. 

There were 560 labeled images in the first labeling stage, 500 images were reserved for 

training and 60 images were reserved for testing. The images with XML files were grouped 

into five parts for the training phase. The first sample contained 100 labeled images, the 

second sample contained 300 labeled images, the third sample contained 500 labeled images, 

the fourth sample contained 700 images and the fifth sample contained 900 images. Since 

there were five hundred labeled training images, the second set of 430 images was labeled to 

make the maximum of 900, labeled train images and 90 labeled test images. Each training 

sample had a ten percent labeled test sample. The XML file representing images was 

converted into CSV for further image processing.  

 

4.1.1 Converting XML Files to CSV Files 

 

Tensorflow requires data in TFRecord format for training, Therefore XML data was 

converted into CSV files which was further converted into TFRecords. The conversions were 

accomplished for each sample. A new directory was created to store the created CSV files for 

training labels and testing labels. The conversion of XML files to CSV file was done using 

python3 on google colab. Figure 4.6 below shows how an XML file is converted into a CSV 

file.   
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Figure 0.8: A Python Script for Conversion of XML File to CSV File. 

 

4.1.2 Converting CSV Files to TFRecords 

Tensorflow records were generated using python3 and tensorflow. During the conversion 

from CSV files to TFRecords, training labels were taken as input to generate train TFRecords 

and testing labels were taken as input to generate testing TFRecords. The parameters image 

width, image height, filename, image source id, image format, image bounding box x-

minimum, image bounding box x-maximum, image bounding box y-minimum, image 

bounding box y-maximum, and image class label were considered during conversion. The 

training TFRecords and testing TFRecords were generated as output and were put in the same 

folder as training and testing labels. 
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4.1.3 Training Proces 

 

In this study supervised learning is used as a machine learning method for image 

segmentation. R-CNN with VGG-16, configured in the MSCOCO dataset was used to 

segment and classify outdoor scene images, trees, road, grass, and sky. The image resizer was 

set to keep the aspect ratio resizer at a minimum dimension of 600 and a maximum 

dimension of 900 to accommodate all images with varying sizes. The first stage features 

stride was set to 16. The first stage maximum was set to 300, localization loss weight was set 

to 2.0 for the first stage, objectness loss weight was set to 1.0 for stage 1, initial crop size was 

set to 14, max-pool kernel size was set to 2 and the max-pool stride was set to 2. Maximum 

segmentation per class was set to 100 and total classifications were set to 300. 

SOFTMAX was used as a score converter. Localization loss weight for the first stage was set 

to 2.0 and classification loss weight for the second stage was set to 1.0. The batch size was 

set to one because the CPU used for this research was incapable of taking a large batch size. 

The initial learning rate was set to 0.0002 and momentum optimizer value to 0.9. The model 

was set to train until the training process reaches global step 200000. It was believed that at 

this stage the model has fully learned. The TFRecords and label maps were used as input. 

Each sample data was trained using the above configuration settings.  

A virtual environment called segmentation was created on Ubuntu 16.0 machine. Tensorflow 

was installed in this environment and all the training process were run in the same 

environment using python3. Figure 4.7 represents an overview of the training process. 
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Figure 0.9: Training Process at Lower Steps. 

The training process started at global step one to global step 200000. While the training 

process was running, the time was recorded, global step number, the loss and the number of 

seconds it took for each step to run. Figure 4.8 displays the training process at 200000 global 

steps. 
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Figure 0.10: Training Process at 200000 Global Step. 

The training process took seven days until it reached a global step 200000. the training 

process was finished after 200000 global steps and the model was saved to disk. During and 

after the training phase, the performance of the training was recorded in the tensorboard. 

Figure 4.9 to Figure 4.13 illustrates the losses during the training of data for the model. The 

Figure 4.9 shows losses for a model trained with 100 labeled images, Figure 4.10 presents 

losses for a model trained with 300 labeled images, Figure 4.11 shows losses for a model 

trained with 500 labeled images, Figure 4.12 presents losses for a model trained with 700 

labelled images and Figure 4.13 shows losses for a model trained with 900 trained images. 

 

(a)      (b) 

 

(c)                                           (d) 

 

              (e)     (f) 

Figure 0.11: Losses for Sample 1: (a) Classification Loss, (b) Localization Loss1, (c) Localization 

Loss2 (d) Objectness Loss, (e) Total Loss and (f) Clone Loss. 
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(a)       

 (b) 

 

 

(c)         (d) 

 

           (e)          (f) 

Figure 4.12: Losses for Sample 2: (a) Classification Loss, (b) Localization Loss1, (c) Localization 

Loss2 (d) Objectness Loss, (e) Total Loss and (f) Clone Loss. 

 

(a)       (b) 

 

(c)               (d) 

 

    (e)        (f) 

                                                          

Figure 0.131: Losses for Sample 3: (a) Classification Loss, (b) Localization Loss1, (c) Localization 

Loss2 (d) Objectness Loss, (e) Total Loss and (f) Clone Loss. 
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(a)      (b) 

 

(c)       (d) 

 

 

(e)          (f) 

Figure 0.142:: Losses for Sample 4: (a) Classification Loss, (b) Localization Loss1, (c) 

Localization Loss2 (d) Objectness Loss, (e) Total Loss and (f) Clone Loss. 

 

 

(a)     (b) 
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(c)      (d) 

 

(e)       (f) 

Figure 0.153: Losses for Sample 5: (a) Classification Loss, (b) Localization Loss1, (c) Localization 

Loss2 (d) Objectness Loss, (e) Total Loss and (f) Clone Loss. 

4.1.4 Testing Process 

 

The trained model was saved on the laptop then tested using python3 on a jupyter notebook. 

The model was tested using different  datasets to track the performance of the models based 

on Sample size. The test data contained 21 images and the output was recorded as results. 

The results were analyzed and the information was recorded in the form of tables and graphs.  

4.2 Summary 

 

Chapter 4 has explained the methodology of this study. It outlined how data was collected, 

converted and implementation of  R-CNN with VGG-16 model. The chapter also explains 

more on the approach followed in computing the experiments. How R-CNN was trained with 

CVonline dataset and the performance of the training process in terms of losses were 

presented graphically from sample 1 to sample 5, shown in Figure 4.9 to Figure 4.13 The 

study results are represented in the next chapter. 
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5 Chapter Five: Results  

In this research transfer learning was conducted on the R-CNN model with VGG-16 which 

was pre-trained on the COCO dataset. Five different samples of data with different sizes were 

used to train the model. This chapter presents the results of the experiments, and also how 

classification performance was evaluated. Each training sample size results are described 

using tables and mapped in graphs. False Discovery Rate (FDR), precision, and recall matrix 

are calculated and presented in graphs.  

 

5.1 Sample Results 

 

The training process was done in five sample data to see which sample produced better 

results. Sample one contained 100 training images, Sample two contained 300 training 

images, sample three contained 500 training images, sample four contained 700 training 

images and sample five contained 900 training images. During the testing phase, testing 

images were taken from each sample to see how the model performances. The segmented 

images of trees, road, grass, and sky are shown in Figure 5.1 to Figure 5.5, 21 images labelled 

as image1 up to image 21 for each sample.      

The following subsections present the results based on the five sample data. On the testing 

part, the results that were obtained after testing the R-CNN model with VGG-16 using 

different samples, sample one to sample five showed that data needed to be increased in order 

to track the performance of the model. As mentioned in chapter four, the data split of 80/20 

had an impact on the performance of the model. 

 

An image is input and a decision of category for each individual pixel is output. Images are 

classified into one of several possible categories. This means, all pixels bearing trees would 

be classified into a single category, so are pixels with grass, road, and sky. The subsections 

below further present the interpretation of results in the form of tables. 

Each image was observed to identify, false positives, false negatives, true positives, 

segmented images, and classified pixels.  On the Tables 5.1 to 5.5, image number represents 
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the order of images from image one to image twenty-one, total objects represents the number 

of objects present in each image, total segmentations represents the number of segments in 

each image, false positives denotes false detection instances, true positives denotes correct 

detection instances and false negative depicts the number of objects not detected. 

 

 Sample One 
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Figure 5.1: Results of The Model Trained with 100 Train Images. 

 

Table 5.1: Segmentation Performance on The Model Trained with 100 Train Images 

Image no 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Objects 8 7 8 4 5 5 8 4 6 4 4 5 4 5 8 7 8 5 11 5 

Segmentations 5 6 5 3 5 4 5 2 6 2 4 4 3 4 3 6 4 4 8 1 

FP 1 1 3 0 0 1 1 0 1 1 1 0 1 0 0 1 1 2 1 0 

TP 4 5 2 3 5 3 4 2 5 1 3 4 2 4 3 5 3 2 7 1 

FN 3 2 3 1 0 1 4 2 0 2 1 1 1 1 5 2 4 1 3 4 

 

 

 Sample Two 
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Figure 5.2: Results of The Model Trained with 300 Train Images. 

 

Table 5.2: Segmentation Performance on The Model Trained with 300 Train Images. 

 

Image no 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Objects 8 7 8 4 5 5 8 4 6 4 4 5 4 5 8 7 8 5 11 5 

Segmentations 6 6 3 5 4 5 3 1 6 4 7 4 2 4 5 4 6 5 9 1 

FP 2 0 0 2 0 1 2 0 0 1 3 0 0 0 1 1 1 0 1 0 

TP 4 6 3 3 4 4 1 1 6 3 4 4 2 4 4 3 5 5 8 1 

FN 2 1 5 1 1 1 5 3 1 1 0 1 2 0 2 3 3 1 2 3 
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 Sample Three 

 

 

 

 

 

 

 

 

Figure 5.3: Results of The Model Trained with 500 Train Images. 
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Table 5.3: Segmentation Performance on The Model Trained with 500 Train Images 

 

Image no 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Objects 8 7 8 4 5 5 8 4 6 4 4 5 4 5 8 7 8 5 11 5 

Segmentations 3 6 4 3 4 4 6 1 5 3 6 4 2 5 6 6 5 4 9 2 

FP 0 0 0 0 0 0 1 0 0 1 1 0 1 0 0 1 0 1 1 0 

TP 3 6 4 3 4 4 5 1 5 2 5 4 1 5 6 5 5 3 8 2 

FN 5 1 4 1 1 1 2 2 1 1 1 0 2 0 2 1 3 2 1 3 

 

 Sample Four 
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Figure 5.4: Results of The Model Trained with 700 Train Images 

 

Table 5.4: Segmentation Performance on The Model Trained with 700 Train Images. 

 

Image no 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 

Objects 8 7 8 4 5 5 8 4 6 4 4 5 4 5 8 7 8 5 11 10 5 

Segmentations 6 3 2 5 5 4 4 2 5 3 5 4 1 5 4 6 6 3 8 7 2 

FP 0 0 1 1 0 1 1 0 1 1 1 0 0 0 0 1 1 1 1 1 0 

TP 6 3 1 4 5 3 3 2 4 2 4 4 1 5 4 5 5 2 7 6 2 

FN 2 4 6 1 0 2 4 2 2 1 2 1 3 0 4 0 2 4 1 2 3 

 

 

 Sample Five 
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Figure 5.5: Results of The Model Trained with 900 Images. 

 

 

 

 

Table 5.5: Segmentation Performance on The model Trained with 900 Images. 

Image no 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 

Objects 8 7 8 4 5 5 8 4 6 4 4 5 4 5 8 7 8 5 11 7 5 

Segmentations 2 2 1 4 2 3 3 2 3 4 4 4 4 4 3 5 4 4 6 5 1 

FP 0 0 1 2 0 0 1 0 0 1 0 0 2 0 0 0 1 1 0 1 0 

TP 2 2 1 2 2 3 2 2 3 3 4 4 2 4 3 5 3 3 0 0 1 

FN 6 4 6 1 3 3 5 3 3 1 1 1 2 1 5 2 4 1 5 4 4 
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5.2 Performance Evaluation 

The segmentation performance of R-CNN with VGG-16 was evaluated in the testing phase. 

The test data contained 21 images with 121 objects in total. This study made use of a 

multiclass classification method. The Confusion matrix is used to present the multiclass 

classification of results. The confusion matrix contains the possible outcomes which describe 

the segmentation performance. It shows the actual instances and predicted instances. Data 

split of 80/20 and fine- tuning parameters are used to show the model’s performance.  

Data Split: The data split into two subsets: training data and testing data and fit the model on 

the train data, in order to make predictions on the test data. The split is done for, one of two 

things might happen, overfitting the model or under-fitting the model. The 80/20 data split is 

done to avoid overfitting and under-fitting because they affect the predictability of the model. 

Fine-tuning the model: To reduce the number of parameters in a very deep network like R-

CNN, VGG-16 uses a very small 3×3 filters in all convolutional layers (the convolution stride 

is set to 1). Reducing the number of parameters shows that a significant improvement in the 

prior-art configurations can be achieved by pushing the depth to 16-19 weight layers. The 

following table shows the confusion matrix. 

Table 5.6: Confusion Matrix 

 

 True Positive (TP): a tree, road and grass instances were correctly segmented and 

classified as a tree, road and grass respectively.  

 True Negative (TN): a non-tree, non-road and non-grass instances were correctly 

classified as non-tree, non-road and non-grass respectively. 

 False Positive (FP): a non-tree, non-road and non-grass instances were incorrectly 

segmented and classified as a tree, road and grass respectively. 

 False Negative (FN): a tree, road and grass instances were incorrectly classified as 

non-tree, road and grass respectively.  

Actual class Predicted class 

Positive Negative 

Positive TP FN 

Negative FP TN 
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The entities true positives, false positives, and false negatives are represented in graphs. 

Figure 5.6 represents the true positives based on increasing train sample size, Figure 5.7 

presents false positives based on increasing train sample size and Figure 5.8 shows false 

negatives based on the increasing sample size. 

 

Figure 5.6: True Positives Based on Train Sample Size. 

 

Figure 5.7: False Positives Based on Train Sample Size. 

 

Figure 5.8: False Negatives Based on Train Sample Size.     



63 
 

 

The results obtained from R-CNN models trained with different sample sizes were added 

together for each entity. The 21 test images contained 121 objects and segmented objects for 

each training sample were added together. All false positives and true positives were added 

together for a model trained with 100 training images, a model 300 trained images, a model 

trained with 500 images, a model trained with 700 images and a model trained with 900 

images. False Discovery Rate (FDR), precision and recall are calculated and presented in 

graphs, the results shown in Table 5.7 are the ones obtained from each model. The following 

formulas are used to determine False Discovery rate, precision and recall.  

 False discovery rate is the proportion of false positive compared to total 

segmented or detected objects.             
  

     
                                                    

 Precision is the proportion of all true positives compared to all segmented objects. 

  

     
 

 Recall is the proportion of all true positives compared to all possible segmentations. 

  

     
 

Table 5.1: Compiled Results for Different Train Sample Size. 

Trained 

images 

Total 

objects 

segmented 

objects 

False 

Positives 

True 

Positives 

False 

negatives 

False 

discovery 

rate 

Precisio

n 

Recall 

100 121 84 16 68 41 0,180476 0,909524 0,623853 

300 121 90 15 75 38 0,177776 0,733333 0,663717 

500 121 89 7 82 34 0,088653 0,821348 0,706897 

700 121 83 11 72 44 0,14252 0,96747 0,62069 

900 121 66 9 51 61 0,14 0,77 0,455357 
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Figure 5.1: Segmentation Performance Compared to Training Size. 

The Figure 5.9 presents the false discovery rate (FDR), precision and recall compared to the 

train sample size.  

 

5.3 Summary 

 

The results obtained from this study are shown and explained in this chapter. It shows the 

results obtained from training R-CNN VGG-16 using 100 training images, 300 training 

images, 500 training images, 700 training images, and 900 training images. The results 

obtained were represented in tables, where the number of false positives, the number of false 

negatives, and the number of true positives for each image were mapped. Furthermore, 

graphs of false positives, false negatives and true positives were represented for each sample 

size. The segmentation performance was evaluated using a confusion matrix. FDR, precision, 

and recall were computed and mapped in a graph. The results are discussed in chapter 6.  
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6 Chapter Six: Discussion  

This chapter presents and discusses the results from the empirical experiments in chapter 

four, the chapter is sectioned as follows, evaluation of objectives, results evaluation, FRD, 

precision and recall, then summary. By interpreting and analysing graphs from the 

experiments, the chapter explores how the segmentation performance of R-CNN is 

empirically calculated using Accuracy on the test instances, and how is it affected by model 

complexity, the sample size of the training set, and type of score functions. 

6.1 Evaluation of Objectives  

 

The results of this research depended upon answers to research questions concerning the 

research objectives. The first two objectives were met through literature and their solution led 

to the completion of objective three through experiments. In answering the research question 

as to which methods are used for outdoor scene image segmentation, the focus was not only 

put on methods used in scene environment but the research included other image 

segmentation methods. The literature also reviewed methods used in videos since videos are 

also made up of frames.   

Objective one: To review and analyse methods for scene image segmentation. 

The observations that were found on literature review is that, background subtraction is a 

commonly used method for object classification, segmentation and detection. The problem is 

that foreground contains many objects than background which leads to difficulties in 

discriminating foreground objects from a background [19]. The background clutter caused 

background subtraction to be insufficient for segmentation. Adaptive background models 

aided as an improvement to background subtraction, but false positives persisted due to 

background environment. Visible images and deep learning or real time algorithm were used 

in this research. Deep learning algorithm showed great performance with less computation 

time. It was then concluded that convolutional neural networks are the best for outdoor scene 

image segmentation. Training a model with real-life examples enhances its background 

knowledge for better image segmentation, but it can be challenging to segment specific 
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objects using background subtraction methods only so deep learning techniques are 

recommended.  

Objective two: To review and analyze methods for image segmentation and outdoor scene 

image segmentation algorithms. 

 

The main challenge in object segmentation and classification is the occurrence of false 

positives. To address this problem many researchers have used these algorithms. The graph 

based image segmentation, region-based technique, multi-class image segmentation, 

boundary detection and image segmentation based on perceptual organization. These 

algorithms had a common drawback, the image regions that correspond to a single object 

cannot be easily identified [67]. In this research, a real-time deep leaning method was used to 

segment outdoor images while reducing the number of false positives. Deep learning methods 

improve segmentation because CNN has many layers with different weights [68]. A pre 

trained R-CNN model was trained with different data sample sizes to track the performance 

when data increases. 

Objective three: To improve outdoor scene image segmentation method by minimizing the 

occurrence of false positives. 

As stated above R-CNN with VGG-16 pre-trained in COCO dataset was retrained in this 

research. Transfer learning was used, the model was re-trained with the available data which 

contained four classes, trees, grass, road and sky. Transfer learning is a method whereby 

upper layers are fine-tuned with existing data to solve a new problem at hand. COCO dataset 

is an 80 class large data for object detection, segmentation and captioning. 

The results presented in chapter four were tabulated to identify total segments, false positives, 

true positives, and false negatives for each image. The image number denoted the position of 

the image for image one to ten of the test data. The total number of segments included true 

and false positives for each image. For each of the five samples of training data, the outputs 

were tabulated in the same format but on different tables. The tables were used to make the 

results readable and compared correctly classified against incorrectly classified segments. 

 

 

 



67 
 

6.2 Results Evaluation 

 

The results of a model trained with 100 images were presented in Figure 5.1 and Table 5.1. 

The total number of false positives in each image was lower than the total number of true 

positives. The compiled results of all the models were represented in table 5.7. As observed 

on the table the total number of objects for 20 test images was 121 and total segments 

including incorrectly classified segments were 84. The number of true positives was 68, the 

total number of false positives was 16 and 41 false negatives. These results mean that as 

much as the number of true positives increased, false positives were still high and the number 

of unallocated pixels in each image was high. To improve the results, the train set was 

increased with 200 images to 300 train images.  

The model was re-trained with 300 images. The results produced after evaluation were 

presented in Figure 5.2 and Table 5.2. These results showed that true positives were higher 

than false positives. The total number of segments was 90 including incorrectly classified 

segments. False positives were reduced from 16 to 15 and the number of true positives 

increased from 68 to 75. The results were promising because false positives were reduced, 

false negatives reduced and true positives increased. When false positives were reduced by 

one, it means there were still incorrectly classified objects, it also shows that the model was 

not behaving well. A further step was taken to increase the train size and see what happens. 

The evaluation of the model trained with 500 images produced much better results as 

compared to the previous models. As shown in Figure 5.3 and Table 5.3 a total of 89 

segments was produced. With this model True positives increased from 75 to 82, false 

positives decreased from 15 to 7 and false negatives were reduced from 38 to 34. This means 

that the more data was increased the better the results were produced.  

Finally the dataset with 500 images was increased to 700 images. During the training phase, 

an error was encountered, the model could not complete the training with the new data which 

was added, and it trained for a few global steps and stopped. The problem persisted for 

several weeks without a working solution. After a long time of waiting for the model to 

respond to the persisting problem, it was decided that the data should be duplicated with 200 

images to make up 700 images in order to see if there were any changes. The model trained 

well and it was tested. The results yield from this model were completely different from what 

was expected. There were 83 segments, 72 true positives, 11 false positives, and 44 false 
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negatives. As compared to the previous model the number of segments and true positives 

dropped and the number of false positives and false negatives increased. This means that 

duplicating the images was not a good idea because, during the training phase each image 

was processed two times. To prove the assumption of images being processed two times, the 

following stage was carried out.  

Lastly, 400 images were duplicated from sample 3 data which contained 500 images to make 

900 images. The produced results were extremely bad than the previous model with 200 

duplicates. The number of segments was 66, 51 false positives, 9 false positives. The number 

of segments and the number of true positives were lower as compared to the previous models. 

The presence of duplication led to unexpected results because there were 10 percent labeled 

images in each sample, however, the first three results proved that as data increased the 

results were improved until the fourth results.  The evaluation measures that were used to 

evaluate the performance of the model are discussed in the following section.  

 

 

6.3 False discovery rate, Precision and Recall 

 

The graph on figure 5.9 further mapped false discovery rate (FDR), precision, and recall 

against training sample size. False discovery rate (FDR) was used to predict the occurrence of 

false positives and compare the results when the model was trained with increasing sample 

size. The false discovery rate for 100 training images was 19%, 17% for 300 train images, 

8% for 500 train images, 13% for 700 train images, and 15% for 900 train images. The rate of 

false positives decreased from 100 to 500 train images, and it increased at 700 train images 

and decreased at 900 train images. Precision was 81% at 100 train images, 83% at 300 train 

images, 92% at 500 train images, 87% at 700 train images and 85% at 900 train images. 

These results mean that precision increased with increasing sample size. The recall was 62% 

for 100 train images, 66% for 300 train images, 71% for 500 train images, 62% for 700 train 

images, and 71% for 900 images. It means that the recall also increased when data was 

increased, and otherwise when data was duplicated. False discovery rate, precision, and recall 

were affected by the duplication of data. 
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6.4 Summary 

 

The main challenge was false negative during classification of segments because of the 

environment that images were captured from. The outdoor environment makes it difficult to 

segment images without a challenge. Data from CVonline could not all be used due to low 

computational resources. The model was only trained with less than 1000 images and it 

performed well under this small data and with low computational costs.  
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7 Chapter Seven: Conclusion and Future Work 

This research has been an empirical investigation to answer the critical question: how do the 

model complexity, size of training set, false negatives collectively affect the segmentation 

and classification performance. We made use of CVonline dataset for image segmentation 

and pre-trained R-CNN with VGG-16 to explore this question in-depth by performing several 

experiments. This closing chapter aims to conclude the results that were obtained. The 

chapter also provides a comprehensive summary of the highlights of the research. Further, the 

chapter is closed by describing areas of possible further exploration of this study. 

 

7.1 Empirical Findings vs Research Questions 

 

Empirical findings is the information received by observation and documentation whereas 

research questions are the questions that a research project sets out to answer.  

 

1) Which methods are used for outdoor scene image segmentation?  

 

The research introduced the concept of image segmentation in Chapter 2. Image 

segmentation which includes, image classification and detection is presently very important 

in the computer vision field. It comes with a wide variety of benefits that are appealing in 

image processing. However, there exist challenges that hinder the algorithms especially in an 

outdoor environment. False negatives that are produced during image segmentation make it 

difficult to classify image segments according to their classes.  

 

2) Which techniques can be used to reduce false negatives during the classification and 

segmentation of images?  

The research firstly discussed the concepts of image segmentation in chapter 3. A few 

definitions were present to explain the concept. The use of CNNs was justified for 

segmentation and classification tasks because they reduce false negatives during the 

classification of image segments and they have the following advantages:  

 Probability theory.  
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 Graphical structure.  

 Ability to add more layers in a model.  

 Its learning ability.  

 

 

3) How can we improve the accuracy of image segmentation in an outdoor environment 

 

The purpose of this research was to re-train R-CNN models with VGG-16 which was pre-

trained using the COCO dataset. R-CNN was re-trained with data from CVonline dataset and 

it performed well. However there is a need for an increase in labeled image datasets that are 

available online and providing more virtualized computing resources. This model yields best 

results when observing the outcome of each sample size as they increase, it would perform 

better if all the images were labeled. When looking at all of the results based on increasing 

sample sizes the number of false positives decreased as the train sample increased and it was 

always lower than the number of true positives. Although the training sample size was very 

low, transfer learning improved the learning capability. Trees, grass, road, and sky were 

segmented and the number of false positives reduced as training data was increased. It can be 

concluded that the object segmentation problem can be tackled better with supervised CNN 

algorithms. There are still challenges regarding outdoor scene image segmentation. 

 

 

7.2 Recommendations 

  

During the course of the study of any field of interest, various questions will remain 

unanswered. With respect to this study, this research’s findings have considerable areas that 

need further exploration. The study can be extended by investigating convolutional neural 

networks as an image segmentation algorithms. To empirically investigate whether it will 

provide better classification and segmentation performance. This study can be modified to 

study why VGG-16 works better than VGG-19 and other network architectures. Furthermore, 

investigations can be done on the low computational costs during the training phase instead 

of determining computational cost after training. The focus of this research was on trees, 
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grass, road, and sky. Therefore to improve the quality of this research, the algorithm should 

focus on every object that are present in an image. 

The greatest challenge in image segmentation, classification, and detection is training data. It 

is therefore tedious as well as expensive to label large training samples required for optimum 

classification performance. With this in mind, further exploration can be done to determine 

how small training samples can be made to augment the classification performance of 

convolutional neural networks, and also collaboration should be made with other researchers 

to develop a large corpus dataset for training and testing image segmentation algorithms.  

 

7.3 Conclusion 

  

Convolutional neural networks have been applied in a wide range of applications. The focal 

point of this research has been to apply them in segmenting images in outdoor environments. 

Literature provides numerous advantages that make convolutional neural networks to be the 

better segmentation algorithm. They have proven to be excellent in classification and 

segmentation tasks. This research embarked on the analysis of the impact of structural 

complexity, training sample size and score functions on the classification performance in 

outdoor scene segmentation. The hope of the researcher is that this study will provide choices 

for researchers intending to use a convolutional neural network in this field of study. Poor 

choices of the sample size, discretization technique will have adverse effects on segmentation 

and classification accuracy of the chosen algorithm. By virtue of this research, CNNs should 

be recommended since the parameters involved have been analysed and presented.  
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