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Abstract 

The relationship between length and weight is non-linear. Predictive modelling using linear regression 
methods subjects these variables to transformation which results in models of poor predictive value. Hence, a 
comparative study on developing a predictive model using traditional (length-weight relationship, LWR; 
multiple linear regression, MLR) and artificial intelligent (artificial neural networks, ANN) methods was 
conducted. Specimens (n = 320) of the horse mussel Modiolus modulaides were randomly collected from 
October 2018 to March 2019 at the coastal area of Dumangas, Iloilo, Philippines. Shell length, shell width and 
shell height were used as predictor variables for total weight. A multi-layer perceptron architecture model was 
used and the values were determined by the ANNs model using the actual data. In addition, LWR and MLR 
models were generated from the same data after log-transformation. The results indicated superiority of the 
ANN model to predict mussel weight to traditional LWR and MLR models. The ANNs model had the highest 
correlation coefficient and lowest errors among the predictive models. The ANNs model generated from this 
study can be a good alternative to existing models and may be useful in sustainable fisheries management.  

Keywords: Artificial neural networks; fisheries biology; length-weight relationship; multilayer perceptron; pre-
dictive modelling 

 

1 | INTRODUCTION 

The horse mussel Modiolus modulaides (Röding 1798) is a 
semi-infaunal species of mytilid mussel distributed 
throughout the Indo-Pacific region (Poutiers 1998). 
Throughout this range, the horse mussel is not only an 
important component of the coastal ecosystem but also 
an important commodity in small-scale fisheries (Morton 
1977; Tumanda Jr et al. 1997; Poutiers 1998; Ozawa 2001; 

Napata and Andalecio 2011; Uba et al. 2019). 

In bivalves, the shell size (length, height and width), total 
weight and combined calculation of the size-weight ratio 
are generally used for analyses of the morphological de-
velopment of the shell and its condition (Anderson and 
Gutreuter 1983; Rainer and Mann 1992; Gosling 2015). In 
addition, studies on bivalve growth are essential for gen-
erating useful information for managing resources, un-
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derstanding changing environmental conditions and pol-
lution as well as phenotypic variability in populations 
(Palmer 1990; Boulding and Hay 1993; Caceres-Martinez 
et al. 2003). 

The most important variables in modelling the growth of 
an aquatic organism are the length and weight. Basically, 
a length-weight relationship model is achieved through 
linear regression which is used in the calculation of an 
equation of growth in length into an equation of growth 
in weight (Pauly 1983). Moreover, they are of special in-
terest for underwater visual censuses, in order to trans-
form length data into weight data and, as a result, obtain 
biomass estimates (Samoilys 1997). However, the rela-
tionship of length and weight is non-linear (Froese 2006) 
and transformations in linear regression methods result in 
poor predictive value. Thus, the traditional methods of 
statistical analysis (i.e. linear regression models, both sin-
gle and multiple) may be inadequate for quantification 
(Suryanarayana et al. 2008; Tureli Bilen et al. 2011; Ben-
zer et al. 2017; Benzer and Benzer 2019). 

At present, the application of artificial neural networks 
(ANNs) in predictive modelling offers a promising alterna-
tive to traditional statistical approaches when non-linear 
patterns exist. ANNs are computer algorithms that simu-
late the activity of neurons and information processing in 
the human brain. Unlike the more commonly used re-
gression models, neural networks do not require a partic-
ular functional relationship or distribution assumptions 
about the data and do not need data transformation. This 
makes neural network modelling a powerful tool for ex-
ploring complex, nonlinear biological problems such as in 
fisheries research (Suryanarayana et al. 2008). 

Several studies have been conducted on predictive mod-
elling using neural networks on the growth of fishes (Ben-
zer and Benzer 2016, 2017, 2020; Özcan and Serdar 2018) 
and crustaceans (Türeli Bilen et al. 2011; Benzer et al. 
2015) but none on bivalves. Thus, recognising these prob-
lems and the ability of neural network models to approx-
imate non-linear relationships, an ANN model was devel-
oped in this study to predict the weights of individual 
horse mussel based on three predictor variables (i.e. shell 
length, shell width and shell height). 

2 | METHODOLOGY 

2.1 Data collection  

Horse mussel specimens (n = 320) were randomly collect-
ed from the subtidal area (< 1.5 m depth during low tide) 
of Dumangas, Iloilo, Philippines from October 2018 to 
March 2019 (Figure 1). Specimens were immediately pre-
served in 10% seawater-buffered formalin and brought to 
the laboratory for morphometric analysis. In the laborato-
ry, the sample specimens were cleaned free of epibionts 
before measurement. Morphometric measurements such 

as shell length (widest part across the shell at 90° to the 
height), shell width (thickest part of the two shell valves), 
and shell height (distance from the hinge line to the shell 
margin) were measured to the nearest 0.01 cm using a 
digital Vernier Caliper while the total weight was meas-
ured to the nearest 0.01 g using a digital top-loading bal-
ance after blot drying in paper towels. 

 

FIGURE 1 Location of the study site. Black dot indicates the 
horse mussel sampling area. 

2.2 Mathematical models 

2.2.1 Length-weight relationship (LWR) and multiple 
linear regression (MLR) equations 

The LWR was calculated following the equation of Keys 
(1928), 

       

where W represents the total weight (g), L is the shell 
length (cm), and a and b are the coefficients denoting 
functional regression between W and L. The logarithmic 
transformation of the formula above is Log W = log a + b 
log L. 

In addition, MLR was calculated following the equation, 

 ̂                    

where   is the total weight (g), a is the regression inter-
cept, b is the regression slope, and X is the predictor vari-
able (i.e. shell length, shell width and shell height). The 
data were log-transformed before calculations and anal-
yses were performed in the SigmaPlot version 12 soft-
ware. 

2.2.2 Artificial Neural Networks (ANNs) 

ANNs are simulations of biological nervous systems using 
mathematical models. They are networks with simple 
processor units, interconnections, adaptive weights and 
scalar measurement functions (Rumelhart et al. 1986). In 
this study, a multilayer feed-forward neural network was 
used during the ANN operation and consisted of three 
interconnected layers of nodes (Figure 2) including an 
input layer containing one node per independent variable 
(i.e. shell length, shell width and shell height), two hidden 
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layers and an output layer with one node (the total 
weight). Each layer was connected to another layer with 
interconnections and adaptive weight values. The nodes 
were connected to next layer nodes with adjustable 
weights. 

 

FIGURE 2 Topology of the four-layer feed-forward neural 
network used in this study consisting of an input layer with 
three nodes (predictor variables), two hidden layers with 
four and five nodes respectively and an output layer with 
one node (total weight) to be predicted. 

The ANN calculations were expressed in the following 
formula (Krenker et al. 2011), 

   ( )(∑       
 
   )  

where    is the input,  ( ) is the activation function,   is 
the output value, and    is the weight. To adjust the con-
nection weights and minimise the error between ob-
served and predicted values, network training (split: 
70.0% training, 30.0% testing) was conducted using a 
back propagation training procedure through the multi-
layer perceptron algorithm in the Weka version 3.8.4 
software (Witten et al. 2017). The data used in the ANNs 
were subjected to normalisation process for range of [0,1] 
using the following formula, 

        (
       

         
)       

where    is the normalised data,    is the data to be 
normalised,      is the minimum value of the data, and 
     is the maximum value of the data. 

2.3 Performance of predictive models 

To assess the performance of the predictive models gen-
erated in this study, four criteria were used for evaluation 
including (1) the correlation coefficient (r) between the 
observed weights and predicted weights of the horse 
mussel, (2) the mean absolute percentage error (MAPE), 
(3) mean absolute error (MAE) and (4) mean square error 
(MSE). These were defined as, 
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where    is the observed value,  ̂ is the predicted value,  ̅ 

is the average of observed values,  ̂̅ is the average of pre-
dicted values, and n is the total number of observations. 
Using these four criteria, it is possible to rank the perfor-
mance of each predictive model. The optimal model 
should have larger r and smaller MAPE, MAE, and MSE. 

3 | RESULTS AND DISCUSSION 

A simple linear regression was calculated to predict the 
total weight of the horse mussel based on the shell 
length. A significant regression equation was found (F1,318 

= 6273.57, P < 0.001) that explains 97.6% of the variance. 
The final LWR model is shown in Figure 3.  

 

FIGURE 3 The length-weight relationship model (above) and 
multiple regression model (below) between the predictor 
variables and weight of the horse mussel (Modiolus modu-
laides).  

Moreover, a MLR was carried out to investigate whether 
shell length (SL), shell width (SW) and shell height (SH) 
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could significantly predict total weight of mussel (W). The 
results of the regression indicated that the model ex-
plained 97.9% of the variance and that the model was a 
significant predictor of mussel total weight (F3,316 = 
3094.28, P < 0.001; Figure 3). Moreover, all predictor var-
iables contributed significantly to the model (P < 0.001). 
The final predictive model was: 

W=0.2254+(1.377×log10SL)+(0.829×log10SW)+(0.646×log10SH) 

On the other hand, the ANNs used shell length, shell 
width and shell height as input data to predict the total 
weight of the horse mussel. Among the studied individu-
als, 224 were used in the training process and 96 were 
used in the testing process of the ANNs. As shown in Fig-
ure 4, the prediction of the ANNs was consistent with the 
actual weight values of the horse mussel. 

 

 

FIGURE 4 The actual and pre-
dicted weights of the horse 
mussel (Modiolus modulaides) 
on the training (n = 224) and 
testing (n = 94) sets. 

 
Table 1 shows the correlation coefficient, mean absolute 
percentage error, mean absolute error, and mean square 
error values of the relationships between observed and 
estimated values obtained for the length-weight relation-
ship, multiple linear regression and ANNs. On the basis of 
these criteria, the ANNs model demonstrated a higher 
predictability and best performance compared to the 
other regression models used in this study. The MAPE 
estimates errors as percentage, therefore it can be easily 
used for comparison of models developed in studies with 
different units. In the present study, the ANNs predictive 
model can be classified as highly accurate while the linear 
regression models are classified as acceptable (Witt and 
Witt 1991). 

Comparative studies on different regression models for 
length-weight relationship in marine organisms have re-
ported that ANNs give better results with higher correla-
tion coefficient and lower error values (Benzer and Ben-
zer 2016, 2017, 2020; Türeli Bilen et al. 2011; Benzer et al. 
2015). Several authors have also reported greater per-

formances of ANNs compared to other predictive models 
in fisheries, marine science and ecological researches 
(Suryanarayana et al. 2008; Cabreira et al. 2009; Wang 
2010). 

TABLE 1 Performance of the three predictive models in this 
study based on the correlation coefficient (r), mean absolute 
percentage error (MAPE), mean absolute error (MAE), and 
mean square error (MSE) between the observed weights and 
predicted weights of the horse mussel. 

Predictive models r MAPE MAE MSE 

Length-weight relationship 0.976 37.08 0.660 0.934 

Multiple linear regression 0.979 37.66 0.530 0.627 

Neural network regression 0.984 5.786 0.0235 0.001 

 
4 | CONCLUSIONS 

The length-weight relationship model has been tradition-
ally used to estimate length and weight. The results from 
this study pointed out that the use of this model is of 
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poor predictive value when used for bivalves. In addition, 
it was demonstrated that the ANNs model is a good alter-
native to existing models due to its higher accuracy in 
predicting the weights of horse mussel. Furthermore, 
based on the results of the present study, ANNs as predic-
tive models may be a better option to use in predictive 
modelling in other species of aquatic organisms. 
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