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Abstract—                                                                      
                                                                                  
                                                                          
            more than the other                                                       
                                                     however, applying suitable 
                                                                         ’  
performance. We take a  imbalanced dataset from an educational context. Initially, 
all shortcomings regarding the classification of the                               
                                   -                                         
                                             performance                      
                                                                              
                                   -                                              
                                                       precision and recall for the 
minority class. The analysis confirms that both under sampling and oversampling 
are useful      balancing datasets;                                   
 

 

 

 
. 

 

I. Introduction 

There has been an enormous increase in the production of 

data across a wide range of fields. The dataset classification is 

a unique data mining technique. Its objective is to determine 

which target class belongs to a specific object in an unknown 

class. The result of a classification algorithm is generally 

related to data characteristics. One such algorithm, like SVM 

(support vector machine) [1], possessed numerous Special 

advantages in solving specific problems of classification, such 

as low sample numbers, nonlinearity, and high-dimensional 

pattern recognition. 

 

Moreover, the classification exactness of the minority class is 

often more valuable. In the case of imbalanced data, most-class 

examples will have a more significant influence on the 

classifier, causing its classification weight to be in favor of the 

majority class and then seriously affecting the classification 

hyperplane distribution. It is very critical that classification 

approaches can be improved at the algorithm or data level to 

solve the imba                                                    

                                                        

                                   the collected data and pull 

out valuable information that can support their decision 

making [2]. Data Mining (DM) [             collect, organize, 

and process vast                                           

                                           communication and 

information, is offering exclusive benefits to both educators 

and students. Classification is one of t                

                                                            

                                                            The 

classification can be Pass/Fail in the pedagogical environment 

or classifying flowers in different types [4]. The Cl         

       knowledge from a prearranged training dataset, 

henceforth, to organize                                        

           imbalance problem appears in datasets having an 

exceedingly unfair ratio between the classes [5]. This poses 

challenges                                               

                                                              

                                occurring) more than the 

minority class (rarely occurring) [6]. It is because          

                                                           

                                                                   

                                    learn from the class having a 

fewer number of instances.  
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Attention has been focused on the classification of 

imbalanced d                                                 

                                                           

       Study approaches to the classification of imbalanced data 

by the SVM are currently primarily divided into two 

categories: improvement of methods at the algorithm level and 

improvements at the level of data. The weighted SVM of the 

penalty coefficient C is used at the algorithm level to control 

the various costs for misclassification errors of various classes. 

The minority class is generally charged a higher cost of error 

classification, and the majority class is charged a low cost of 

misclassification. In addition, the AdaBoost algorithm, the 

integrated multi-classifier algorithm, and an enhancing kernel 

space-based algorithm are widely utilized. Two fundamental 

approaches are present at the data level: a strategy for over-

sampling of the minority specimens and the undersampling of 

the majority specimens. The technique of over-sampling uses 

specific approaches to balance class distributions, such as the 

duplication of minority example or artificial synthesizing of 

new minority class examples using algorithms. In addition to 

oversampling, undersampling is a standard method of 

managing unbalanced data sets. Under-sampling balances the 

distribution of data classes with the elimination of majority 

class examples as the Tomek Links algorithm [7]. 

 

The significant                                               

         attention toward the misclassification issues , which 

result                                                      

                                                                   

                                                            

                    classifiers' performance can be enhanced 

with the imple                                                 

                     problem. T                           

                                                                

                             [      

 

In this study, we extracted underlying informati            

                                            ‟              

     the majority and minority classes. This analysis makes it 

evident that accuracy may not appear as rigid evaluation 

criteria; instead,  the focus should be on classifier performance 

for minority and majority classes  

 

II. RELATED WORK 

 

                                                           

                                                        

                                                                 

                   -                                          

     oversampli                                                

    -                        -                            

                                                                

                                                        -      

                      d             -           -                

[     

 

                               [                       

                                                              

              learner and learning environment. The 

classification models in an educationa                       

           ‟            academic outcome. One such prediction 

model forecasts the result                                      

                   model predicts the student with poor final 

grades, at that moment, the instructor interv                  

                                                              

                                                                

                 lower number of instances [11]. 

                                  ‟                     

attendan                                CGPA, credit hours, 

and marks        -                                            

                                                 imbalance 

issues, wherein fewer learners have chances to perform 

unsatisfactorily.  In this paper,                                 

                                                               

                          

 

 In an empirical study Hernandez [12] demonstrates the use 

of oversampling and under sampling                       

     accuracy of instance selection methods on imbalanced 

databases. There results  in yield that both oversampling and 

under sampling  techniques improve accuracy. To enhanc      

                                                       

      -         [      use oversampling and under sampling 

                                           [               

                                classify students into binary 

classes (A and B). The dataset suffers from an imbalanced 

ratio,                                        „B‟            ger 

                   „  ‟                                   

                                                      recall 

for class B. Naïve Bayes being the better-performing classifier 

                     5             „ ‟        5            „B ‟ 

                                       B                 

                                                         

                 value for B than A. Besides                 

[15], makes use of classification algorithms to classify 

              5                                                 

                                                    „     

         „    ‟              around 500 or less than that for 

the other 3 classes. Decision Tree (J48) achieves less than 

                        „       ‟       „         ‟       
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 Some previous contributions regarding class distribution 

and the imbalance ratio are                             

                difference in the performance                 

                                                       [     

                                                          -

                                                         

                             highest accuracy of 75%, but on 

t                                       -                    

                                (nearly one fourth); similarly, it is 

almost 5                                                   

                                    before performing 

experiments t                                                    

          

 

Table 1. Comparison of class balancing ratio of various works  
 

 

 Unbalanced classes are a common issue in the classification 

of machine learning, where the number of findings is 

disproportionated in-class. Most algorithms for master learning 

work best if the sample numbers are approximately equal in 

each class [17]. Most algorithms have been developed to 

increase precision and decrease errors. Typically, the data 

imbalance represents an uneven class representation in a 

dataset. The fact that some classes have a slightly greater 

number of instances in the training set than certain classes is a 

typical issue in actual life implementations. Such a difference is 

called a class imbalance. Methods of addressing imbalances are 

well known for classical models of machine learning. Sampling 

methods are the most straightforward and common approach. 

Those methods work on the data itself (instead of the model) to 

increase its balance. The oversampling [18], is widely used and 

proven to be robust. 

 

III. METHODOLOGY 

 
The experiments have been performed in the         

                                          [          

                   landmark system in machine learning, and 

data mining has to                                              

         [                  training is performed using 10-fold 

cross-validation [21]. To select classifiers, we first 

categorized and then choose      from each of the categories, 

probably, the one found frequently in literature. The 

meticulous findings are elaborated through the flow chart 

given in Figure 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Information flow chart 

 

Initially, from the data corpus, the samples are being 

collected based on the problem stated. All samples are applied 

in accordance with the mechanism described in the section of 

Classification with Imbalanced Dataset. Each sample will get 

incremented according to the required capacity.  To balance 

the accuracy and manage the generated attributes that lead to 

new samples, the evaluation of the fitness function is carried 

out. The fitness feature is also calculated based on how many 

generations are made to prevent the overfitted classification 

model. When it accomplished the criteria, the final instances 

will be achieved. Otherwise, it will avail the operators like 

selection, crossover, and mutation and will again try to 

Work from 

authors  

Class Distribution/Imbalance Ratio 

E. Osmanbegovic 

et al. [15] 

Class A B 

Instances 62 195 

Imbalance
d Ratio 

1 3.14 

 R. Asif et al. [16] 

(Dataset-1) 

Class A B C D E 

Instances 2 22 38 8 2 

Imbalance

d Ratio 

1 11 19 4 1 

R. Asif et al. [16] 

(Dataset-2) 

Class A B C D E 

Instances 1 41 46 14 4 

Imbalance
d Ratio 

1 41 46 14 4 

D 

Kabakchieva [17] 

Class Excellent  Very 

Good 

Go

od 

Avera

ge 

Bad 

Instances 539 4336 45

43 

347 564 

Imbalance

d Ratio 

1.55 12.5 13.

10 

1 1.60 
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maintain the balance condition by getting substantial 

increments, and so on [22]. 

 

Algorithm 1 as shown Figure 2 is extended to various datasets 

along with the sample previously collected, and rankings are 

therefore taken as the final accomplishment in keeping with the 

statement made in section 1. 

 

 
 

Figure 2. Imbalance dataset selction mechanism 

 
A. Memory Based Classifiers  

 

          B                                              

                                                              

                                                        

                                                -        

            (k-NN) [23],                        -      

                                                       -

                                                                 

                     

 

B. Artificial Neural Network 
 

This computational model is inspired by the structural and 

functional characteristics of the biological nervous 

system. Multilayer Perceptron (MLP) [24], is a class of 

Artificial Neural Networks. 

 

C. Bayesian Statistics  
 

Bayesia                                                 

[ 5                                                         

             the probability that a hypothesis may be correct, or 

besides update its previously-calculated probability [      

 

D. Support Vector Machines (SVMs) 
 

                                                                

                                                    

                            B                            

                                                  [      

 
E. Decision Tree 
 
    The decision tree [28], is a recursive technique that builds a 

tree. It starts with a root node, probably the essential 

                                                             

                          

 

F. Performance Metrics 
 
    The Confusion Matrix, Preci                   -        

                                                          

                                                            

          

 
Table 2. Representation of standard confusion matrix 

 Positive Negative 

Positive True Positive (TP) False Negative (FN) 

Negative False Positive (FP) True Negative (TN) 

 
                “H   ”                           “   ”       

being a (Negative) term. Thereby rest of the terms are 

explained as:    

 

• True Positive: Predicted as "High," and in fact, it is 

also "High    

• True Negative: Predicted as "Low," and in fact, it is 

also "Low    

• False Positive: Predicted as "High," but it is "Low    

• False Negative: Predicted as "Low," but it is 

"High    

 
-         

 

                                                    [             

                                                              

           predicted correctly. It is the ratio of positive cases 

that are predicted accurately and the actual number of positive 

examples that can be calculated, as shown in (1). 

 

                                                                     (1) 
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- Precision 
 

It shows all the positive instances that model has predicted 

correctly [30], how many are positively expressed by (2). 

 
                                                            (2) 

 

- F-Measure  
 

The values of recall and precision indicate the quality of the 

prediction model. However, it is sometimes not easy to make a 

decision based on precision and recall values. F-Measure takes 

both precision and recall in the account and calculates its 

weighted average [31]. It is calculated as given in (3). 

 

             (
                   

                
)                  (3) 

 
- Accuracy 
 

It is the ratio of the sum of TP and TN and the total number of 

instances expressed in (4). 

 
                                                        (4) 

 

Where n is the total number of instances in the dataset . 
 

G. Dataset 

 
The dataset contains 151 instances , which are the total 

                                             “      ”        

the three  semesters taught in the IT department at Al-Buraimi 

University College, Buraimi, Sultanate of Oman. Final Grade 

                                “   ”     “H   ”          

                                                         5  

                                                           

 

- Undersampling 

 

This method is applied to most classes. Undersampling 

reduces the instances in the majority class to make them 

approximately equal to the cases in the minority class. Spread 

Subsampling is one of the undersampling algorithms which we 

use in this research. Spread Subsampling creates a random 

subsample of the imbalanced dataset. It adjusts the class 

distribution by randomly eliminating instances from the 

majority class [32]. To compute the distribution, Spread 

Subsampling takes Spread-Distribution value (a parameter) 

from the user who specifies the maximum ratio between the 

classes. 

 

 

 

- Oversampling 
 

Synthetic Minority Over-sampling Technique (SMOTE) 

[33], oversamples the minority class with random under-

sampling of the majority class. This algorithm rebalances the 

original training set by conducting an oversampling approach. 

A SMOTE forms new instances for minority class by 

interpolating among several minority class instances that 

recline together. The k-nearest neighbors of minority class 

instances are computed, and afterward, particular neighbors 

are selected.  New synthetic data samples are generated from 

these neighbors. SMOTE does not change the number of 

instances in the majority class. SMOTE has a parameter 

(percentage), which specifies the desired increase in the 

minority class. 

 

H. Understanding oversampling and undersampling at the 
algorithm level 

 
The Synthetic Minority Oversampling (SMOTE) is an 

oversampling technique that synthetically produces instances 

by arbitrarily selecting minority class instances and using 

interpolation methods to create instances between the selected 

point and its neighboring instances. Through this process, any 

instance of a minority class is considered, and new instances 

of a minority class are created along the line segment joining 

its nearest neighbours. The number of synthetic instances is 

generated based on the requisite percentage of oversampling. 

The Algorithm steps are as follows: 

 

• Load data collection, and classify the division of 
minority and majority; 

• Calculate the number of instances to be generated 
using the oversampling percentage; 

• Identify a minority class random case, and locate 

its closest neighbours; 
• Choose one of the nearest neighbors and find the 

difference between random instance and neighbor 

selected; 
• Multiply the difference by a number generated at 

random between 0 and 1; 
• Add that difference to the chosen instance at 

random; 

• Repeat the cycle from three to six until it produces 
the number of instances according to the 
percentage given. 

 
Further, Random Undersampling (RUS) is a simple 

undersampling strategy that excludes instances at random 

from the main class of Align the dataset before classification 

methodology is applied. The main challenge of this strategy is 

that it can eliminate the relevant details in the dominant class 
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that might not be appropriate in certain situations. The 

operating steps are as follows. 

 

• Launch the dataset and classify the minority and 
majority classes; 

• Calculate the number of instances to be removed 
based on the percentage of undersampling; 

• Identify a random instance in the majority class and 

delete it from the majority class; 
• Repeat step three until the number of instances 

eliminated is equal to the specified percentage. 

 
IV.  RESULT AND DISCUSSION 

 

 Most of the classifiers tend to maximize accuracy, despite 

higher accuracy; a classifier may produce unsatisfactory 

                that the training dataset is imbalanced. In an ideal 

dataset, the number of instances in the classes is         

     Imbalance Ratio (IR) expresses how imbalanced a dataset 

is and                                                          

          class.                                               

                                               

            classes bias the classifiers,                        

                                            B                   

                value of IR and bring it close to one. The other 

                                                            

            performance. Though there is no unified rule for class 

balancing, it can still                                      

          techniques yielded optimal results than going without 

them. Over time, several                                   

                                         Th      -      

                                                         

                                                          

     -                                                      

                                              balance the 

classes; in contrast, under sampling remove instances from the 

majority class to adjust the class distribution. Figure 3  depicts 

the idea of both under sampling and oversampling algorithms. 

 

 
 

Figure 3. Depiction of oversampling and under sampling 

 

                                                          class; 

the left-side illustrates dataset after under sampling       

                                                    

                                                            

            Imbalanced dataset from an educational 

environment having an Imbalanc                            

   -        of the instances are from the majority (High) class 

comparing to the low number of instances in the          

              

 

A. Classification with Imbalanced Dataset 

 

                                                       

                                                   

             evaluation measures. Table 3 shows the result 

obtained from the classifiers. It outlines the accuracy of each 

classifier. Furthe       provides Precision, Recall, and F-

Measure for minority (Low), majority (High) classes,          

                                contain                       

                      

 

Table 3. Results from classification with imbalanced dataset 

 

 
 

The                                                

                                                      

                  how many instances of each class are 

misclassified by each classifier. Figure 4                    

                             labels at the                    

                         -                              

                                                 and majority 

(data labels at the                              Despite 

achieving higher accuracies and F-Measures for the majority 

class, the classifiers have made                   -         

                                                            

                                     -        

     minority (75.8%) class comparing to its high accuracy 

(89.4%). 
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Moreover, the dif                 -                    

                                                                  

                                                             

             achieved reasonably high accuracy but failed to 

classify the minority class instances correctly   

 

 
 

Figure 4. Accuracy comparison, the F-Measures of classifiers 

for minority and majority class over the imbalanced dataset  

 

B. Undersampling dataset classification 

 

We apply the Spread Subsampling algorithms , an under-

sampling algorithm for balancing the imbalanced dataset. 

Figures 5 and 6 illustrate the impact of Spread Subsampling 

produced datasets. Similarly, Table 4, thereby shows the 

performance measures of classifiers when Spread Subsampling 

is implement    B                    Machine (SMO) and 

Multilayer Perceptron achieve the highest accuracy. Multilayer 

Perceptron produc                    - Measure and Recall 

values for the minority class. The reason behind this can be 

seen in the confusion matrix, w                 Multilayer 

Perceptron misclassifies only four instances of minority class 

comparing to Support Vector Machine (SMO) with five    

 

To compare classification with imbalanced datasets and 

under-sampled datasets, A chart is illustrated in Figure 7, 

which presages the decrease in the accuracy of classifiers 

(except Multilayer Perceptron) after under-sampling. This 

may indicate that the classifiers have reduced partiality and are 

correctly classifying instances.   

 

 
 

Figure 5. An imbalanced dataset 

 
 

Figure 6. Balanced dataset 
 

Table 4. Results from classification after undersampling 
 

 
 

 

 

 
 

 
 
 

Figure 7. Performance comparison before and after 

undersampling 

 

C. Oversampling dataset classification 

 
   The SMOTE has been utilized to balance datasets through 

oversampling. Keeping 200 as the percentage value, SMOTE 

approached 108 instances         minority class. Figure 8 

shows the class distribution after oversampling.  

 

 
 

Figure 8.  After oversamplingclass distribution 
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    SMOTE appends the newly created ins                      

                                      -          -            

                                          -          To avoid over-

fitting, we randomized the instances in our dataset to have a 

dataset with randomly distributed instances.  Table 5 provides 

results for cl                                                     

                                                              

                                        highest accuracy.  

 

Table 5. Classification results after oversampling 

 

 
 

   The chart in Figure 9, compares classifiers' perfo       

               -                                 

       confirms that the average F-measure for classifiers has 

increased with oversampling for both datasets. Figure 

10  highlights an increase in the precision (in percent) of 

minority class with over                                      

              has increased the precision of the minority class. 

The highest increase is achieved by Multilayer Perceptron,     

               produc              

 

 

 

 

 

 

 

 

 

 

Figure 9. Performance comparison using average F-Measure 

 

 

 

 

 

 

 

 

 

 

Figure 10.  Precision increasing with  oversampling 

V.     OUTCOME IN A GLANCE 

 

                         ‟                             

classifier that decides whether it is predicting well. 

O      performance measures, such as F-Measure, Precision, 

and Recall value for minority class , should be observed as 

well. These findings  suppor                                    

                                                           

                              It is noted that both under 

sampling                                              

                                       - Measures             

                                                              

                           -                 H                

                                                

                                                under 

sampling. The overs                                        

     -                 

 

VI.  CONCLUSION 
 

Comparative performance of classifiers with imbalanced 

datasets to the dataset,                    with oversampling 

and under sampling algorithms, has been performed. The 

dataset                                                       

     categorized in different categories ,                       

                                                             

         imbalanced dataset may produce higher accuracy, but 

low F-Measure va                                             

                 misclassify the minority class instances. We 

applied under sampling                          

                               dataset. It shows that both 

Spread Subsampling and SMOTE increases the  -        

                               H            indicate       

                                                 

                  -                             
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