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Abstract 

Hierarchical classification is a problem with applications in many areas as protein function prediction where the 

dates are hierarchically structured. Therefore, it is necessary the development of algorithms able to induce 

hierarchical classification models. This paper presents experimenters using the algorithm for hierarchical 

classification called Hierarchical Classification using Evolutionary Strategy (HC-ES). It was tested in eight 

datasets the G-Protein-Coupled Receptor (GPCR) and Enzyme Commission Codes (EC). The results are 

compared with other hierarchical classifier using the distance and hF-Measure. 

Keywords: Hierarchical Classification; Evolutionary Strategy; Classifier. 

1. Introduction 

Hierarchical classification is a task of data mining that has been applied in diverse areas such as the music 

prediction, images [1], text [2], among others [3,4,5]. In bioinformatics, it has been used for functional 

prediction of proteins, since this is not an easy task to accomplish without the help of efficient techniques [6]. 

The prediction of protein functions can be treated as a classification problem in data mining, in which proteins 

attributes are considered a sample in the database and its biological functions as classes (multi-class classifiers). 

Most algorithms for hierarchical classification of proteins have been developed to support class hierarchies with 

a tree structure [7, 8], but the use of ontology in predicting protein functions has been used as in the case of 

Gene Ontology (GO) [3,4]. 
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In this paper an algorithm for hierarchical classification of data for structures such as tree are developed 

denominated of HC-ES (Hierarchical Classification Using Evolutionary Strategy) is applied. The experiments 

are focuses on hierarchical protein function prediction using G-Protein-Coupled Receptor (GPCR) and Enzyme 

Commission Codes (EC) [8]. 

2. Hierarchical Classification 

The hierarchical classification differs from flat classification because the classes are organized in a hierarchy 

structured as a tree or a DAG (Directed Acyclic Graph) where the nodes of this hierarchy represent the classes 

that are involved in the classification process [9]. The main difference between the tree structure and the DAG 

structure is that in the tree structure each node (each class), except the root node, has only one ancestor (parent), 

while in the DAG structure each node (class) may have one or more ancestors’ nodes. Another characteristic 

that makes flat classification different from hierarchical classification refers to the prediction type of classes in 

the hierarchy, which can be distinguished into two categories: mandatory leaf node prediction (possible in flat or 

hierarchical classification) and non-mandatory leaf node (possible only in hierarchical classification) [9]. In 

mandatory leaf node prediction all examples should be associated with classes represented by leaf nodes. In the 

non-mandatory leaf node prediction there is no requirement that the prediction occurs at leaf nodes. Thus, the 

examples may be associated with classes that are represented by any internal node of the class hierarchy along 

with their ancestors. To explore hierarchical classification problems some solutions have been proposed, which 

can be divided into three main approaches: flat hierarchical classification, local hierarchical classification and 

global hierarchical classification. These approaches describe how the classifiers are built and not a classification 

method, such as top-down approach that is often cited in literature as being one of the approaches [3,9]. The 

hierarchical classification a class is represented by a vertex of this hierarchy. Thus, when an input example 

predicts that the sample is associated with a particular class, automatically this example will also be classified as 

belonging to all its ancestor classes. The root node corresponds to "any class" showing a total lack of knowledge 

of the class of an object. 

3. Proposed Approach: Hierarchical Classification Using Evolutionary Strategy (HC-ES)  

The HC-ES algorithm consists in training a global hierarchical classifier based on the evolutionary strategy 

using the approach (μ + λ) [10]. This classification approach has the advantage of evaluating the predictive 

performance of the entire class hierarchy, reporting a single result. This proposed classifier has three steps: 

initialization, training and test algorithms. 

3.1. Initialization HS-SE Algorithm 

The initialization process of the HS-ES algorithm is realized using an input the training database (DBTrain) and 

the hierarchical class (CH). The size individual’s or chromosome population (p) is informed. An instance ei of 

input data set DBTrain = {{e1}, {e2},..., {eq}} is formed by a sample set eq being q size database. Each element 

of DBTrain consists of attributes e1{a1, a2,...,ali} are the class attributes (ali) and li-1 is the amount of 

attributes. CH = {c1,c2,..., cc} is formed by a set of class hierarchy and c is the amount class hierarchy. PI = 
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{pi1, pi2,..., pigene} are individuals, where gene is number of class that exists in the class hierarch and P = 

{PI1,PI2,…, PIgene} is individual’s set. Figure 1 show the population set (P) getting by of the initialization 

according p where the size individual or chromosome pi is an element. 
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Figure 1: Creating Population (P) 

 The size chromosome gene is relationship with the amount hierarchical class, ie, in Figure 2 show eight class 

gene = c = 8 (c1,c2,...,c8), therefore the chromosome size is eight.   
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Figure 2: Transformation of the class hierarchical in an individual of the HC-ES 

3.2. Train HS-ES Algorithm 

The next step is training HS-ES algorithm. An instance ei of the database DBTrain is selected randomize (see 

Figure 3). After is calculate the Euclidean distance between each input instance with all individuals in the 

population. Further, it is obtaining the fitness of each individual (hit rate of each individual). 
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Figure 3: Example of the training process. 

The individual’s fitness is evaluate using the measure approach Distance-based Depth-Dependent Measures. 

When evaluating the result of a hierarchical prediction three situations may occur: correct prediction, partially 

correct prediction and incorrect prediction. Each of these situations will be exemplified. 

4. Correct Prediction 

There are two types of possible correct prediction. The first one occurs when the algorithm hits the full path, 

being the predicted class equal to the true class as shown in Figure 4 (The true class is “G” and the predicted 

class is “G”). 
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Figure 4: Example of Correct Prediction - 1st Possibility 

The second case occurs when the predicted class is in the full path of the correct one, but it is more specific. 

Figure 5 shows this possibility: the true class is represented by the node "C" in the tree, and the algorithm 

predicts the node "G". This case is considered a correct prediction.  
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Figure 5: Example of Correct Prediction - 2nd Possibility 

5. Partially Correct Prediction 

An example of a partially correct prediction is shows in Figure 6. In this case, the true class is represented by the 

node "L" but the algorithm predicts the class represented by the node "G". Observe that the node's parent node is 

predicted true. Although the predicted class is in the correct path it stops before finding the more detailed true 

class in the tree, not providing the full specificity of it. Therefore, one can say that the prediction was partially 

correct, because the algorithm was on the correct path of prediction, it just occurred before hitting the full 

specification. An instance, whose class is predicted at higher levels, tends to be more easily classified than a 

class in deeper levels. Thus, the algorithm considers it a partial prediction, being based on the level of class, 

which means, classes at levels closer to the root have higher importance than classes at deeper levels. In this 

example, the class is predicted on the second level and true class is at the third level. Then, indices of 

importance are assigned inversely proportional to the level of the classes, i.e., the class "G" is replaced by an 

index two times larger than the class "L". Equation 1 shows the formula for this calculation 

1p+2p+…+np=1 (1) 

where p is the index and n is the level in the hierarchy. The correct prediction rate is the sum of weights of 

classes correctly predicted, i.e. the predicted class and its ancestor classes. Applying the equation to this 

example p = 0.16. Thus, the weight of class "M" is 0.16, and the class "G" is 0.33 and the class "C" is 0.5. Then 

the hit rate of this sample is 83%. 
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Figure 6: Example of Partially Correct Prediction 

6. Incorrect Prediction 

There is an incorrect prediction when the predicted class totally misses the path prediction as shown in Figure 7. 

It is observed that the true class is represented by the node "C", however, the algorithm predicts incorrectly the 

class as "D". 
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Figure 7: Example of Incorrect Prediction 

Based on fitness the individuals are selected by the roulette method and the sequence can be applied 

recombination and mutation. Recombination is calculated as follows: two individuals are selected father1 and 

father2. These two individuals will give rise to two descendants’ individual child1 and child2. The calculation 

of recombination are shows in Equation 2. 

child1 = (father1 * c + (father2 * (1 - c)) 

child2 = (father1 * (1 – c)) + (father2 * c 

    

(2) 
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where c is a constant. 

Later, these individuals will be applied to mutation [10]. The mutation applied in HC-ES algorithm used a factor 

mutation for all individuals. Table 1 presents the HC-ES training algorithm.  

Table 1:  Training of HC-ES Algorithm 

INPUT 

- Training data set DBTrain=[e1 e2 e3 … eq] of dimension q. 

- Class hierarchy CH. 

STEP 1: INITIALIZE 

- Determine the population size P. 

- Determine number of generations G. 

- Initialize the P constituted by individuals PI that are represented by PI=[pi1, pi2, pi3,…,pigene]. 

STEP 2: STOPPING  CRITERION 

- Number of  G. 

STEP 3: TRAINING 

- Select an instance ei of the input data set DBTrain=[e1,e2,e3,eq]. 

- Calculate the distance between the instance ei with all individuals in the population. 

- Obtain the fitness of each individual. 

- Applied Roulette Method in the individuals selected by fitness. 

- Applied Recombination based in the Equation 2. 

- Applied to Mutation. 

OUTPUT 

- Population of individual adequate. 

6.1. Test HS-ES Algorithm 

The procedure for testing the algorithm is similar to the training procedure. The main difference is that at this 

stage the individual population are fixed from the last generation of the training step.  Two evaluation measures 

were used to report the predictive performance of the samples: distance-based depth-dependent measure and 

hierarchy based measures [11]. The choice of these measures was made to assess the performance of the 

classification in different ways. 

7. Experiments and results 

Experiments to evaluate the classifier performance were performed on eight databases, four of them formed by 
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protein G-Protein-Coupled Receptor (GPCR) and the other four formed by Enzyme Commission Codes (EC). 

These sets were available from the authors of the work [8]. Table 2 shows some characteristics of these 

databases. For the all experiments 2/3 of the examples were used for training and 1/3 for testing (hold-out 

procedure). In addition, all sets were normalized using the approach Min-Max. Na observation to be made is 

that some nodes of the hierarchy have only a few children, which causes a great unbalance in the tree [3]. The 

constant c of the Equation 2 is used the value is 0.7. 

Table 2: Characteristics of Databases 

Databases Samples Attributes Class Class by level 

ECinterproFinal 14036 1216 331 6/41/96/188 

ECpfamFinal 13995 708 334 6/41/96/191 

ECprintsFinal 14038 382 352 6/45/92/209 

ECprositeFinal 14048 585 324 6/42/89/187 

GPCRinterproFinal 7461 450 198 12/54/82/50 

GPCRpfamFinal 7077 75 192 12/52/79/49 

GPCRprintsFinal 5422 282 179 8/46/76/49 

GPCRprositeFinal 6261 128 187 9/50/79/49 

The experiments were done using three values for number of generations: 20, 60 and 100, with a population of 

50 individuals. 

7.1. Results of Experiments 

The results are presented based on distance-based depth dependent measure (Dist) and hF-Measure (hF). The 

Table 3 shows the results obtained by HC-ES algorithms in the 20, 60 and 100 generations.  

Table 3: Results obtained by HC-ES algorithms 

 20 60 100 

Databases Dist hF Dist hF Dist hF 

ECinterproFinal 15,8% 15,9% 18,0% 15,9% 19,2% 17,1% 

ECpfamFinal 18,5% 14,1% 17,1% 14,6% 17,5% 13,5% 

ECprintsFinal 16,2% 15,8% 15,3% 13,7% 14,5% 11,5% 

ECprositeFinal 16,1% 13,7% 18,2% 13,0% 16,4% 14,6% 

GPCRinterproFinal 35,9% 25,9% 33,8% 26,6% 35,5% 25,6% 

GPCRpfamFinal 36,8% 26,7% 43,7% 33,8% 43,1% 33,9% 

GPCRprintsFinal 40,6% 40,0% 44,1% 38,0% 49,7% 44,4% 

GPCRprositeFinal 44,1% 39,9% 48,1% 43,2% 48,0% 42,9% 

7.2. Results Comparation 

The results were statistically compared using the Friedman [12, 13,14] test to verify whether there is statistical 

significance between the differences the performances of the algorithms. The Figure 8 shows the comparison of 

the HC-CNN [2] e HC-ES algorithms when applied the distance measure.  Analyzing the results statistically 

with 95% significance level, it is observed that the HC-CNN algorithm with 1000 cycles is statistically superior 
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to the results of HC-ES algorithm in the three selected cases 20, 60 and 100 generations. Moreover, HC-CNN 

algorithm with 50 and 500 cycles is statistically higher than the HC-ES execution of 20 generations. 

 

Figure 8: Comparison of the HC-CNN e HC-ES algorithms when applied the distance measure 

Figure 9 shows the comparison of the HC-CNN e HC-ES algorithms when applied the hF measure. Statistically 

analyzing the results, it is observed that there is a statistical difference between the results of the algorithms. 

 

Figure 9: Comparison of the HC-CNN e HC-ES algorithms when applied the hF measure. 

The HC-CNN algorithms when applied 1000 cycles superior to the results of HC-ES algorithm in the three 

selected cases 20, 60 and 100 generations. Therefore, the HC-CNN algorithms with 50 cycles is statistically 

higher than the HC-ES execution of 20 generations. 

8. Conclusion 

This paper presented a new global hierarchical classifier that using evolutionary strategy called HC-ES, for 

prediction of structured data in tree. This classification approach has the advantage of evaluating the predictive 
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performance of the entire hierarchy class, reporting a single result. The results of the predictions were assessed 

using two approaches to hierarchical classification measures: distance-based depth-dependent measure and hF-

Measure. The HC-ES algorithm presented results statically below when compared with the HC-CNN algorithm. 

However, these are the first experiments with HC-ES algorithm. Other experiments with the HC-ES classifier 

should be realized using others amount of individuals and the generation to analyze the predictive performance 

the algorithm. 
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