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Summary

The scenario of this work consists in the need for more information on
the condition of Li-ion cells that are part of battery packs, used in electrified
vehicles. A Li-ion cell consists in a complex system where electrochemical
reactions happen, where heat is internally generated and where there are vol-
umetric changes. With ageing a cell undergoes various damage mechanisms
that influence the cell performance and safety, but that are very complex to
be modelled. In order to have information on the cells state, quantities such
as voltage, current and surface temperature of group of cells are monitored
by the BMS. This information however results to be not enough to estimate
with a good accuracy the cell state. Recent scientific trends show a growing
interest in cells instrumentation, in order to acquire additional information
in-situ and in-operando.
In this thesis, the main cells models used in electrified vehicles have been
investigated together with the main state estimation algorithms. The atten-
tion has then been focused on cells instrumentation using innovative sen-
sors for this application, such as distributed fibre optic sensors for thermo-
mechanical monitoring of Li-ion cells. The selected sensors have been used
for external and internal instrumentation of pouch format Li-ion cells. Thus,
the cells manufacturing process has been studied and properly modified in
order to allow the manufacturing of instrumented cells without compromis-
ing the cells and sensors functionality. These instrumented cells have then
been tested and the distributed quantities have been acquired in operating
conditions.
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Chapter 1

Introduction

1.1 Scenario

1.1.1 The road to Electrification

Both European and Worldwide regulations proposed in the last decades
are trying to push towards a more environmentally friendly way of trans-
portation by supporting the introduction and the spread of more efficient
and cleaner technologies.
In order to reduce the greenhouse gas emission and to keep the global tem-
perature increase below 2 °C, the European Union (EU) goal is to reduce
carbon dioxide (CO2) emissions by 20% in 2020, and by 80–95% in 2050 com-
pared to 1990 levels [43]. In the Transport White Paper [44], it is described
a way to reduce the transport system emissions by 60% having by 2030 a
50% shift from conventionally fuelled cars and by completely removing them
from cities by 2050. In order this shift to happen, cleaner cars with more sus-
tainable fuels are required. This kind of policies are also followed globally
[51, 71].

1.1.2 Emission Standards for Gasoline and Diesel vehicles

The first Emissions Directive was published in 1970, under the designa-
tion 70/220/EEC and it focused on hydrocarbons (HC) and carbon monoxide
(CO) emissions only [10]. At that time, due to the lead content in the gasoline
fuel, is was not possible to use after-treatment emission control technologies
(catalysts) [135]. Then in 1984, the European Commission (EC) proposed that
by 1898 unleaded gasoline must be made available at the gas stations. The
availability of unleaded gasoline allowed the publication of the Emission Di-
rective 91/441/EEC, known as Euro 1, for passenger cars only. This Emis-
sion Directive was the breakthrough for the catalyst technology in Europe.
This Emission Directive was followed by the 93/59/EEC that extended this
requirement to both passenger cars and light trucks. In order to have an effi-
cient operation of exhaust after-treatment devices, it is fundamental to have
fuel with a very low sulfur content [147]. Thus more stringent fuel regula-
tions defining a maximum gasoline sulfur content of 150 ppm in 2000 and
of 50 ppm in 2005 were introduced. Finally, “sulfur-free” diesel and gaso-
line fuels, with ≤ 10 ppm sulfur content had to be available by 2005 and
became mandatory by 2009. Then the Euro 2 standard was introduced with
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Directive 94/12/EEC, for passenger cars, and 96/69/EC, for light commer-
cial vehicles. Euro 3 and Euro 4 standards were introduced with Directive
98/69/EC and Euro 5 and Euro 6 limits were introduced with Regulation
715/2007, amended by 692/2008. This regulation provided the automotive
industry with a longer timeline to develop strategies for meeting these de-
manding emission limits.
Thus, HC and CO emissions were a focus since 1970s as emissions of gaseous
pollutants from gasoline vehicles have been controlled since then and signif-
icant reductions were achieved with the introduction of three-way catalysts
in the 1990s.
On the contrary, Particulate Matter (PM) mass emissions were first regulated
in 1992 for diesel vehicles only [56]. For gasoline vehicles, PM emissions
were not considered an issue, as they were orders of magnitude lower than
from diesel vehicles and until the Euro 4 standard, gasoline vehicles had no
limitation on PM levels.
The picture changed when in the early 2000s particulate filters (DPFs) were
installed on diesel vehicles. At the same time, gasoline direct injection (GDI)
vehicles were introduced in the market and started to become popular due
to their engines improved efficiency and smaller size over port fuel injection
(PFI) ones [4, 53].
In the conventional PFI engine, fuel is injected into the intake port so that
both fuel and air simultaneously flow into the combustion chamber during
the intake process, and a homogeneous air–fuel mixture is formed. On the
contrary, in GDI engines fuel is sprayed directly into the combustion cham-
ber, which leads to incomplete fuel evaporation due to the limited time avail-
able for fuel and air mixing, resulting in localized rich combustion and par-
ticulate matter (PM) formation [116, 150]. Thus the PM mass and number
emissions of GDI vehicles were higher than their PFI counterparts and diesel
ones equipped with DPFs. PM emissions reduction from GDI engines can be
achieved through hardware or software improvements (including fuel injec-
tion timing, shaping and pressure) [21, 37]. Another solution to reduce PM
emissions from GDI engines is the use of gasoline particulate filters (GPFs)
[73].
GDI engines were firstly developed 100 years ago [97]. This engine was then
used in boats applications in the 1930s, for aircrafts applications in the 1940s,
and for serial passenger vehicles in 1950s [98]. In the 1990s, with the develop-
ment of engine management systems, capable of supporting the additional
fuel-metering complexity, research on GDIs increased [38] and the first mod-
ern GDI vehicle was introduced in 1996 [68]. A great boost towards this
kind of technology was given by the European Commission Recommenda-
tion 1999/125/EC to reduce CO2 emissions from passenger cars. In 2009,
with Regulation (EC) No 443/2009, the EU introduced mandatory 2015 CO2
standards for new passenger cars. As a consequence of this regulation, in
2017 GDI passenger cars for the first time exceeded sales of diesel cars in EU
(51% vs. 44%) [66]. In 2011, the Euro 5b legislation for the first time included
a Solid Particle Number (SPN) emission limit of 6.0 × 1011 p/km (“p” = par-
ticles) for diesel (compression ignition) vehicles, based on the findings of the
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PMP (Particles Measurement Programme) [54, 55].
Stringent PM mass levels and the introduction of particle number limits for
GDI vehicles in the European Union (EU) resulted in significant PM reduc-
tions. The EU requirement to fulfil the proposed limits on the road resulted
to the introduction of gasoline particulate filters (GPFs) in EU GDI models.
The SPN emission limit of 6 × 1011 p/km was introduced for GDIs with Euro
6 from September 2014 for new vehicle types and from September 2015 for
all vehicle models with Regulation 459/2012. However, for up to three years
after these dates, a particle number emission limit of 6 × 1012 p/km could be
applied to Euro 6 GDI vehicles upon request of the manufacturer. This three-
year phase-in was allowed in the EU to extend the period of research and
development needed to meet the standard. The new additional legislation
requirement of achieving the same levels also on the road under real driving
conditions resulted in installation of particulate filters for GDIs in EU mod-
els. The introduction of a solid particle number limit for the GDIs resulted in
a significant decrease of their particulate emissions in terms of mass, solid,
and total particle number concentrations. The Euro standards for positive
ignition (PI) vehicles are summarized in Table 1.1.
Vehicle classes, according to the Commission Directive 2001/116/EC:

• M1: passenger cars

• M2: small buses (< 5000 kg)

• N1: light commercial vehicles (< 3500 kg)

• N2: large commercial vehicles (3500 – 12500 kg)

For Euro 1 and Euro 2

• N1-I: ≤ 1250 kg

• N1-II: 1250-1700 kg

• N1-III: < 1700 kg

From Euro 3

• N1-I: ≤ 1305 kg

• N1-II: 1305-1760 kg

• N1-III: > 1760 kg

From Euro 5, adopted in 2009, standards are issued by Regulations, which
are directly enforceable in all Member States, as opposed to Directives, which
had to be transposed into each individual Member State.
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FIGURE 1.1: European Union (EU) emission standards for pos-
itive ignition (PI) light-duty vehicles (g/km for CO, mg/km for

HC, NOx, PM, and p/km for SPN) [53].
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1.1.3 Electric vehicles GHG emissions

In order to reduce combustion of fossil fuels and mitigate climate change,
many governments have introduced policies to promote the spread on the
market of electric vehicles (EVs). While conventional vehicles rely on the
combustion of fossil fuels for propulsion, EVs use electricity, that is usually
stored in Li-ion batteries. Thus EVs have no emission at the tailpipe, how-
ever, there are indirect emissions due to electricity production that vary ac-
cording to the energy source and in some cases can be significant [46, 64].
Thus EVs have a great potential to reduce GHGs emissions, but it is impor-
tant to consider a lifecycle prospective in order to be able to identify their ac-
tual footprint and to compare them with conventional vehicles in an environ-
mental prospective [40]. In [40], four different size on EVs are compared with
conventional cars and their GHG emissions are evaluated. The EV technol-
ogy is still developing and there are both short and long term opportunities
to reduce their lifecycle GHG emissions, such as technology and production
improvement and the use of a cleaner electricity [40]. Only talking about EVs
is not enough to state that this kind of vehicles is cleaner than conventional
vehicles. For example, large EVs have higher lifecycle GHG emissions than
smaller conventional vehicles. However, EVs with small battery packs suffer
from shorter driving ranges and are more dependent on infrastructure in the
form of fast charging stations. Thus, at the current state of the technology,
finding the right compromise between battery size and charging infrastruc-
ture is an important element in maximising the climate change mitigation of
EVs. As the technology develops, it is important to keep assessing the envi-
ronmental impact of EVs so that potential opportunities can be identified in
addition to providing directions for Research and Development (R&D) and
policy-makers. Also comparing for the manufacturing phase and the End-of-
Life (EOL) treatment, EV are more environmentally intensive than conven-
tional vehicles. However, they become more sustainable considering the use
phase emissions. In this evaluation it is of fundamental importance the en-
ergy source used for charging. In Fig. 1.2, four car segments are considered:
mini car (A-segment), medium car (C-segment), large cars (D-segment), and
luxury car (F-segment). As shown in Fig. 1.2, charging EVs with coal-based
electricity made EV lifecycle emissions 12%-31% higher compared to conven-
tional vehicles (Fig. 1.2a), while using electricity from natural gas made EV
lifecycle emissions 12%-21% lower compared to conventional vehicles (Fig.
1.2b). Finally, when powered by wind-based electricity, all of the EVs were
below the fossil envelope (Fig. 1.2c) and compared to the ICEVs, the EVs
lifecycle emissions were reduced by 66%–70%. Because of the large impact
of the electricity source, it becomes counterproductive to promote EVs in re-
gions where electricity is produced from oil, coal, and lignite combustion
[64].

1.1.4 Electrified vehicles powertrain

Nowadays vehicles contribute for almost 30% of the greenhouse gas (GHG)
emissions worldwide. Today, the number of vehicles around the world is
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FIGURE 1.2: Sensitivity analysis. Electric vehicle lifecycle emis-
sions with use phase electricity based on (a) coal, (b) natural
gas, (c) wind, and (d) the prospective green energy scenario
where electricity in all lifecycle phases based on wind power

[40].
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FIGURE 1.3: Degree of electrification: typical fuel-efficiency im-
provement on the same vehicle platform for different electrifi-

cation levels [129].

over 900 million. Additionally, 80 million new vehicles are manufactured
every year worldwide. These numbers are expected to grow in the next
decades, especially in Asia. To reduce GHG emissions and create a more sus-
tainable transportation system, more efficient vehicles with lower fuel con-
sumption are required. Internal combustion engine (ICE) vehicles are char-
acterized by an average efficiency less than 30%, and most vehicles today
can achieve only 20-30% of overall efficiency. On the contrary, electric ma-
chines, with power electronic converters and energy storage systems (ESSs)
are characterized by a much higher efficiency, they can be controlled easily
and in a faster way with respect to mechanical systems [12]. Electric motors
can operate with efficiency levels as high as 90% and more. Thus, the elec-
trification of conventional ICE powertrains represents a promising solution
to achieve these targets. As electrification only implies to power loads by
electricity, and it can occur both in propulsion and non-propulsion loads, in
vehicles various degrees of electrification are possible. Non-propulsion loads
include electrically assisted power steering, electrically driven air condition-
ing, pumps, fans, and so on. The degree of electrification of a given vehicle
is defined as the ratio between the electrical power available on the vehicle
with respect to the total available power. As shown in Fig. 1.3, higher fuel
efficiency can be gained by increasing the degree of electrification.

Today, most of the vehicles being manufactured have 10%– 20% of elec-
trification. In micro hybrid electric vehicles there isn’t an electric motor. It
is a vehicle that offers the possibility of energy recovery with regenerative
brake and the start and stop technology, that will switch the engine on and
off when necessary. Thus the vehicle can be started by the battery pack, it can
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capture energy while braking and store it into the battery, and finally it can
support the electrical systems onboard when the internal combustion engine
(ICE) is shut off [79]. Mild hybrid electric vehicles provide some additional
features with respect to micro HEV. These features include the presence of an
electric motor/generator that is in parallel with the ICE. The electric motor
can assist the ICE when the vehicle is coasting, braking or stopped. Although
in a mild HEV the electric motor can assist the ICE, there is no electric-only
mode of driving [79]. The electric motor is only used to increase the vehicle
performance. Mild HEV provide auto start/stop function, regenerative brak-
ing capability, and some use of electric power for propulsion. The engine can
be smaller because it is assisted by the electric motor when accelerating. De-
pending on the system requirements, integration complexity and cost, mild
hybrids can be designed as low- or high-voltage systems. This typically pro-
vides between 8% and 15% improvements in fuel efficiency [12]. Full hybrid
EVs (HEVs) depending on the design of the powertrain can achieve 20%–50%
and more reduction in fuel consumption. In a full hybrid electric vehicle, the
electric motor can drive the vehicle on its own when needed. A hybrid elec-
tric powertrain configuration can be classified as parallel, series and series-
parallel or power-split.

• In a parallel configuration, the engine and the electric motor are me-
chanically connected each other and drive the wheels at the same time.
The batteries are recharged through motor/generator during coasting
and braking. The parallel configuration has higher efficiency compared
to series architecture due to lower losses in electric motor [79].

• The series configuration consists of generator and electric motor and
the traction is only provided through the electric motor. The electric
motor receives power either through the battery pack or the generator
operated by ICE [26, 126]. Thus the engine doesn’t have a direct con-
nection to the drive axle, only the electric motor drives the wheels. The
engine drives the generator thanks to a gear wheel. The generator pro-
duces electricity that is then stored in the battery pack and can be used
by the electric motor. This is also known as range extender (extended-
range EVs (EREVs) or range-extended EVs (REEVs)) because the range
of the vehicle can be increased. The series configuration has higher ef-
ficiency in EV mode, but lower efficiency in hybrid mode due to losses
in electric motor [12, 79].

• Finally the series-parallel or power-split hybrid configuration uses ei-
ther a serial hybrid or a parallel hybrid configuration according to the
situation. In power-split hybrids, two electric motors are coupled with
an engine to create an electrically variable transmission.

Plug-in HEVs (PHEVs) allow to charge the battery both by the engine or
by connecting the vehicle into the electrical grid. As HEVs, also PHEV pow-
ertrain architecture can be classified into parallel, series and series-parallel,
and the vehicle performance is strongly influenced by the powertrain archi-
tecture. PHEVs have larger battery packs, therefore they can provide a longer
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all-electric drive with plug-in charging [12].
In Battery EVs (BEVs), the traction power is supplied from an electric mo-
tor and an electric energy storage system (ESS). One of the main concerns in
BEVs is the limited driving range [12].
The market of xEVs are being driven by several factors such as consumer in-
terest, technology, cost, regulatory requirements and a variety of government
incentives [79].

1.2 Energy storage

There is a wide agreement that greenhouse gas emissions from the en-
ergy sector must be reduced in order to limit to safe levels the climate change
[67]. As a consequence, the electric power generation is changing across the
world due to the environmental effects of GHG produced by fossil fuels [77].
By adding more renewable energy sources, such as wind and solar, to the
power mix, there is greater potential for decreases in harmful emissions [15].
Renewable generation, in particular solar photovoltaics (PV) and wind, are
ready to play a key role in this energy system transition. In fact their costs
have fallen substantially so that they are now competitive with fossil-fired
generation in many parts of the world [52]. The global wind and solar ca-
pacity has grown from 80 to 790 GW between 2006 and 2016 [123]. This is
promising, as moving electricity generation to renewables, followed by elec-
trification of other key sectors such as heat and transport, is thought to be
the most feasible way to rapidly reduce energy sector emissions [22, 160].
Other options, such as nuclear, Carbon Capture and Storage (CCS) and bio-
fuels were expected to play significant role, however they are either no longer
cost-competitive [114, 123] or have failed to become market-ready [153].
However, renewable energy sources such as wind and solar power are de-
pendent on weather and thus are variable (or intermittent), fluctuating at
timescales ranging from minutes to hours to multiple days [58], as well as
across years and decades [138, 158]. In order to properly plan and manage
the transition to high shares of renewable generation, it is necessary to better
understand this variability and its impacts on the power system including
both the range of weather conditions that affect wind and solar power gen-
eration as well as electricity demand [142].
As the main challenge with renewable energy sources is their unpredictable
daily and seasonal variation, energy storage systems (ESSs) play a key role
as they can be used to tackle this variation [77]. Furthermore, energy stor-
age could improve the reliability and dynamic stability of the power system,
by providing energy reserves that require little ramp time and are less sus-
ceptible to varying fuel prices or shortages [15]. According to users energy
demand, ESSs can be used to shift the higher peak load to off-peak hours
in order to level the generation requirement, allowing generators to operate
more efficiently at a stable power level and potentially decreasing the aver-
age cost of electricity. Additionally, increasing energy storage capacity can be
used to avoid generation capacity increase, to decrease transmission conges-
tion and thus transmission losses, and to help enable distributed generation
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such as residential solar and wind systems. Thus the benefits deriving from
ESSs are relevant, but it is important to select the best technology according
to each application in order to successfully exploit them, as each technology
is characterized by different strengths and weaknesses [15].

1.2.1 Energy storage systems classification

According to the form of stored energy, the ESSs can be broadly classi-
fied as: mechanical storage system, electro-chemical energy storage (ECES),
chemical energy storage, and thermal energy storage. The detailed classifi-
cation of ESSs is given in Fig. 1.4 [77].

• Mechanical energy storage: Energy is stored by doing some mechani-
cal work. This kinetic or gravitational energy is exploited upon its re-
quirement. The mechanical storage systems are further classified into
three types based on the working principle of the Energy storage as
Pumped Hydro Storage (PHS), Compressed Air Energy Storage (CAES),
and flywheel storage.

• Electro-chemical energy storage: ECES systems are further classified
as batteries energy storage, flow batteries, electrostatic energy storage,
and Superconducting Magnetic Energy Storage (SMES).

• Chemical energy storage: Energy is stored in the form of chemical en-
ergy stored in different materials. It is further classified as hydrogen
storage and biofuels.

• Thermal energy storage: Energy is stored by heating or cooling a medium
and utilizing this stored energy when needed. This stored energy can
be used for power generation by applying a Rankine cycle turbine with
the system. Thermal energy storage can be further divided into three
types: sensible heat, latent heat, and chemical reaction storage.

The main characteristics of the various energy storage methods are sum-
marized in Table 1.5.

1.2.2 Battery energy storage

Today electrified vehicles are propelled by electric motors that are pow-
ered by rechargeable battery packs. The main battery systems characteristics
include cell chemistry, energy density, power density, cycle life as well as
operating conditions [79]. The cell chemistry is extremely important as it dic-
tates inherent safety, shelf life, battery design and so on. Among the various
existing automotive battery systems, Pb-acid batteries are relatively less ex-
pensive, but they use toxic materials and exhibit the lowest energy density
[17]. Ni-Cd batteries show higher energy and power density values com-
pared to Pb-acid batteries, but the electrode materials are toxic (Cd anode)
and expensive. Ni-MH batteries are better than Ni-Cd batteries in terms of
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FIGURE 1.4: Classification of ESSs based on the form of stored
energy [77].

energy and power densities with environmentally friendly MH anode, how-
ever the self-discharge is higher and they require complex charging proto-
cols. LIBs are relatively more expensive than other cell chemistries, but they
provide the highest energy and power densities as well as longer cycle life
and can incorporate smart battery management systems [106]. Thus among
various battery technologies, Li-ion battery system is the most preferable one
for the automotive applications mainly due to their relatively higher energy
density [106]. A typical plot used to compare the various battery technolo-
gies is the Ragone plot (Fig. 1.6).

1.3 Li-ion batteries

In 2019 Profs. Whittingham, Goodenough and Yoshino received the No-
bel prize as they contributed to the invention and development of the Li-ion
battery. In 1972 Whittingham discovered a way to make an electrode from
a layered material, using it to store lithium ions within sheets. Whitting-
ham used titanium sulphide (cathode) and lithium metal (anode) as the elec-
trodes. The lithium ions could be shuttled from one electrode to the other,
creating a rechargeable battery. Wittingham called this kind of storage in-
tercalation. However, since titanium sulphide has to be synthesized under
completely sealed conditions, it is quite expensive and when exposed to air
it reacts to form hydrogen sulfide compounds, which have an unpleasant
odour and are toxic to most animals, and for other reasons, this battery de-
velopment was stopped [49, 81]. In 1980 Goodenough thought that metal
oxides, a combination of oxygen and a variety of metal elements, could al-
low for charge and discharge at a higher voltage than Whittingham’s bat-
tery and this would also result in more energy. He invented a recharge-
able lithium cell with voltage in the 4 V range using lithium-cobalt-dioxide
(LiCoO2) (cathode) and lithium metal (anode) [100]. LiCoO2 is a stable pos-
itive electrode material which acts as a donor of lithium ions, which means
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FIGURE 1.5: General characteristics of different energy storage
methods ESS [77].
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FIGURE 1.6: Ragone plot of various battery technologies [18].

that it can be used with a negative electrode material other than lithium metal
[117]. In 1985 Akira Yoshino assembled a prototype cell using as anode a car-
bonaceous material into which lithium ions could be inserted and as cathode
lithium-cobalt-oxide (LiCoO2) [3]. Using these electrodes together dramati-
cally improved the battery safety. In 1991 Sony, led by Yoshio Nishi, com-
bined Goodenough’s cathode and a carbon anode into the world’s first com-
mercial rechargeable lithium-ion battery.
Thus, lithium-ion batteries (LIBs) have been commercialized since 1991. Ini-
tially, their main application was concerning mobile devices such as cell phones
and laptops [145]. Then, the interest in this technology increased and re-
search focused a lot on this topic in order to improve performances of these
batteries [16]. Nowadays, thanks to the lithium high density and low weight,
Li-ion batteries have penetrated the HEVs and EVs market, making them the
most promising candidate for this field of application [7, 144].
Lithium Ion Batteries must be distinguished between primary batteries, or
lithium metal batteries, and secondary batteries, or lithium metal and lithium
polymer batteries. The working principle of primary lithium batteries con-
sists in the conversion of chemical energy into electrical energy. This conver-
sion process happens by means of electrochemical reduction and oxidation
(redox) reactions and these reactions are irreversible. In secondary lithium
batteries these reactions are reversible, which means that also the opposite
reaction occurs, consisting in the conversion of electrical energy into chemi-
cal energy [120].
The basic structure of a Li-ion battery consists of anode current collector, an-
ode electrode, cathode current collector, cathode electrode, separator and
electrolyte. In commercial Li-ion batteries, the positive and the negative
current collectors are typically made by aluminium and copper respectively
[102]. The current collectors role is to conduct electrons for charge transfer
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reactions and serve as a substrate for the electrochemically active electrode
materials. The positive and negative electrode materials are intercalation ma-
terials, as their main function is to host lithium ions. Between the two elec-
trodes there is a not conductive separator that prevents electrical contact but
at the same time it is porous as it enables ions to pass through. The battery
is then filled with a non-aqueous electrolyte containing lithium salt, such
as LiPF6 and LiClO4, which enables Li+ ionic transfer. During charging Li+

ions leave the positive electrode, enter the electrolyte, and intercalate into the
negative electrode. At the same time, electrons leave the positive electrode
and flow into the negative electrode through the outer electric circuit. Dur-
ing this process, oxidation takes place at the positive electrode and reduction
occurs at the negative electrode. In order this process to happen, an external
source of energy is needed, and the result is that the battery converts electri-
cal energy into chemical energy that is stored inside both electrodes. During
discharging the reverse process occurs. The partial electrochemical reactions
for a C6/LiMeO2 battery happening respectively for the positive and nega-
tive electrode are represented in Eq. 1.1 and 1.2.

LiMeO2 ⇀↽ Li1−x MeO2 + xLi+ + xe− (0 ≤ x ≤ 0.5) (1.1)

C6 + yLi+ + ye− ⇀↽ LiyC6 (0 ≤ y ≤ 1) (1.2)

The abbreviation Me stands for a transition metal, which in commercial bat-
teries normally is Cobalt (Co) combined with or without Nickel (Ni), Man-
ganese (Mn), or Aluminium (Al) in different ratios [31, 63, 96]. For the case
Me=Co, x is limited to 0.5 to reversibly cycle the positive electrode without
causing rapid capacity losses, though x can decrease below 0.5 for modern
NMC-type materials. Graphite (C6) is a typical intercalation material that is
generally used for negative electrodes in commercial Li-ion batteries [80, 111,
120].
In order to guarantee Li-ion cells to be safe, they must operate within the
safety operating window (Fig. 1.7) that is defined by voltage and tempera-
ture limits.

1.3.1 Li-ion cells format

Li-ion cells are usually manufactured in three formats: cylindrical, pouch
and prismatic (Fig. 1.8). The coin cell format is usually used for research pur-
pose in chemistry and materials science as it allows to manufacture working
cells using a low amount of material. Both cylindrical and prismatic for-
mats present a winding structure where anode, separator and cathode are
wrapped along one axis and one plane respectively for the cylindrical and the
prismatic format. The pouch format is characterized by a different structure,
known as z-folding where each anode and cathode are cut in small sheets and
are kept together by the separator that is wrapped between them according
to a “z” structure.
In order to have a working cell, it is sufficient to have one anode and one
cathode with a separator among them, and this structure is called full cell.
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FIGURE 1.7: Safety operating window for lithium ion battery
[89].
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FIGURE 1.8: Cells typical format.

FIGURE 1.9: Full cell structure.

However in order to increase the cell capacity, usually an higher number of
electrodes is used, thus the full cell structure is repeated. Full cell systems are
usually designed with an anode with larger capacity compared to the cath-
ode in order to prevent lithium plating [39]. This result is usually achieved
by using the anode sheet surface that is slightly larger than the cathode sheet
and a number of anodes that is equal to the number of cathodes plus one. All
electrodes can either be single coated or double coated, in order to increase
the cell capacity. An overview of the anode and cathode materials, including
energy density, cost and lifetime, is given in Tables 1.1 and 1.2.
Vehicle battery systems are typically equipped with a high number of cells
connected electrically in parallel and series to meet the requirements of en-
ergy and power [113], resulting in battery modules ans battery packs. In
Fig. 1.10, an overview of electric vehicles commercially available in 2016 is
presented, including vehicles battery pack size and range.
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FIGURE 1.10: Overview of electric vehicles commercially avail-
able in 2016 [9, 59].
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TABLE 1.1: Anode materials - Overview including energy den-
sity, cost and lifetime [9].

Anode material Energy density (mAh/g) Cost Lifetime

Graphite 372 Medium Medium

Li4Ti5O12 (LTO) 175 High High

TABLE 1.2: Cathode materials - Overview including energy
density, cost and lifetime [9].

Cathode material Energy density (Wh/kg) Cost Lifetime

LiCoO2 (LCO) 546 Medium Medium

LiMn2O4 (LMO) 410-492 Low Low

LiNiMnCoO2 (NMC) 610-650 High High

LiFePO4 (LFP) 518-587 Medium High

LiNiCoAlO2 (NCA) 680-760 High Medium

1.3.2 Li-ion batteries degradation mechanisms

The first use of Li-ion battery technology, mainly mobile devices, had a
low lifetime need. However, current applications such as HEVs and EVs, are
facing some objectives that are clearly defined for service life, typically 10-15
years or 20,000-30,000 discharges [146]. Thus a growing interest is now fo-
cused on ageing phenomena considering manufacturers requirements [7].
Li-ion battery ageing phenomena refer to main consequences of both time
and use on a battery. In fact, during battery life the available energy and
power that can extracted from the battery is reduced due to degradation.
Lithium-ion batteries degradation is an extremely complex process that de-
pends on a variety of ageing mechanisms caused by different factors, both
intrinsic and extrinsic [33, 148]:

• Intrinsic factors: They include inconsistencies in the manufacturing pro-
cesses and in the materials used. They can be mitigated by improving
quality control, manufacturing processes and battery designs.

• Extrinsic factors: They include inhomogeneous operating conditions
that a LIB may be subject to, e.g. non-uniform current or temperature
distribution within the complete battery pack. They can be mitigated
by setting in the BMS a number of variables that include the level of
charge or discharge power, the temperature range that the battery op-
erates over and the allowable depth of discharge (DOD) of the battery.
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The depth of discharge (DOD) is defined according to Eq. 1.3.

DOD =
Cused

Cnominal
(1.3)

where Cnominal is the nominal cell capacity available in the current ageing
condition and Cused is the portion of capacity that has been removed from the
cell. The State of Charge (SOC), the most commonly used index in batteries,
is the complement of the depth of discharge as defined in Eq. 1.4.

SOC = 1− Cused
Cnominal

=
Cresidual
Cnominal

(1.4)

The State of Health (SOH) is the battery index that can be used to quantity the
battery degradation with respect to its initial nominal state. The SOH is often
quantified based on two measures: capacity fade (CF) and power fade (PF)
[112]. In Eq. 1.5 the SOH indicator written in order to express the capacity
fade

SOH =
Cnominal
Cinitial

(1.5)

where Cinitial is the capacity of a new cell. Both capacity fade and power fade
are strongly related to the available driving range and power respectively.
The current SOH definition, doesn’t include a clear indication of the ageing
mechanisms causing the degradation.
Thus, the main difference between a single cell and a module that has cells
connected in parallel is the existence of uneven current distribution when
cell properties change due to manufacturing tolerances or usage conditions
[112]. For instance, the presence of temperature gradients or different resis-
tance paths within an automotive battery pack will lead to uneven current
distribution in the short-term and to cell-to-cell SOH differences in the long-
term [113, 161].
In Li-ion cells there are many different ageing mechanisms happening. Age-
ing mechanisms due to time and use are associated to the various cell com-
ponents degradation: electrolyte, anode and cathode [61]. The main age-
ing phenomena come from degradation of electrodes. Electrodes degrada-
tion origin can be chemical or mechanical, and electrodes ageing is strongly
dependent on their composition. Electrodes degradation can induce mod-
ification of the structural properties, a variation of the electrolyte chemical
composition, or a loss of active material by the dissolution of material in the
electrolyte [152]. Thus, electrodes degradation also induces changes in the
electrolyte chemical composition and thus electrolyte ageing.

Ageing mechanisms on negative electrode

Negative electrodes are typically composed of graphite, carbon, titanate
or silicone [162]. The most popular anode material is graphite, as it is impor-
tant in ageing and safety properties of a battery [45]. The main ageing factor
of graphite electrode with time, is the development of a solid interface on
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the electrolyte/electrode interface, that is named Solid Electrolyte Interphase
(SEI) [108]. This solid interphase is naturally created during the first charge.
Its role is to protect the anode from possible corrosions and to protect the elec-
trolyte from reductions [60]. The SEI represents a natural barrier between the
anode and the electrolyte and consequently provides a guarantee of security
[109, 154]. However, as lithium-ion batteries operate in tension outside the
electrolyte electrochemical stability range, the SEI is not stable [132]. Thus,
the SEI develops over time and this induces continuous loss of lithium ions
and electrolyte decomposition [28]. The loss of available lithium due to side
reactions at the graphite negative electrode has been reported as the main
source of ageing during storage periods [93]. Furthermore, the SEI is per-
meable to the lithium ions and to other charged elements (anion, electrons)
or neutral elements (solvent) [2, 152]. Thereby, the solvent interacts with the
graphite after diffusion through the SEI, which induces graphite exfoliation
[50] and creates gas which can crack the SEI and therefore allow its expan-
sion [60, 164]. Nevertheless, the gas formation is low and it seems to happen
only during storage periods and with high voltage [128]. With time, there is
a loss of active surface, increasing electrode impedance. Fig. 1.11 illustrates
all these phenomena occurring at the SEI [152]. This phenomenon may take
place during utilization of the battery as well as during storage. An high SOC
(SOC >80%) should induce an acceleration of these phenomena as the poten-
tial difference between electrode interfaces and electrolyte is important [127].
Moreover, inadequate conditions such as high temperature, overcharge and
short circuit can accelerate the process [124]. Thus, at high temperatures the
SEI may dissolve and create lithium salts less permeable to the lithium ions
therefore increasing the negative electrode impedance [82]. On the contrary,
low temperatures lead to a decrease of the diffusion of lithium within the SEI
and graphite [130, 131], which can overlay the electrode with lithium plating.
Lithium plating is a process that consists in lithium-ion building a lithium
metal deposit on the anode surface, that involves anode degradation. The
SEI formation, its development, and the lithium plating are all responsible
for the loss of cyclable lithium [35].

Ageing mechanisms on positive electrode

With battery use, there is no evident modification of the positive electrode
morphology [110, 128]. However, with time, the positive electrode is subject
to a low alteration, depending on the chosen cathode material [14]. There
is also a SEI creation on the positive electrode/electrolyte interface, that is
more difficult to detect [75, 94], due to high voltages on this electrode [76].
The principal consequences observed on an aged positive electrode are: wear
of active mass, electrolyte degradation, electrolyte oxidation and formation
of a SEI, interaction between positive electrode element dissolved within the
electrolyte and the negative electrode [70, 74, 110]. These effects are not inde-
pendent and their respective interaction differs according to the used positive
electrode material [95]. As for the anode, ageing effects are strongly related
with SOC and temperature.
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FIGURE 1.11: Illustration of ageing effects on battery negative
electrode: the capacity fade and the SEI raise [7].
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FIGURE 1.12: Degradation mechanisms in Li-ion cells [13].

Degradation modes

Ageing mechanisms happening in Li-ion cells are commonly grouped
into three different degradation modes (DMs) [35]:

• Conductivity Loss (CL): It includes the degradation of the electronic
parts of the battery such as current collector corrosion or binder de-
composition [148, 152].

• Loss of Active Material (LAM): It is related to structural transforma-
tions in the active material and electrolyte decomposition [152]. It in-
cludes oxidation of the electrolyte, electrode decomposition, intercala-
tion gradient strains in the active particles, and crystal structure disor-
der [148].

• Loss of Lithium Inventory (LLI): It is attributed to the variation of the
number of lithium-ions that are available for intercalation and de-intercalation
processes [152]. It includes electrolyte decomposition, lithium plating
and formation of Li-ion grains [148].

The causes that lead to CL, LLI or LAM can be very diverse as illustrated in
Fig. 1.12 [113]. Tab. 1.13 presents the most pertinent observed effects (capac-
ity fade or/and power fade) and degradation modes (CL, LLI or LAM) for
each potential ageing effect, also summarized in the schematic in Fig. 1.14.

1.3.3 Li-ion batteries characterization techniques

In order to characterize Li-ion cells, various techniques and methods have
been defined. Each of them is able to determine different aspects of cell per-
formance, requiring various equipment, time duration and computational
effort. In this Section a description of these techniques is provided. Some of
them have been used to characterize the cells manufactured in this work in
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FIGURE 1.13: Relationship of the battery ageing extrinsic fac-
tors with the affected component, ageing mechanism, potential
ageing effects, most pertinent observed effects and most perti-

nent DM [33, 35, 112, 113, 148, 152].
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FIGURE 1.14: Cause and effect of degradation mechanisms and
associated degradation modes [13].

Section 5.2. These techniques are mainly implemented off-board as they of-
ten require long testing time, special testing equipment and boundary condi-
tions. Currently a great effort is involved in modifying these characterization
testing procedures to let them be applicable also in on-board applications.

Capacity test

The capacity test determines the quantity of electric charge that a battery
can deliver under specified discharge conditions. Firstly each cell is charged
to 100% SOC according to constant current - constant voltage (CC-CV) pro-
tocol (Fig 1.15). This protocol consists in applying a constant current value
in the first stage of the charging profile, limiting voltage to the maximum
value Vmax. In this first stage (CC) the battery voltage will increase as a con-
sequence of the current input. Once the cell voltage reaches this voltage limit
value, the current input starts to decrease in order not to overcome the volt-
age upper limit. Thus in the second stage (CV), voltage will be constant and
equal to the voltage upper limit and current will be decreasing. The constant
voltage stage is completed when current reaches a certain target value, also
called cutoff current.
In order to evaluate the cell capacity, the cell is discharged at 1C to the volt-
age lower limit. The current rate 1C indicates the current that is necessary to
discharge the cell in 1 hour. The voltage lower limit, also called cutoff volt-
age, is a voltage limitation needed to avoid cell degradation and it is typically
set to 2-2.5 V. The cell capacity is defined as the charge dissipated over this
discharge event [113].
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FIGURE 1.15: Constant current-constant voltage (CC-CV)
charging protocol.

Pseudo OCV test

The pseudo-OCV test can be performed by discharging from the upper
cell voltage threshold (4.2 V) to the lower cell voltage threshold (2.5 V) at
low current. The corresponding pseudo-OCV curve is related to the SoC and
can be obtained at various ageing stages of the cell (various total number
of cycles performed) [113]. This approach allows to define the pseudo-OCV
versus SOC curve.
The current amplitude influences the test duration and the results accuracy.
Testing at C/25 is the best compromise between time and accuracy. In this
conditions, the result allows to obtain a practical capacity close to the max-
imum attainable, thus this capacity can be used to derive the SOC versus
Ah relationship with minimal polarization effects. The pseudo-OCV is the
mean of the voltages on C/25 charge and discharge curves. Although this
approach is an approximation to the correspondence of the staging phase
transformations in the anode, it is accurate enough in the high and low SOC
regions to obtain a close-to-equilibrium OCV versus SOC curve [34].

Electrochemical Impedance Spectroscopy (EIS)

The Electrochemical Impedance Spectroscopy (EIS) is a powerful tech-
nique for the characterization of electrochemical systems. With a single ex-
perimental procedure encompassing a sufficiently broad range of frequen-
cies, the EIS allows to isolate and distinguish the influence of the governing
physical and chemical phenomena at a given applied potential [99]. In batter-
ies, this translates in the possibility to decouple the resistance contributions
given by various phenomena taking place in the cell such as: SEI, charge
transfer and diffusion.
The fundamental approach of all impedance methods is to apply a small am-
plitude sinusoidal excitation signal to the system under investigation and to
measure the response (current or voltage or another signal of interest). A
low amplitude sinewave ∆E ∗ sin(ωt), of a particular frequency ω, is super-
imposed on the DC polarization voltage E0. This results in a current response
of a sine wave superimposed on the DC current ∆i ∗ sin(ωt+ φ). The current
response is shifted with respect to the applied potential (see Fig. 1.16).



26 Chapter 1. Introduction

FIGURE 1.16: Time domain plots of the low amplitude AC
modulation and response [99].

The Taylor series expansion for the current is given by Eq. 1.6.

∆i =
(

di
dE

)
E0,i0
∗ ∆E +

1
2

(
d2i
dE2

)
E0,i0
∗ ∆E2 + ... (1.6)

If the magnitude of the perturbing signal ∆E is small, then the response
can be considered linear in first approximation. The higher order terms in
the Taylor series can be assumed to negligible. The impedance of the system
can then be calculated using Ohm’s law as in Eq. 1.7.

Z(ω) =
E(ω)

i(ω)
(1.7)

This ratio Z(ω) is called impedance of the system and is a complex quan-
tity with a magnitude and a phase shift which depends on the frequency
of the signal. Therefore by varying the frequency of the applied signal one
can get the impedance of the system as a function of frequency. The com-
plex impedance Z(ω) can be represented in polar coordinates, as in Eq. 1.8,
where |Z(ω)| is the magnitude of the impedance and φ is the phase shift, as
well as in Cartesian coordinates, as in Eq. 1.9, where Z′(ω) is the real part of
the impedance, Z′′(ω) is the imaginary part and j =

√
−1.

Z(ω) = |Z(ω)|eφω (1.8)

Z(ω) = Z′(ω)− j ∗ Z′′(ω) (1.9)

The plot of the real part of impedance against the imaginary part gives a
Nyquist Plot, as shown in Fig. 1.17. The advantage of Nyquist representation
is that it gives a quick overview of the data and makes it possible to do some
qualitative interpretations. While plotting data in the Nyquist format the real
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FIGURE 1.17: A typical Nyquist plot [99].

axis must be equal to the imaginary axis so as not to distort the shape of the
curve. The shape of the curve is important in making qualitative interpre-
tations of the data. The disadvantage of the Nyquist representation is that
one loses the frequency dimension of the data. One way of overcoming this
problem is by labeling the frequencies on the curve.

By fitting the EIS spectrum, Rohm is quantified as the horizontal distance
between the zero and the point where the EIS spectrum crosses the real axis
(high frequencies); and RSEI , Rct and RW are calculated as the horizontal dis-
tances of the each depressed semicircle, respectively [113]. Here it follows a
brief explanation of each model element (Fig. 1.19):

• Rohm is used to model the resistance in the current collectors, the con-
nectors and the electrolyte [32].

• RSEI is used to model the loss of lithium inventory (LLI) due to the
growth of the SEI layer.

• Rct is used to model the reduction of the charge-transfer Li-ion interca-
lation and de-intercalation reactions [152], that affect the dynamics of
the cell voltage response. It is related to SEI, dendrite growth or micro
pore clogging (refer to Tab. 1.13) that are mainly attributable to LLI.

• RW , defining the Warburg impedance ZW , is used to model diffusion
process happening when the concentration level within a Li-ion particle
is different, and this leads to structural transformations in the Li-ion
particle and between different Li-ion particles [7, 92, 152].
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FIGURE 1.18: Relationship between the resistances of the AR-
ECM with the most pertinent degradation mode (DM), poten-
tial ageing mechanisms and most pertinent observed effects

[113].

(A) Relationship of EIS spectrum with ki-
netic Li-ion battery processes.

(B) Relationship of Adapted Randles-
Equivalent Circuit Model (AR-ECM)

components with degradation modes.

FIGURE 1.19: EIS model elements [113].
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Incremental Capacity-Differential Voltage (IC-DV)

The Incremental Capacity (IC)-Differential Voltage (DV) is a method used
to identify and quantify changes in the electrochemical properties of the cell
based on differences in the cell capacity Q, and in the cell pseudo-OCV (pOCV)
curve, when the cell is assumed to be at equilibrium [113]. An approximate
equilibrium state is achieved if the cell is typically charged or discharged at
very low currents, such as C/25, while measuring the Q and the pOCV [35].
However, charging and discharging the cell at such low currents is difficult
to perform in a real application since the time required would be prohibitive
[91]. Therefore, usually a current of C/10 can also be used to generate the
required pOCV curves [36].
The IC and DV curves are obtained differentiating Q and pOCV measure-
ments. Even though IC and DV curves are determined from the Q and pOCV
relationship, both curves offer different insights into the rate and nature of
the degradation within the cell. Mathematically, the IC curve is computed as
the gradient of Q with respect to pOCV using Eq. 1.10, performed in MAT-
LAB using the gradient function.

dQ
d(pOCV)

≈ ∆Q
∆(pOCV)

(1.10)

The inverse of the IC curve yields the DV curve. Mathematically, the DV
curve is derived as the gradient of pOCV with respect to Q using Eq. 1.11.

d(pOCV)

dQ
≈ ∆(pOCV)

∆Q
(1.11)

The measurements of the capacity and the pOCV curves are affected by noise.
To filter the amount of noise in the measurements, the IC and DV curves are
smoothed before computing the derivatives. The filtering procedure firstly
consists of averaging pOCV values which are related to any repeated charge
measurements, and secondly linear interpolating the remaining data points
so that pOCV values exist at equally spaced Q values. To generate the pOCV
measurements, both discharge and charge measurement can be used. IC
and DV curves allow to identify cells degradation mechanisms such as [113]
(Fig. 1.20):

• Conductivity loss (CL): identified by a shifting toward lower voltages
in the IC curve and constant capacity in the DV curve.

• Loss of lithium inventory (LLI): identified by a decrease of the height
of the peaks and shift toward lower or higher voltages in the IC curve
and shifting toward lower capacities in the DV curve.

• Loss of active material (LAM): identified by a decrease of the height of
the peaks at approximately constant voltage in the IC curve and by a
decrease of the depth of the valleys at approximately constant capacity
in the DV curve.
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FIGURE 1.20: Relationship between the changes in IC-DV
curves with the most pertinent degradation modes, potential
ageing mechanisms and most pertinent observed effects [113].

An example of IC and DV curves changing over cycling is shown in Fig. 1.21,
where curves modifications due to LAM ans LLI are visible.

Hybrid pulse power characterization (HPPC) test

The Hybrid Pulse Power Characterization (HPPC) test is used to deter-
mine the cell dynamic power capability over the voltage range. It consists in
applying a test profile that is made by both discharge and charge pulses [25].
The HPPC test also provides information on the cell ohmic resistance and
the cell polarization resistance as a function of capacity. When a current in-
put is applied, the ohmic resistance is responsible for the instantaneous volt-
age drop and polarization resistance is responsible for the voltage transient
(Fig. 1.22). When the HPPC profile is applied, the output voltage response
curves are measured. Knowing the value of the applied current pulse, the
voltage drops measured can be used to compute the resistance value and the
time constants during charge and discharge. If HPPC test is performed at
various stages of cell ageing, it is useful to evaluate resistance degradation
during subsequent life testing. The base profile consists in 30 s discharge
pulse at 100% C-rate, 40 s rest step and 10 s charge pulse at 75% C-rate, as
shown in Fig. 1.23a.
This base profile is performed at various depths of discharge, which means
at various SOC levels. In order to do, once the base profile has been applied
at a certain SOC level, it is necessary to discharge the cell to move to the
next SOC level. Typically the base profile is performed every 10% SOC, thus
the base profile is followed by a discharge step performed applying a C/3
current, that brings the cell ins the next SOC level. After the discharge step,
typically a rest period is applied in order to allow the cell to return to an elec-
trochemical and thermal equilibrium condition before applying the next base
profile. The full HPPC test is made up of single repetitions of this profile.
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(A) IC curve.

(B) DV curve.

FIGURE 1.21: IC and DV discharge curves over cycle number.
The changes of the IC and DV curves are related to the most

pertinent degradation modes [113].
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FIGURE 1.22: Applied current pulse to the battery and its volt-
age response for resistance extraction [48].
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The HPPC test begins with a charged device up to Vmax using the manufac-
turer recommended procedure. Following a default rest period (nominally a
1-hour rest), an HPPC profile is performed immediately followed by a dis-
charge to the next 10% increment of the rated capacity at the C/3 rate and a
default rest. This sequence is repeated until the final profile at or near 90%
of the operating capacity removed (or the maximum discharge specified by
the manufacturer). The test terminates with a discharge of the device at the
C/3 rate to Vmin and a final default rest. If at any point Vmin is reached dur-
ing an HPPC pulse then decrease the current to finish the pulse. If Vmin is
reached in the C/3 discharge portion, stop the test. The voltages during each
rest period are recorded to establish the cell OCV behaviour. The sequence of
rest periods, pulse profiles, and discharge segments is illustrated in Fig. 1.23b
and 1.23c. These figures also illustrate the C/3 discharge to be executed just
prior to each HPPC test.

The HPPC test may be performed at the low-current level, the high-current
level, or both. Each HPPC test sequence is performed using peak currents
scaled to one of the levels. Scaling of the levels is determined by the follow-
ing criteria. In low current HPPC test, the pulse profile discharge current
is at least a C/1 rate; in high current HPPC test, the pulse profile discharge
current is selected as 75% of Imax (the manufacturer’s absolute maximum al-
lowable pulse discharge current for 30 s at some state-of-charge).
It is not possible to compare the value of the resistance obtained from the
HPPC with the resistance obtained from the EIS because the resistance ob-
tained from the HPPC takes into account both the ohmic resistance (instan-
taneous voltage drop) and the polarization resistance. Furthermore, the po-
larization resistance depends on the duration of the considered pulse (the
longer is the pulse duration, the higher is the resistance). Thus, the resistance
values obtained from the HPPC can only be compared with themselves (re-
sistance output from other HPPC) to evaluate cells ageing with cycling.

1.3.4 Second life

After Li-ion cells have been employed in the main application, where full
performance are required, before recycling they can be given a “second life”.
Second life can be any application where cells are required to be able to store
electro-chemical energy but energy density and power density are not the
main focus. This implies that even if a cell, because of ageing during the
main application, lost some capacity, the remaining capacity can still be used
in a secondary application. On the contrary, it is no more interesting for the
main application as, due to ageing, of the overall cell volume and weight,
only part of it is useful to store energy, and the remaining part is only adding
volume and weight without producing any advantage. A typical second life
application is stationary storage.
In this scenario, it becomes fundamental to be able to identify which is the cell
state, in order to be able to build battery packs with cells in similar conditions,
and to understand if each cell is hazardous or not.
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(A) HPPC test base profile.

(B) Start of the HPPC test sequence.

(C) Complete HPPC test sequence.

FIGURE 1.23: Hybrid Pulse Power Characterization Test [25].
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FIGURE 1.24: Cells life path.

1.3.5 Recycling

Lead acid batteries have almost a 99% recycling [42]. On the contrary,
the majority of Li-ion batteries are landfilled. With the wide adoption of hy-
brid and pure electric vehicles, this situation will become even worse. This
creates environmental concerns. For example, when left unattended, Li-ion
batteries in landfills may catch fire or, if the electrolyte is exposed to water,
hydrogen fluoride formation can occur [137]. Additionally, lithium may en-
ter the ground water [125]. All of these are non-options for a sustainable fu-
ture. The two major mechanisms for Li-ion battery recycling are pyrometal-
lurgical and hydrometallurgical processes. Pyrometallurgical treatment uses
high temperature smelting procedures to recover cobalt and nickel as alloys.
Hydrometallurgical techniques use chemical leaching to facilitate materials
recovery. Li-ion battery recycling has not become more prevalent for three
reasons.

1. Current commercialized technologies are limited and do not draw a
large enough profit margin to substantiate growth. For the most part,
the products of recycling processes are less valuable than the batteries
being processed and not all valuable components of the battery are be-
ing recovered. The business model for current recycling technologies is
not robust.

2. The cathode chemistry of Li-ion batteries is constantly evolving, mak-
ing it difficult for recycling companies to adapt.
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FIGURE 1.25: World mining industry production for materials
used in LIB in 2017 (data source: USGS 2017 [83]).

3. And, although end-of-life Li-ion batteries are characterized as hazardous,
in many countries government mandates do not exist that would force
recycling.

Consumer electronics are currently the largest LIB application. However,
LIB have emerged as the battery of choice for electric vehicles because of their
high energy and power density and long life [105].
Current mine production of materials for LIB is limited to a few regions
around the world potentially creating availability and price issues. The in-
creased demand represented by the widespread adoption of electric vehicles
and large-scale stationary storage combined with limited supply could put
upward pressure on prices for these materials and potentially interrupt man-
ufacturers’ plans and the projected growth of electric vehicle markets [143].
According to data from U.S. Geological Survey (USGS) [149], in 2017, 110000
tons of cobalt were produced globally, with about 60% coming from the
Democratic Republic of Congo. China accounted for 67% of the 1.2 million
tons of natural graphite produced globally. Lithium extraction was concen-
trated in Australia (44%) and Chile (34%), with global production totaling
43000 tons. Sixteen thousand tons of Manganese were extracted primarily in
South Africa (33%), China (16%) and Australia (14%). Global nickel produc-
tion totaled 2.1 million tons, with the Philippines accounting for 11%, Canada
10%, while Russia, and Australia each accounted for 9% of the total. In 2017,
32 countries accounted for all global production of these elements (Fig. 1.25).
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1.3.6 Batteries roadmap

Improving Li-ion battery performance and reducing cost have become
increasingly active areas of R&D as Li-ion battery technology has become the
leading technology for vehicle batteries. Research efforts are concentrated
around six primary areas [105]:

• reducing the dimensions of active materials to improve ion transport
and increase mechanical stability;

• improving the mechanical properties of conductive media;

• adjusting battery chemistry to improve electron transport;

• increasing chemical and thermal stability;

• tuning particle morphology;

• developing coatings to reduce decomposition of active materials, and
modifications of electrolyte solutions.

Battery types currently under investigation include lithium metal (lithium
metal anodes), solid state batteries that employ solid inorganic or polymer
electrolyte, and lithium sulphur with high capacity sulphur-containing cath-
odes, among others [83]. Whatever path battery technology takes, battery
chemistry will likely change significantly over the next decade. Potential
changes in battery chemistry, such as developing low-cobalt and cobalt-free
cathodes, are important to the supply chain because they may have a signifi-
cant impact on the demand for critical battery materials and cost.
NMC and NCA are the main cathodes in automotive LIB-are centered on de-
veloping nickel-rich, cobalt-free cathodes [8]. According to Aviceene Energy
[8], lithium-ion NMC cathode chemistry is shifting from high cobalt content
(e.g. NMC 333) to lower cobalt and higher nickel content (e.g. NMC 622 and
NMC 811). NCA, the main cathode chemistry used in Tesla cars, is also shift-
ing toward higher nickel contents (and lesser cobalt content). Unlike NMC
and NCA, both LMO and LFP have zero cobalt; therefore, most R&D efforts
are directed toward improving their performance (e.g. specific capacity, vol-
umetric energy density, and lifetime). Graphite is still the dominant anode
material in most LIB, but recently some researchers have introduced silicon
as a cheaper alternative to graphite. Silicon has higher energy capacity and
relative abundance in the earth’s crust.
Fig. 1.26 shows a roadmap of Lithium-ion based batteries from present up to
more than 10 years.
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FIGURE 1.26: Roadmap of Lithium-ion based batteries from
present up to >10 years [9].
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Chapter 2

State of the Art on Li-ion cells
monitoring

2.1 Batteries monitoring and diagnostics

2.1.1 Li-ion batteries modelling

It is very important to know which is the state of the battery in terms
of operating temperature, residual capacity and residual number of cycles.
This becomes particularly important when dealing with multiple cells, as the
cell in the worst condition will limit performance of the whole battery pack.
In order to estimate the state of a cell, many different algorithms have been
developed, based on various models. They are mainly based on voltage, cur-
rent and surface temperature measurement.
Battery models can be mainly classified in electrochemical models and em-
pirical models (Fig. 2.1a). In electric vehicles applications, equivalent circuit
models are the most commonly used as they represent a compromise be-
tween accuracy and computational effort. Fig. 2.1b shows an example of
equivalent circuit model. Based on these models, state estimation algorithms
such as Coulomb counting (Fig. 2.2a), or observers such as Kalman Filter
(KF) (Fig. 2.2b) or more complex models are implemented. However, Li-ion
batteries are very complex systems and it is hard to model all the various
degradation mechanisms occurring in cells over time in order to be able to
provide accurate details on cells state.

2.1.2 Battery management system (BMS)

Battery models and algorithms are implemented on-board vehicles in the
Battery Management System (BMS). The BMS is fundamental in a Li-ion bat-
tery pack, as it performs key functions such as cells balancing, state of charge
(SOC), state of health (SOH) and state of power (SOP) estimation, failure
prevention and battery protection [119]. A BMS today typically monitors
parameters such as voltage, current and external temperature, and it uses
this information to estimate the cell state. Common methods implemented
on a BMS include Coulomb counting, open circuit voltage (OCV)-based ap-
proaches and dynamical model-based approaches [119]. Coulomb counting
is a very simple technique used to compute SOC. It consists in integrating
current over time in order to compute the used capacity and dividing it by the
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(A) General classification of Li-ion battery
forward models [72].

(B) Schematic diagram of the equivalent cir-
cuit model of a battery cell [29].

FIGURE 2.1: Battery cell models.

(A) Coulomb counting [151].

(B) Kalman filter observer [165].

FIGURE 2.2: State estimation algorithms.
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battery maximum capacity. Thus, in this technique, an accurate current mea-
surement results to be fundamental as it strongly influences the estimated
SOC. This can be a challenge in fielded battery packs, were low-cost current
sensors are typically used and they are characterized by measurement drift
errors that accumulate over time. A further limitation of this technique is the
uncertainty on the initial SOC and the variability of the maximum cell ca-
pacity mainly due to cell ageing or environmental temperature variation. To
overcome these limitations and improve the SOC estimation, [104] presents
an enhanced Coulomb counting method, that uses derived empirical rela-
tionships between initial SOC, voltage and current and that dynamically re-
calibrates the battery maximum capacity. These modifications allow to have
an SOC maximum estimation error of 3%, even if it is not explained it that
maximum estimation error also holds when different and more aggressive
xEV-relevant battery loading profiles are applied [119]. Open circuit volt-
age (OCV)-based approaches allow to compute an estimation of the battery
OCV by applying a certain charge-discharge profile and letting the battery
rest for a sufficient duration of time [24, 86, 115]. Once obtained the SOC-
OCV relationship, it is possible to estimate the SOC. However, this method
is not suitable for real applications when it is not possible to wait for long re-
laxation time as a real-time estimation is required. Dynamical model-based
approaches can be classified into equivalent electrical circuit modelling and
electrochemical modelling. The equivalent electrical circuit modelling is very
popular in xEV applications and lots of research is carried out in this area.
Many different models of various degrees of complexity and involving a dif-
ferent number of parameters have been developed over time. In [19] a non-
linear electric circuit model based on impedance spectroscopy approach has
been developed to model an absorbent glass mat lead-acid battery. In [65]
a comparison among different electric circuit equivalent models of lithium-
ion cells is presented. According to this comparison, the dual-polarization
model, that consists in modelling separately the concentration polarization
and the electrochemical polarization, results to be the most accurate model
to estimate SOC. In [85] a reduced order model of a Li-ion cell in conjunction
with an Extended Kalman Filter (EKF) is used to estimate SOC. In order to
account for model errors, this approach consists in computing the measure-
ment noise covariance in the EKF and in modifying it based on the estimated
SOC, the current, and the dynamic of diffusion, charge transfer and double
layer. In [86] the authors underline that the OCV versus SOC relationship
is not only dependent on the cell chemistry, but also among cells with the
same chemistry there is a variation from one Li-ion cell to the other. In order
to minimize the variation across different cells, a new definition of capacity
is proposed. This implies that different cells are characterized by different
capacities. Thus, it is necessary to simultaneously estimate not only the SOC
but also the capacity of each cell and this is performed by implementing a
dual EKF. Furthermore, as in [85], the measurement noise covariance is adap-
tively updated in order to account for model errors. In contrast to equivalent
electrical circuit models, that pretend to represent the cells behaviour using
equivalent circuit elements, electrochemical models attempt to build a cell
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model that is based on first principles. In [133] a review of these models, in-
cluding the pseudo two-dimensional model and the porous electrode model
is presented. These models represent a trade-off between model realism and
solution time. In [101] a partial differential equation-based observed was de-
veloped by using the back-stepping control approach.

2.1.3 Thermal management system (TMS)

The Battery Management System (BMS) is in charge of estimating the
battery relevant states, such as State-of-Charge and State-of-Health. Tem-
perature measurements are essential for the right estimation of these states.
Temperature measurements are also fundamental to ensure the battery is
working in safe conditions, in order to prevent dangerous situations, but
also to maximize the performance and cycle life of batteries [120]. In fact,
the performance, lifespan and safety of Li-ion battery are strongly associ-
ated with their operating temperature. Improper temperature will lead to
the power/capacity degradation, shorten the cycle life and may even cause
the thermal runaway thus results in fatal disasters [88]. Thermal runaway is a
process where elevated temperatures trigger heat-generating exothermic re-
actions, raising the temperature further and potentially triggering more dele-
terious side reactions. The onset temperature for thermal runaways tends to
occur in the 100 °C e 150 °C range [6].
Large temperature imbalance among cells or within each cell may also cause
the failure of battery. Therefore, it is suggested that Li-ion batteries should
be maintained in a temperature range of 20–60 °C with the temperature dif-
ference no more than 5 °C [88].
During operation, quick thermal gradients occur. A fast and accurate temper-
ature monitoring thus results to be challenging. When selecting the proper
measurement method, aspects such as measurement range, accuracy, resolu-
tion, and costs of the method need to be considered. At present, the most
used methods include traditional temperature measurement methods, such
as thermistors and thermocouples. However, several recently introduced
methods, such as impedance-based temperature indication and fibre Bragg-
grating techniques, are under investigation in order to determine if those are
suitable for large-scale introduction in more sophisticated battery-powered
applications [120].
Thus, an effective thermal management system is of critical importance to
control the batteries within a desired temperature range and address the cor-
responding problems. To have a better understanding of the battery thermal
behaviour and give insights to the thermal effects of TMSs, it is essential to
develop an accurate thermal model for Li-ion batteries to conduct numerical
simulations [88]. A battery thermal model is based on formulations such as
energy conservation, heat generation and boundary conditions. However, a
thermal model alone is normally not precise enough to predict the battery
thermal behaviour. Therefore, the thermal model is always coupled with
an electro-chemical or equivalent circuit model. The most prevalent electro-
chemical model is the pseudo two dimensional (P2D) model and a variety
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of simplification methods have been proposed to reduce the computation
complexity, while the most popular equivalent circuit model is the Thevenin
model which utilizes RC networks [88].
TMSs which could effectively control the battery temperature are of great
significance in ensuring the performance and safety of Li-ion batteries. The
cooling strategies are categorized into air, liquid, phase change (liquid-vapor)
and phase change materials (PCM) based systems according to their cooling
media. Among these approaches, the air and liquid cooling are conventional
methods which have been widely adopted in commercial electrical vehicles.
The main advantages of active air cooling include the low cost, simplicity
and easy availability of coolant materials. In recent years, developments
of air cooling have been focused on the optimization of geometric layouts
and operating parameters. The efficiency of thermal management can be en-
hanced by introducing forced liquid systems, that are characterized by a heat
removal coefficient higher compared to air cooling. Studies on indirect liq-
uid cooling were focusing on about how to improve the channel geometry,
system structures and coolant heat transfer coefficient. The mutual problem
of the forced air and liquid thermal management is that the addition of ex-
tra components such as valves, blowers/pumps and cooling ducts/channels
will raise the weight and space utilization of TMSs [88]. To address this issue,
it is possible to use passive thermal management techniques that take advan-
tages of latent heat during the phase change process. Boiling cooling is able
to remove a large amount of heat in a short time but its feasibility remains to
be validated. Similarly, heat pipes have been extensively used in many fields
such as electronics thermal management but have not been put into practice
in TMSs. In order to develop a heat pipe based TMS with good thermal per-
formance it is fundamental the selection of proper working fluids, a good
contact between heat pipe and batteries and an effective cooling method
[88]. The phase change (solid-liquid) cooling, referred to as PCM cooling,
is a promising alternative for conventional thermal management strategies
that has an excellent performance of temperature reduction and uniformity
although the application of them still faces some challenges. One of the main
problems is the poor thermal conductivity of PCMs. Another problem is the
potential failure caused by the complete melting of phase change substances.
To address this problem, the forced air and liquid cooling as well as heat pipe
techniques are integrated into the PCM systems to recover the latent heat but
this has the drawback of compromising the simplicity and compactness of
the system. Also the increase of weight and cost still represent a limitation
to its commercialization. Tab. 2.1 summarizes the comparison of various bat-
tery cooling methods including forced air cooling, liquid cooling, heat pipe
cooling and PCM cooling.
Compared to the great attention paid on battery cooling, battery heating tech-
niques are comparatively neglected, however this limits the application of
Li-ion batteries in cold climates. Each of the existing battery heating meth-
ods has their own advantages and deficiencies. Therefore, an effective sys-
tem to warm up the batteries quickly in an economical and simple way is
still needed to be developed [88]. Due to their fundamental importance, the
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improvement of the existing TMSs is supposed to be paid more attention to
enhance the performance and safety of Li-ion batteries [88].

2.2 Why instrumenting cells?

In order to guarantee effective control of the battery pack by the battery
management systems (BMS), it is necessary to have a better understanding
of real-time monitoring of internal cells state with accurate sensors [23, 139].
Batteries are complex systems as they involve multidisciplinary knowledge
and phenomena. Batteries research involves the development of means to
cost-effectively monitor, predict and management cells key performance such
as capacity, life, safety limits as all these aspects still represent a technological
challenge to be solved [41].
As batteries are complex systems, and because in practical applications high
performance are required to them including aggressive operational demand
and severe cost constraints, the battery management results to be very chal-
lenging [30]. During charging and discharging of a cell, a wide range of
processes happen including chemical and electro-chemical reactions, phase
change reactions, electronic and ionic transport through the various cell com-
ponents such as liquids/gel electrolyte, porous separators, composite elec-
trode materials, etc. All there process are coupled and depend on the cell
operating parameters [69].
Because of cells complexity and because of many processes coupled and in-
fluenced by the operating parameters, to capture and predict many of the
degradation and failure mechanisms happening in cells results to be very
hard. Even the best theoretical models cannot do so, as unpredictable oper-
ating and environmental stresses, defects, manufacturing imperfections and
other physical realities also need to be taken into account [121].
Because of the high degree of complexity of cells, considering both physi-
cal and electro-chemical phenomena, and because of the lack of a real-time
information on degradation mechanisms, physical models cannot provide a
great utility to fielded BMS. In fact, today BMS usually monitor quantities
such as voltage, current and surface temperature and use these information
to estimate important index such as the battery state of charge (SOC), state of
health (SOH) and state of power (SOP), to balance cells within a battery pack
and to assure the battery works within its safety operating limits. However,
none of these quantities provides a direct information on the actual physical
and chemical internal state of the cell. The voltage signal provides a measure
of the overall measure of changes in potentials, but it doesn’t provide critical
information on the state of each electrode. Furthermore, the potential drop
across the whole cell depends on the cell’s variable internal resistance and
this aspect becomes critical at high operational currents, that is a common
scenario for xEVs applications [23].
Recent studies are focusing their attention on battery strain signals as input
parameters for the BMS to provide further information about the battery state
and safety. The Li-ion cells working principle is based on Lithium ions inter-
calation. The Lithium ions insertion/release into/from the electrodes active
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TABLE 2.1: Comparison of various battery cooling methods
[88].

Advantages Disadvantages

Forced air cooling

- Low cost - Large space need

- Simplicity of appliance - Noise problem

- Highly commercialized - Low efficiency

- High lifespan - Poor thermal performance

- Applicability for different
cell types

- Low temperature unifor-
mity

- Can be used for battery
heating

- Easy accessibility for cool-
ing media

Liquid cooling

- Large temperature drop - Potential leakage

- Highly commercialized - High cost

- High efficiency - Extra weight

- Can be used for battery
heating

- Increased complexity

- Applicability for different
cell types

- Maintenance difficulty

- High temperature unifor-
mity

Heat pipe cooling

- High compactness - Relatively high cost

- High efficiency - Contact resistance

- High lifespan - Not commercialized

- Relatively high thermal per-
formance

- More suitable for prismatic
cells

PCM cooling

- Low cost - Volume expansion

- High compactness - Flowability

- Large temperature drop - Extra weight

- High efficiency - Not commercialized

- Energy storage ability - Poor thermal conductivity

- Relatively uniform temper-
ature distribution

- Potential liquid leakage af-
ter melting

- High lifespan
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material is associated with structural changes in the electrode active mate-
rials and thus with volume change and this causes stress on the electrodes,
particularly on the anode as in most of Li-ion chemistries, the cell volume
change is mainly caused by the anode. Thus the cell expands during charge
and contracts during discharge [62, 84, 163].
When the battery is fully charged, Lithium ions intercalate into the anode
thus the anode holds the lithium ions and it expands. At the end of the
charging step, which produces a state on stress in the anode, there is a re-
laxation step due to the rearrangement of the lithium ions in the active ma-
terial. There are some conditions such as high residual stored energy, high
currents and low temperatures, which imply a larger relaxation time for the
electrodes. The longer is the relaxation time, the longer is the time the bat-
tery exercises a higher field of stress. During discharging the Lithium ions
de-intercalate from the anode thus it contracts. On the contrary, the cathode
expands during discharging as it accepts the Lithium ions back, however the
cathode expansion is usually much smaller than the anode [163].
In the following sections it is provided an overview of the state of the art of
sensors used for cells monitoring. The discussion is distinguished in external
and internal monitoring.

The main motivation supporting cells instrumentation is summarized in
Fig. 2.3, further details on cells degradation modes are presented in Tab. 1.13.

2.3 External sensing

In [140] two Fibre Bragg Gratings (FBGs) sensors have been used to mea-
sure a pouch cells surface temperature and strain and these results have been
compared with NTC thermistor and electrical strain gauges. The FBGs used
are inscribed into polyamide-coated silica fibers. The core diameter and
cladding diameter are 8 µm and 125 µm, respectively. The diameter of the
coated fiber is approximately 155 µm. The Bragg wavelengths of the FBG
sensors is 1555 nm and 1560 nm, respectively. For the test setup, the cell
was clamped between two acrylic glass sheets and 2 cm-thick insulative Sty-
rofoam sheets to simulate the module pressure and thermal environment.
In addition to the FBG sensor signals current, voltage and temperature sig-
nals were monitored. The setup was arranged in an environmental chamber
maintained at room temperature. The two FBG sensors were externally at-
tached to a Li-ion cell. The first FBG sensor was bonded at two points to
the surface of the pouch cell with epoxy and the bonding lengths were ap-
proximately 1 cm. The second FBG sensor was loosely attached with heat
conducting paste. The bonded FBG was sensitive to both strain and temper-
ature changes, while the loosely attached FBG sensor was strain independent
and was used as reference sensor to compensate temperature variations and
the strain due to thermal expansion of the cell. The reflected wavelength
peaks of the FBG sensors were monitored by a National Instruments (NI)
PXIe-4844 optical sensor interrogator (OSI). The OSI was used to monitor
the reflected wavelength peak of the FBG sensors. The OSI consists of a
tunable laser which is sweeping across the wavelength range and a photo
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FIGURE 2.3: Main motivation supporting cells instrumentation.
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detector which measures synchronously the reflected light. Once the wave-
length of the laser matches the Bragg wavelength of the FBG, the photo de-
tector monitors a corresponding response. The OSI detects peaks exceeding
the set threshold intensity and assigns the peaks automatically to FBG sen-
sors. The accuracy of the measured peak wavelength with the OSI is 1 pm.
The cells explored in this study are LG Chem lithium ion pouch cell, with
a nominal capacity of 15 Ah and an NMC/graphite chemistry.Analysis of
signals from FBGs externally mounted on cells showed sharp features in the
strain curve for charge and discharge that were repeatable across different
C-rates. Sections with steep slope indicated as peaks in the corresponding
derivative signals were assigned to phase transitions by correlating them to
slow-discharge voltage measurements. These detectable intercalation stage
transition points can guide cell analysis during design and characterization
iterations, as well as for run-time monitoring in battery management systems
to aid cell state estimation. The present study was limited to cell-level exper-
iments in pouch cells. The results should be extensible to packs and modules
where the pouch cells are packed in cans under pressure: the fiber-optic ca-
bles being hair-thin can be accommodated within existing commercial xEV
module and pack designs, as well as embedded inside the electrode stack
for direct internal electrode monitoring. Thus, this work demonstrated the
potential of a FBGs, as a promising solution for monitoring additional cell
parameters such as strain and temperature to aid state estimation in battery
management systems [140].
In [103] it is presented a comparative study between the thermocouples and
fiber sensors response for the monitoring of temperature variations occur-
ring in three different locations of a lithium battery. The battery was sub-
mitted to constant current charge and different discharge rates, under nor-
mal and abusive operating conditions. In this work a commercial recharge-
able Li-ion Polymer Battery (Iphone 5G Battery, Singapore) with maximum
voltage of 4.3 V, nominal capacity of 1440 mAh and dimensions of 130 mm
(length) × 90 mm (width) × 20 mm (height) was used. The temperature vari-
ations ∆T were monitored with three K-type commercial TCs (RS Pro) and
three FBGs, all glued to the surface of the battery in three different positions
(top, middle and bottom). The three FBGs (length of 3.0 mm), spaced by
40.0 mm, were written by the phase mask method in a commercial photosen-
sitive single mode fiber (PS1250/1500, FiberCore). Typically, these sensors
can operate from 0 °C up to 350 °C without damaging the sensor reflection
signal. The TCs signals were acquired using a NI compactDAQ (NI cDAQ-
9174, National Instruments) with a temperature module (NI 9211, National
Instruments). The Bragg wavelength was monitored using an interrogation
system (sm125-500, Micron Optics Inc., Atlanta, USA) with a sample rate of
2 Hz and a wavelength accuracy of 1 pm. The acquisition modules were con-
trolled using a computer with a LabVIEW customized application, allowing
the real-time monitoring of the acquired data. During all experiments, the
battery was kept away from external heat sources, and the environmental
temperature, monitored by a reference TC, was of 20.0 °C. In this work FBG
and TC sensors were successfully coupled in order to monitor temperature
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changes during testing at different discharge rates (0.53 C, 2.67 C and 8.25
C) and normal constant charge. Three different locations were monitored
on the battery surface. For the higher discharge rate of 8.25 C, tempera-
ture variations of (39.98 ± 0.12) °C were registered by the FBGs compared
with the (35.07 ± 0.17) °C registered by the TCs, on the top position. On the
middle and bottom positions, the variations were of (36.42 ± 0.12) °C and
(27.19 ± 0.12) °C for the FBGs and (30.63 ± 0.17) °C and (23.05 ± 0.17) °C for
the TCs, respectively. For this specific application, the results showed that
the fiber Bragg grating sensors have better resolution and a rise time 28.2%
lower than the K-type thermocouples, making them a better choice for the
real time monitoring of the battery surface temperature as well as a useful
tool for failure detection and an optimized management in batteries [103].

2.4 Internal sensing

In [118], they used FBGs to instrument pouch cells for xEV applications.
They used 15 Ah cells, with graphite anode and with a cathode material that
is a blend of nickel-manganese oxide and manganese spinel. They first fo-
cused on the sealing method, in order to ensure a proper sealing of the pouch
cell even in the region near the Fibre Optic (FO) entry point. A proper seal-
ing is necessary to avoid moisture ingress into the cell but also to avoid elec-
trolyte egress out of the cell. They used a protective heat seal film wrapped
around the FO cable, between the pouch bag surfaces. The heat seal film ma-
terial is the same material used on the tabs in the sealing region. A proper
sealing in necessary to avoid moisture from entering the cell, that would pro-
duce HF that leads to cell degradation, and to prevent from electrolyte leak-
age, which would reduce the amount of electrolyte in the cell reducing the
cell performance. To ensure a proper sealing, they carried out a seal integrity
test, by manufacturing a pouch cell bag with an FO sensor, without any elec-
trode inside, and by filling if with a known amount of electrolyte. The pouch
bag was exposed to high temperature (60 °C) and under high (95%) relative
humidity conditions for a known period of time. Thus, these pouch bags
were subjected to HF titration tests, that is a volumetric analysis, to examine
the seal integrity under accelerated conditions. The tests results showed a
volume of electrolyte comparable to that of a conventional sealed pouch bag
without FO sensors. In their work [118] used FO characterized by a diameter
of 125 µm and 254 µm. They decided to manufacture multiple instrumented
pouch cells so that every week they could open a different one and measure
the amount of HF within the cell. This test allowed to show that pouch cells
instrumented with 125 µm diameter FO sensors developed an amount of HF
very comparable with that of a conventional pouch cell, while the amount of
HF was slightly higher but still comparable in the pouch cells instrumented
with 254 µm diameter FO sensors. In both cases, the results were below the
maximum tolerable limit, that is 500 ppm/Ah/month thus the sealing pro-
cedure was successful. After the sealing procedure was defines, the next step
was the definition of the FO sensor embedding procedure within the pouch
cell stack. A portion of FO cable having at least one FBG sensor is placed
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on one layer within the stack. The instrumented stack is then placed within
the pouch casing layers and sealed with the conventional method, so that a
portion of the FO cable including FBGs is within the pouch cell and the other
portion is outside the cell and can be connected to the data acquisition sys-
tem. The FO cable entry point is positioned approximately halfway between
the positive and negative tabs but from the side opposite to that of the tabs
and it was selected because it is considered a suitably informative position
for sensing centrally inside the cell. Further attention must be paid during
the sealing process due to the FO cable characteristics. In fact, the FO ca-
ble is very sensitive to bending as this can induce a noisy signal and in the
worse case a FO cable damage if a small bending radius is applied, espe-
cially during the cell formation process, when gas are produced within the
cell and the cell internal pressure increases. Thus, in order to minimize the
FO cable bending near the sealing edge, attention is paid so that the distance
between the level of the sealing point and the embedding level is as small as
possible in order to reduce the stress on the FO cable. This is also the rea-
son why the FO cable is placed in the middle layer of the stack, in order to
avoid further curvature when exiting the pouch cell. The aim of [118] work
is to monitor both temperature and strain during cycling, thus a FO cable
with two FBGs is used so that one is used to monitor temperature and the
other one is used to monitor strain. FBG sensors can also be used for cur-
rent sensing as explained in [122], but [118] decided not to use FBG for this
measurement as this technique is already well established in the literature
and because the current measurement is already available from the battery
cycler used during testing. The FO cable is bonded to the anode electrode us-
ing styrene-butadiene-rubber, that is a binder commonly used in Lithium-ion
cells and used in the anode slurry of the pouch cells used within this work.
After the FO cable was bonded on the anode, the electrodes were folded with
the separator to get the instrumented stack. Thus the FBGs present on the FO
cable can sense both temperature and strain changes. In a pouch cell, strain
is due to electrode volume change over cycling and to thermal expansion or
contraction of the electrode due to temperature variations. As an FBG sensor
is sensitive to both temperature and strain, the two quantities must be de-
coupled. This is done following the procedure described in [122], thus one
of the two FBGs, defined as reference FBG, is enclosed in a special tubing so
that it is only sensitive to temperature. Then, the wavelength shift output of
the reference FBG is subtracted to the wavelength shift output of the other
FBG in order to compensate temperature variation on this second FBG. It is
important to consider the expected output signal to verify that it is within the
sensor specifications. The FBGs sensors wavelength shift output is linearly
proportional to strain and temperature changes until the linear elastic mate-
rial limits of the silica optical fibre or of its coating. In the case of acrylate
coated optical fibre, that is a common fibre coating, the material linear elastic
limit is between 2.5% and 4% [107]. In Lithium-ion cells, a 3% to 4% vol-
ume expansion and contraction is expected over the full depth of discharge
cycle [136, 163]. As only the anode volume expansion is measured and ac-
counting for the 35% volume fraction of the anode materials in the pouch cell
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used in this work, an anode volume expansion up to 1.4% is expected over
the full charge-discharge cycler, that is well within the linear elastic range
of the FBGs. Thus the FBG sensor is expected to be suitable to accommo-
date the maximum anode strain at 100%. Similarly, considering the temper-
ature output, silica fibres can work between -200 °C and 800 °C [87]. These
temperature limits are far beyond the Lithium-ion cells operating and safety
temperature limits thus the FO is suitable for temperature monitoring in the
pouch cell. After the pouch cell instrumentation with FBGs for internal tem-
perature and strain monitoring, [118] it was performed a stress test on both
instrumented and not instrumented cells in order to compare the cell long
service life and assess any performance variation. The cells, with a nominal
capacity of 15 Ah, were cycled at 25 °C for 100 cycles at 1C charge and 2C dis-
charge, and for 40 cycles at 2C charge and 2C discharge to increase the stress
parameters. The results show that the degradation curves are very similar
for both instrumented and not instrumented cells. The cells were then cy-
cled at higher C-rates up to 5C/3 and while cycling they were cooled with
the active thermal management system. The results show repeatable wave-
length shift versus SOC curves across the different C-rates. This happens for
discharging in the whole SOC range and during charging only in the con-
stant current range. In the charging constant voltage range, the wavelength
shift is no more representative of the SOC. [118] also compares the strain re-
sults obtained from internal and external sensing explaining that the spread
in the strain curves at different C-rates obtained in the internal sensing con-
figuration is much smaller than the spread obtained in the external sensing
configuration [140], where the FO sensors were bonded on the cell pouch cell
surface in the central location in order to monitor temperature and strain.
This difference can be attributed to the much better thermal robustness and
to the better temperature compensation of the FO strain sensor implemented
in the internal sensing configuration. In fact in the internal configuration the
FO sensor is bonded to the anode that is characterized by a much smaller
thermal expansion coefficient than the pouch bag, thus it is less sensitive
to temperature changes. Furthermore, the sensor is directly bonded on the
anode where higher temperatures are developed during charging at high C-
rates. On the contrary, in the external configuration the FO sensor is bonded
to the pouch bag that has an higher thermal expansion coefficient and thus
it is more sensitive to temperature variations at high C-rates and dynamic
oscillations. Finally, the external FO is insulated from the actual internal
electrode temperature by the separator layers and this, especially when high
C-rate and aggressive dynamic cycles are applied, can bring to considerable
temperature differences and can contribute to differences in the recovered
strain curves at lower C rates where the temperature differentials are milder.
After the test at constant 20 °C in the temperature-controlled chamber, [119]
also performed the test at 45 °C and -10 °C. The results from these tests in
terms of wavelength shift versus SOC curves are similar to the 20 °C test. Af-
ter the cell level test, the instrumented pouch cells were connected in a 4-cells
module with an actively cooled thermal management system (TMS) and they
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were cycled in a module configuration at various C-rates and chamber tem-
perature. The result of these tests consists again in a wavelength shift versus
similar to the one obtained at cell level, however it is necessary to implement
a machine learning algorithm such as dynamic time warping [11] for SOC
estimation in order to let the two curves (obtained at cell level and at module
level) overlap. The implemented algorithm yielded an average SOC estima-
tion accuracy of better than 1% SOC and a worst-case error below 1%. After
the static tests, the module was cycled with xEV dynamic cycles. The wave-
length shift versus SOC curves obtained in dynamic cycling were overlapped
to the curves obtained in static cycling with a general agreement between the
two data sets, except for few regions. Thus the authors in [119] decided to
move from the dynamic time warping to a better performing semi-empirical
model to compute the SOC from the FO strain sensor output. The model is
used together with an Extended Kalman filter (EKF) algorithm to estimate
the SOC, as the process equation is linear in the states, but the measurement
equation is nonlinear. The SOC estimation obtained from the EKF is then av-
erages with the Coulomb counting SOC estimation.
In [118], they also estimated that the additional cell cost for embedding the
FO sensor is expected to be within the 1 to 10 $ range, including the added
line equipment for the cells instrumentation procedure, taking into account
the sensors price cost drop due to mass volume production and assuming to
manufacture a number of xEV cells in the range of hundred thousands to a
few million per year. Furthermore, as a module-level configuration, the fibres
from each module can be consolidated into a single fibre passing through all
the cells in one module. The cells from each module can in turn be moni-
tored through a time-domain multiplexing by a single compact central opti-
cal readout collocated with the BMS. Finally, the data acquisition system cost,
size and weight traditionally considered prohibitive for fielded deployments
of FO sensing systems, can be overcome. In fact [78] developed a low-cost
and compact wavelength detector suitable for FBGs. The overall system cost
for a BMS with embedded FO sensors is projected to cost in the range of 100-
500 $ and thus it results to be comparable and competitive with the current
cost of electrical sensing used in BMS. A final key advantage of FO sensors
over electrical sensing is that the cost of FO sensing doesn’t scale up linearly
with the number of cells in a battery pack.

2.5 Scientific research trend

From the literature review on Li-ion cells monitoring, it results a grow-
ing interest on measuring additional quantities to the conventional voltage,
current and point surface temperature already used in BMS. This is due to
both the need to better understand what happens in a Li-ion cell in operating
conditions and the need to provide further input to models and algorithms
to estimate the state of the cell.
From the literature it is known that temperature is one of the main parame-
ters influencing cells behaviour, performance and safety. When dealing with
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FIGURE 2.4: Summary of topics studied in the literature.

temperature, it should be distinguished between temperature level and tem-
perature gradients. Most of the studies in the literature focus on cells be-
haviour at high temperature level and at low temperature level and it is
widely known that both these temperature levels are responsible for battery
degradation that can be quantified in terms of capacity loss and resistance in-
crease. Thus, the overall temperature level of the cell is of great importance.
Concerning temperature gradients, it is known that especially if they occur
over a wide temperature range and a large volume fraction of the cell, they
provoke a battery degradation. Furthermore, temperature changes between
two temperatures (thermal fatigue) can have a stronger impact than temper-
ature gradients between the same two temperatures that are permanently
in place [156]. This might be due to the fact that thermal expansion during
temperature changes leads to increased mechanical degradation of the ac-
tive material coating [155], however further studies are needed to clarify this
degradation process due to temperature changes over time and space.
This leads to the importance of strain monitoring. In a cell strain is due
not only to thermal expansion but also to Li-ions intercalation and to elec-
trochemical failure mechanisms such as SEI growth, lithium plating, or gas
formation as they all induce a volume expansion and therefore a mechani-
cal stress. Results from the literature show that volume expansion increases
with ageing, both in terms of reversible (over one cycle) and irreversible ex-
pansion. Furthermore, a direct correlation between the volume change and
the capacity loss of a lithium-ion battery can be identified [159]. Therefore,
strain monitoring is a useful tool for predicting the sudden cell death and
might even serve as a diagnostic tool for the state-health, including safety
aspects [159]. This topic is quite new to the literature and no specific studies
on strain distribution have been published to date.

Various sensing options were investigated, and they can mainly be classi-
fied as: external vs internal sensing, and point vs distributed measurement,
and all of them usually deal with temperature and/or strain measurements.
A lack was found in the investigation of internal distributed temperature and
strain measurements (Fig. 2.4), that is the main focus of this work.
The cell format selected for this study is the pouch format because it is of
interest for xEVs applications and it is characterized by a cell surface that is
large enough to investigate the distribution of measured quantities on it.
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Chapter 3

Sensors

3.1 Sensors selection

As stated in the previous section, the main goal of this work is to perform
a thermo-mechanical monitoring in-situ and in-operando in Li-ion cells in
working conditions. In order to achieve this goal, a first fundamental step
consists in the selection of the proper sensor type in order to be able to moni-
tor distributed temperature and strain. Li-ion cells internal structure is char-
acterized by a harsh environment because of the presence of electrolyte that
is very corrosive. Battery cells are also very sensitive systems as their perfor-
mance can be influenced by compositions changes, thus it is necessary to use
sensors that are low invasive on the system. It is fundamental to avoid short
circuits by creating an electrical connection between the anode and the cath-
ode, thus electrical insulation is a fundamental specification as well. Because
of the complexity of the system to be instrumented, a comparison among
possible sensors is presented in order to select the most appropriate one for
this type of application.

3.1.1 Sensors type classification

A first comparison can be made between electrical and optical sensors.
In traditional electric sensors, such as foil strain gauges, thermocouples and
RTDs, the DAQ system requires multiple wires per sensors, the sensors are
sensitive to electromagnetic interference (EMI), and they are bulky with metal-
lic wiring. On the contrary, fibre optic sensors are characterized by a DAQ
system that doesn’t need multiple wires as the sensors are multiplexed in
the optical fibre, sensors are passive and chemically inert, lightweight and
embeddable, they are characterized by high resolution (<1 mm), they can
monitor many sensing points and are fast and easy to install [157]. A sum-
mary of this comparison in presented in Tab. 3.1. From this first comparison,
fibre optic sensors result to be more suitable for this application, thus they
were selected for further investigation.

3.1.2 Optical sensors classification

Once agreed to proceed using fibre optic sensors, a second selection is
needed in order to identify the most suitable for this study. Optical sensor can
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TABLE 3.1: Comparison between electrical and optical sensors.

Parameter Electric sensor Optical sensors

Electromagnetic interfer-
ence

Sensitive Immune

Electric conductivity All wiring must be
tightly insulated for
applications outside or
in water

Not conductive, no spe-
cial attention required
for use in water

Explosion risk Hazardous in poten-
tially explosive atmo-
sphere

Safe in potentially ex-
plosive atmosphere

Weight Weighty if the number
of sensors is high (due
of copper wiring)

Light-weight and lim-
ited wiring

Sensors installation and
readout

Time consuming (to
connect wiring). Oper-
ators with experience
are required

Fast (<‘20 per sensor).
Easy (can be done by
not experts, no further
wiring needed)

Measurable quantities Temperature (thermo-
couples, thermistors),
strain (strain gauges)

Lots of different quanti-
ties
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(A) Optical point sensor.

(B) Optical semi-distributed sensor.

(C) Optical distributed sensor.

FIGURE 3.1: Optical sensors classification.

be based on various techniques. According to the technique, each sensor will
be sensitive to various quantities, will have different sensing points, different
resolution and sensing length. Optical sensors can be mainly classified as:
point sensors, semi-distributed sensors and distributed sensors.

• In optical point sensors there is a single sensing element (Fig. 3.1a), thus
only in the sensing element nearby quantities variations are observed.
The main techniques used in optical point sensors are: Fabry-Perot,
Mach-Zender, Michelson, Sagnac.

• In optical semi-distributed sensors there are multiple sensing elements
(Fig. 3.1b) that are located along the fibre length according to pre-defined
intervals. The main techniques used in optical semi-distributed sensors
are: Fibre Bragg grating (FBG), Long period grating (LPG), Chirped fi-
bre Bragg grating, Tilted fibre Bragg grating.

• In optical distributed sensors the fibre is itself a continuous sensing el-
ement (Fig. 3.1c), thus sensors are distributed along its whole length.
The main techniques used in optical distributed sensors are: Rayleigh
scattering, Brillouin scattering, Raman scattering.

As summarized in Tab. 3.2, each technique is characterized by different mon-
itoring parameters, resolution and range. As in this work a short monitoring
range is sufficient as the structure under test is characterized by small dimen-
sions, in order to have a distributed measurement of both temperature and
strain and to have a better resolution, Rayleigh (OFDR) based distributed
fibre optic sensors were selected as the most suitable for the present applica-
tion.
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TABLE 3.2: Fibre optic sensors monitoring [57].

Sensing
method

Sensors Parametersa Resolutionb Rangec Modulation
method

Point Fabry-
Perot

Temperature
/Strain

0.01% gauge
length

10000 µε Phase

Quasi
distributed

FBG Temperature
/Strain

1-2 µε/0.1 °C 5000 µε Wavelength

Distributed Rayleigh
(OTDR)

Temperature
/Strain

1 m/1 °C 2000 m Intensity

Distributed Rayleigh
(OFDR)

Temperature
/Strain

1 cm/0.1 °C 100 m Frequency

Distributed Brillouin
(BOTDA)

Temperature
/Strain

0.1 m/0.3 °C 1000 m Frequency

Distributed Raman Temperature 1 °C 8000 m Intensity

a Can be configured to measure displacement, pressure, vibration, acceleration and
acoustic.
b Represents accuracy for point and quasi-distributed sensors and spatial resolution for
distributed sensors, respectively.
c Represents sensing distance for distributed sensors. Resolution deteriorates with
increasing distance.
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(A) Typical early total internal reflection
(TIR) demonstration.

(B) Optical fibre with cladding.

FIGURE 3.2: History of optical fibre [1].

3.2 Rayleigh (OFDR) based distributed fibre optic
sensors

3.2.1 Fibre optic history

Guiding of light by refraction, the principle that makes fiber optics pos-
sible, was publicly demonstrated for the first time by John Tyndall in 1870.
He used a jet of water flowing from one container to another and a beam
of light to demonstrate the Total Internal Reflection (TIR) phenomenon. He
used a container full of water with a spout in it. As water poured out through
this spout, he directed a beam of sunlight at the path of the water. The light
followed a zig-zag path inside the curved path of water (Fig. 3.2a) thus he
showed that light follows a specific path. This experiment performed by
Tyndall represents the first research into the guided transmission of light [1].
The fibre optic technology experienced a high rate of progress during the
1950’s, due to the development of the fibrescope, an image-transmitting de-
vice using all-glass fibres. Early all-glass fibres experienced large optical
loss, and this loss of light signal through the fibre was limiting the trans-
mission along long distances. This limitation motivated scientists that devel-
oped glass fibres with a separate glass coating that could reduce light signal
loss. These improved glass fibres were characterized by an inner glass region,
called core, that was used to transmit light, and by a glass external coating,
called cladding, that prevented light leaking out of the core (Fig. 3.2b). This
light signal leakage reduction can be explained by the Snell’s Law, stating
that the angle at which light is reflected depends on the refractive indices of
the two materials (core and cladding). Thus if the cladding is characterized
by a lower refractive index, with respect to the core, the light will be angled
back into the core (Fig. 3.2b), preventing light loss [1].
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FIGURE 3.3: LUNA strain sensor scheme [134].

FIGURE 3.4: ODiSI-B measurement system. The ODiSI-B mea-
sures strain and temperature along the length of the fiber [90].

3.2.2 Data acquisition system

The sensors selected in this work are LUNA distributed fibre optic sen-
sors. A schematic of a typical LUNA sensor is shown in Fig. 3.3 and the
sensor specifications are summarized in Table 3.3. A sensor is characterized
by a certain sensing region length and by two end points: one is the con-
nector, that has to be connected to the data acquisition system, and one is the
terminator. In the data processing, the sensor length increases going from the
connector towards the terminator. The data acquisition system consists in the
optical distributed sensors interrogator LUNA ODiSI-B (Fig. 3.4), that allows
to acquire the signal from one sensor only. A fibre optic switch LUNA FOS
008 equipped with 8 channels, allows to connect up to 8 different sensors at
the same time.

A scheme of the ODiSI-B working principle is summarized in the schematic
in Fig. 3.5. The interrogator is based on frequency domain reflectometry. This
technique was designed to measure reflected waves from circuits and com-
ponents in fibre optics. This technique consists in the use of a laser that can be
tuned to produce a beam of coherent light at a certain wavelength. This laser
is used to generate a wavelength that sweeps a certain wavelength range
(swept wavelength interferometry - SWI). This beam of light is used to scan a
fibre optic, that is the sensor. Due to the Rayleigh scattering, that produces as
results that light is diffused every time light is in contact with particles, light
within the fibre is continuously diffused, in every point of the fibre. Waves
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TABLE 3.3: LUNA Strain Sensor Specifications [134].

Parameter Specification Units

Sensor Material

Fibre Polyimide coated low bend
loss fibre

Connector High Temperature LC/APC

Strain Relief PTFE (Teflon)

Termination 304 Stainless Steel

Dimensions

Sensing Length 1, 2, 3, 5, 10, 20, 30, 50 m

Strain Relief Region Length 20 cm

Termination Length 1 cm

Sensor Diameter 155 µm

Termination Diameter 286 µm

Minimum Bend Radius 10 mm

Performance

Maximum Operating Temperature
Sensing Region

220 °C

Minimum Operating Temperature
Sensing Region

-40 °C

Maximum Operating Temperature
Connector

150 °C

Minimum Operating Temperature
Connector

-60 °C
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FIGURE 3.5: Rayleigh-based distributed optical fibre sensing
working principle.

generated in this process in each point or the fibre interact each other and cre-
ate an interference spectrum, called backscattered spectrum, that is received
by a detector. Thanks to the technique that allows to sweep a certain range
of frequencies, it is possible to correlate the backscattered spectrum with the
locations along the fibre length. The optic fibre is intrinsically sensitive to
temperature and strain variations, thus a variation in any of these quanti-
ties will produce a variation that can be quantified according to the variation
in the backscattered spectrum. In order to be able to quantify the physical
quantities variation, the backscattered spectrum is acquired in known con-
ditions, and this acquired reference spectrum is called fingerprint spectrum.
During a new acquisition, the cross correlation between this spectrum and
a new spectrum is computed. This cross correlation allows to identify the
variations occurred in the spectrum, that is a wavelength variation. This
wavelength variation can be correlated with temperature and strain variation
through the use of proper calibration coefficients. Finally, because a sensor is
sensitive to both temperature and strain variations, it is necessary to decou-
ple these contributions. Typically, a strain sensor is slided into a PTFE sleeve
tube in which it can freely move, so that it becomes only sensitive to tempera-
ture variations. Finally, by subtracting the wavelength contributions coming
from a strain and a temperature sensor it is possible to decouple these two
signals.
The ODiSI-B can work at four different scan frequencies (Table 3.4), corre-

sponding to different spatial resolutions.

3.2.3 Acquired signals

The data acquisition software consists in a LUNA proprietary software,
that allows to manually switch from one port to the other of the FOS. How-
ever, as the test duration is long and it is necessary to continuously acquire
the signal from the 8 channels, a software to automatically switch between
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TABLE 3.4: ODiSI-B modes of operation [90].

Mode of operation Maximum
sensing
length (m)

Acquisition
rate (Hz)

Gage pitch
(mm)

Gage
length
(mm)

Standard 10 100 2.61 5.22

High speed 2 250 2.61 5.22

High resolution 10 23.8 0.65 1.30

Extended length 20 50 2.61 5.22

FIGURE 3.6: LabVIEW data acquisition program Block Dia-
gram default functions [90].

the 8 ports was implemented in LabVIEW using the equipment communica-
tion functions provided (Fig. 3.6).

In order to start an acquisition it is necessary to select a certain operating
mode, which means a certain scan frequency. When an acquisition starts, a
certain number of scans will be logged in the data file, and the time between
two consecutive scans depends on the scan frequency. Typically a number
of 20 scans per channel is acquired every time, and this number was de-
rived as a compromise between log data memory required and information
acquired to be able to reduce the noise contribution. The acquired signal out-
put file format is shown in Fig. 3.7. This output file is called “Processed” data
file, because it is also possible to log data in a raw format that is only read-
able within the LUNA software environment and that requires a much larger
memory. Thus data are usually logged in the Processed data file. The log file
consists in a matrix where each column is a sensor gauge, thus it corresponds
to a certain fibre location, and each row is a time instant, thus it corresponds
to a different scan. The matrix contains the frequency shift in each sensor
length location and for each scan.

As the test duration is long, it is necessary to reduce the data to the one
of interest. Thus, a first step, usually consists in computing an average of
the signal in the various scans. This can be done because the time interval
between to scans is very low with respect to the observed phenomena, and
this will help reducing the noise on the acquired signal. The acquired sig-
nal might also present some outliers that must be removed in order not to
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FIGURE 3.7: The formatting of the Processed Data File [90].

generate false indication of what is happening. Thus a check is performed
both in time and space to verify that a certain frequency shift variation is
an actual change. Also, it might happen that in a certain gauge location at
a certain point in time, the signal quality might decrease below the quality
threshold, for example because of an excessive vibration, and this will pro-
duce an unreadable point that results in a “NaN” in the Processed data file.
Thus before computing an average in time, it is necessary to exclude the NaN
points. However, it might also happen that a certain gauge is noisy in each of
the scans logged. In this case, one or more gauge information will be missing
and the signal will be interrupted in these points. This might be relevant if
the interruption occurs in the sensing region of interest. In order to solve this
problem, a signal reconstruction function is used, that allows to substitute
the NaN points with frequency shift values derived by interpolation.
The data acquisition software implemented on LabVIEW, based on the func-
tionality of the original LUNA software, will perform a loop among the num-
ber of active ports, that can be up to 8 because of hardware limitations, and
for each port it will generate a Processed data file containing the frequency
shift acquisition in each gauge location for a certain number of scans. After
the interrogator scanned all the active ports, it will wait for the sampling pe-
riod set to be completed, and it will start another lap. The LUNA functions
don’t allow to continue writing in the previous Processed data file, thus every
time a new processed data file is created. This means that if the acquisition
is performed on 8 channels and 1000 time iterations are performed, a total
of 8000 Processed data files is generated. Because the data available is very
large, it is fundamental to perform a preliminary data analysis to reduce the
amount of data to the useful ones. In order to take into account these factors,
the following data processing procedure has been derived and followed as a
preliminary data analysis of each data set:

• Step 1: From the 20 scans acquired for each channel in each time instant,
the average value is computed over the not NaN points, which means
on all points whose signal quality is over the quality threshold. Thus
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from a matrix of size 20xN, where 20 is the number of scans and N is
the number of gauges, a vector of size 1xN is obtained.

• Step 2: To delete outliers, the MATLAB Rlowess filtering is used. this is
a robust linear regression over each window of A. It is more robust to
outliers.

• Step 3: The NaN value is assigned to points that are characterized by
a frequency shift value that is too much different from the expected
value, that means it exceeds the temperature cutoff or the strain cutoff
value, according to the sensor type.

• Step 4: The Nx1 vectors obtained for a certain channel for each time
instant. for a total of M time instants, are put together to build a matrix
of size MxN. Thus now this matrix contains the whole test duration
information for a certain channel.

• Step 5: Check that the frequency shift difference between a certain gauge
and the previous one and following one in space is not exceeding a cer-
tain threshold. Otherwise, in that point an average value is computed.

• Step 6: Check that the frequency shift difference between a certain gauge
and the previous one and following one in time is not exceeding a cer-
tain threshold. Otherwise, in that point an average value is computed.

• Step 7: If a certain time acquisition is characterized by a number of NaN
points that is over a certain limit, it means that acquisition is bad quality
and not reliable, thus it is eliminated from the data set. This step will
modify the matrix size from MxN to M’xN where M’ can be different
for each channel, according to the quality of the signal acquired.

• Step 8: The signal reconstruction is performed using the MATLAB Fill-
gaps function. This function will replace NaN points with values de-
rived by interpolation.

• Step 9: Synchronize the temperature and sensors signals that are bonded
on the same pouch cell by using the MATLAB Synchronize function.
This is an interpolation method for the synchronize operation, speci-
fied as ’linear’ for linear interpolation. This step will modify the matrix
size from M’xN to M”xN where M” is the same for all channels that are
acquiring the output signal from sensors bonded on the same system.

After this preliminary data analysis, the data set results to be much smaller
in size and much easier to be read and further processed.
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TABLE 3.5: Coefficients and Units.

Quantity Unit

KT 1 / °C

Kε -

kT °C / GHz

kε µε / GHz

3.3 Sensors calibration

As explained in Section 3.2.2, the ODiSI-B output is a frequency shift that
must be correlated to the physical quantity through proper calibration coef-
ficients (Tab. 3.5):

Frequency shi f t (GHz) → kt (
◦C/GHz) → Temperature (◦C) (3.1)

Frequency shi f t (GHz) → kε (µε/GHz) → Strain (µε) (3.2)

LUNA sensors are already calibrated by the manufacturer, thus they are
provided with both temperature and strain calibration coefficients using a
linear and a quadratic regression respectively. However, it might happen
to work with sensors from other manufacturers or to be using LUNA sensors
and to be interested in computing the calibration coefficients using a different
regression. In this situation, a calibration procedure must be implemented in
order to correlate the frequency shift to the quantity variation. Here the cali-
bration procedure implemented is explained.
To perform the DFOS calibration, a very simple setup was used (Fig. 3.8). It
consists in a bar of high purity aluminum with a known thermal expansion
coefficient. One strain sensor was bonded on a certain region of the alu-
minum bar using epoxy glue. Another region of the same sensor was put in
a PTFE tube in order to avoid any strain on it and keep it only sensitive to
temperature variations. Finally, two RTDs Pt100 Class A were bonded on the
aluminum bar surface in known locations, identified through the touch to lo-
cate technique, in order to acquire the actual bar temperature. This technique
consists in applying a localized heat to a certain point of the fibre, close to
the RTD. A soldering iron tip heated up to about 150 °C is used to apply the
localized heat to the fibre. As the whole fibre length is at room temperature
and only a localized fibre segment is hot, this will rapidly produce a peak
in the fibre output and the this peak can be easily identified with respect to
the fibre end. This procedure allows to identify the fibre location close to the
RTD, that is defined by a certain gauge number corresponding to a certain
fibre length. Once the fibre sensor location corresponding to the RTD loca-
tion has been defined, during the calibration procedure it will be possible to
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FIGURE 3.8: Calibration Setup.

(A) NI cDAQ 9174 chassis.
(B) NI 9217 RTDs data acquisition module.

FIGURE 3.9: NI RTDs data acquisition system.

directly compare these two values.
Thus the RTDs temperature output and the thermal expansions of the alu-
minum bar provide the reference temperature and strain values versus which
the sensor frequency shift output signal can be calibrated. To perform the cal-
ibration test, the instrumented aluminum bar was placed in a thermal cham-
ber and a temperature cycle was applied in order to induce temperature and
volume changes on the aluminum bar. To define the temperature range of
interest for the calibration test, it is important to take into account both the
actual expected temperature and strain values to be acquired in actual oper-
ating conditions and the testing equipment temperature limits. In the current
setup, together with the instrumented aluminum bar, also the NI cDAQ 9174
and the module NI 9217 to acquire the RTDs data and the Luna FOS 008 to
acquire the DFOS data are placed in the thermal chamber. In Tab. 3.6 the op-
erating temperature ranges of this equipment are summarized. From Tab. 3.6
it is clear that the minimum operating temperature is set by the Luna FOS 008
to 5 °C and the maximum operating temperature is set by the NI cDAQ 9174
to 55 °C. As the pouch cells tests were planned to be conducted at a chamber
temperature in the range 10 °C to 40 °C, the pouch cells output is expected to
be within the 5 °C to 55 °C calibration range. Thus, the defined setup results
to be suitable for the identified temperature calibration range.
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TABLE 3.6: Calibration equipment operating temperature lim-
its.

Equipment Tmin (°C) Tmax (°C)

RTD Pt 100 -50 250

Polyimide coated strain DFOS sensing region -40 220

Polyimide coated strain DFOS sensing region
in PTFE (Teflon) sleeve tube

-40 220

DFOS connector -60 150

ESPEC thermal chamber -35 180

Luna FOS 008 5 70

NI cDAQ 9174 -20 55

NI 9217 -40 70

The temperature calibration procedure allows to compute the tempera-
ture calibration coefficients that allow to convert the frequency shift measure-
ment into a temperature measurement. In a fibre optic temperature sensor:

∆λ

λ
= −∆ν

ν
= KT∆T (3.3)

∆T = −∆ν

ν
· 1

KT
= − λ̄

cKT
∆ν = kT∆ν (3.4)

thus:

kT = − λ̄

cKT
= − 1

νKT
(3.5)

where kT is the conversion factor and KT is the calibration constant.
The calibration procedure consists of the following steps:

1. Use the touch to locate technique to localize the RTDs.

2. Place the aluminum bar in the climatic chamber.

3. Set the acquisition system in order to acquire:

• temperature with RTD→ TRTD (°C)

• frequency shift with FO sensor in the same point in which the RTD
is located→ ∆νT (GHz)

4. Set the chamber to various temperatures for a sufficiently long period
of time: 5 °C, 15 °C, 25 °C, 35 °C, 45 °C, 55 °C (Fig. 3.10).

5. Fit the acquired stationary points on MATLAB with the desired type of
regression (e.g. linear regression, quadratic regression).



3.3. Sensors calibration 69

FIGURE 3.10: Climatic chamber temperature profile applied in
the calibration procedure.

Linear fitting:
T = A0 + A1 ∗ ∆νT (3.6)

Quadratic fitting:
T = A0 + A1 ∗ ∆νT + A2 ∗ ∆ν2

T (3.7)

The coefficients obtained from the fitting procedure (A0, A1, A2) can be used
to convert the raw frequency shift into a temperature measurement.

The strain calibration procedure allows to compute the strain coefficients
that allow to convert the frequency shift measurement into a strain measure-
ment. In a fibre optic temperature sensor, sensitive to both temperature and
strain, the procedure is very similar to the temperature sensor. However, a
preliminary step is needed, and this is the signals decoupling. In fact, as for
the temperature sensor, only the frequency shift due to strain must be cor-
related to the physical strain measurement. Thus the strain sensor acquired
frequency shift first need to be modified in order to remove the temperature
variation contribution. Knowing that:

∆λ

λ
= −∆ν

ν
= Kεε = KεεTOT = Kε · (εS + εT) (3.8)

Thus:
εS = εTOT − εT (3.9)

where:
εTOT = kε · ∆νTOT (3.10)
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FIGURE 3.11: Temperature data fitting.

εT = kε · ∆νT (3.11)

so:

εS = kε · ∆νTOT − kε · ∆νT = kε · (∆νTOT − ∆νT) = kε · ∆νS (3.12)

∆νS = ∆νTOT − ∆νT (3.13)

where: ∆νTOT is the output spectral shift in the strain sensor (GHz), ∆νT
is the output spectral shift in the temperature sensor (GHz) and ∆νS is the
decoupled spectral shift in the strain sensor (GHz), kε is the conversion factor
and Kε is the calibration constant.

In order to properly decouple the two signals, it is fundamental to know
the correspondence between the temperature sensor and the strain sensor
bonded regions. This can be done using the touch to locate technique to define
the sensor location of interest. Then in the data post-processing, the sensor
index corresponding to that locations are used to align the sensors and de-
couple the signals. The ∆νS can be used in the data fitting and in order to
compute the strain coefficients.
Linear fitting:

S = A0 + A1 ∗ ∆νS (3.14)

Quadratic fitting:
S = A0 + A1 ∗ ∆νS + A2 ∗ ∆ν2

S (3.15)

The coefficients obtained from the fitting procedure: A0, A1, A2 can be used
to convert the raw frequency shift into a strain measurement.
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FIGURE 3.12: Calibration Signal Decoupling.

TABLE 3.7: Calibration coefficients.

Coefficient Temperature Strain

A0 0.00000 0.00000

A1 -0.68000 -6.67167

A2 0.00000 -0.00005

A3 0.00000 0.00000

A4 0.00000 0.00000
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3.4 Fibre optic sensors manufacturing process

As Rayleigh-based distributed fibre optic sensors use conventional single
mode fibre optic cables it is possible to easily manufacture cheap sensors. It is
only necessary to have a fusion splicer equipment in order to splice a connec-
tor, compatible with the interrogator connector) to the single mode fibre. In
the present work, a Fujikura 70S+ (Fig. 3.13) fusion splicer was used. In order
to be able to splice two fibres together, the first step consists in removing the
external coating that protects the silica core and cladding. To do so, various
techniques can be used according to the coating material. For example, for
polyimide coating three main different techniques can be used [47]:

• Thermal techniques: Polyimide can be oxidized under sufficiently in-
tense heating, forming the basis of thermally removing the coating (e.g.
open flame: matches and lighters tend to leave the glass brittle, thus this
is a quick and easy method but it is not recommended if the strength of
the stripped region is important).

• Chemical techniques: Due to the inert nature of polyimide, very hostile
chemical environments are required to remove it. Great care should be
exercised if these techniques are to be employed (e.g. sulphuric acid:
the acid should be heated to approximately 100 °C, removing the poly-
imide very rapidly).

• Mechanical stripping: Although chemically bonded to the glass surface
and much tougher to remove than an acrylate coating, with care the
polyimide coating can be mechanically stripped (e.g. wire strippers:
do not generally work, since the bond between the polyimide and the
glass is so strong. The strippers will damage the glass in removing the
polyimide).

The splicing procedure consists in:

• Remove the fibre coating (follow the right procedure according to the
coating material).

• Clean the fibre with isopropyl alcohol (IPA) and wipes.

• Use the cleaving machine to cut the fibre end part with the right angle
(90°).

Figs. 3.14 and 3.15 show the steps of the fusion splicing procedure: fibres
are first loaded into the fusion splicer machine, then the two fibres end are
aligned and finally they are fused together. Results are shown respectively
for two identical fibres and for two different fibres. The two identical fibres
are two original LUNA fibres: one fibre connector and one fibre cable; the
two different fibres are one pigtail connector and one Fibercore fibre cable.
During the fusion splicing process, the equipment will provide the informa-
tion of the loss in the fusion point (Tab. 3.8). A low loss is an indication that
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FIGURE 3.13: Fujikura 70S+ fusion splicer.

the fusion splicing process was performed properly, with a clean fibre and
a good cleave angle. The important result is that the loss obtained from the
splicing of two identical LUNA fibre sections is comparable with that of two
different fibres. This second scenario is the most common one when someone
is interested in manufacturing a distributed fibre optic sensor.

After splicing it is important to check the quality of the sensor output sig-
nal. This can be done using the distributed fibre optic interrogator. The signal
quality results to be acceptable if, at least in the sensing region of interest but
possibly along the whole fibre length, it is above the quality threshold, that
is set by LUNA to a value of 0.38.
Before showing the results of the signal quality of the sliced fibre, it is funda-
mental to introduce another very important element influencing the signal
quality, that is the terminator. As explained in the previous sections, the sig-
nal transmission inside the fibre optic is based on the total internal refraction
principle. In order to have a good signal quality it is important that the signal
loss are reduced and this is usually done by applying a protection element at
the end of the fibre, that can be either a tiny metal tube, as in LUNA fibre optic
sensors, or some index matching gel, as commonly done in fibre optic appli-
cations. The result of the signal quality comparison between a brand new
LUNA sensor, equipped with a tiny metal tube and a LUNA sensor without
terminator first, and then with the addition of index matching gel in the end
tip of the fibre is presented in Fig. 3.16. The results show that a terminator,
either a metal tube or index matching gel, is fundamental to have a signal
quality that is over the quality threshold and thus produces readable results.
As the metal tube is a LUNA design and it is much easier to singly apply
some index matching gel on the tip of the fibre, the signal quality results that
will be presented on the fusion spliced fibre have been obtained by applying
some index matching gel on the fibre end tip.
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(A) Step #1: X-direction view. (B) Step #1: Y-direction view.

(C) Step #2: X-direction view. (D) Step #2: Y-direction view.

(E) Step #3: X-direction view. (F) Step #3: Y-direction view.

FIGURE 3.14: Fusion splicing using two identical fibres: A) - B)
fibres before alignment; C) - D) fibres after alignment; E) - F)

fibres after fusion splicing.



3.4. Fibre optic sensors manufacturing process 75

(A) Step #1: X direction view. (B) Step #1: Y direction view.

(C) Step #2: X direction view. (D) Step #2: Y direction view.

(E) Step #3: X direction view. (F) Step #3: Y direction view.

FIGURE 3.15: Fusion splicing using two different fibres: A) - B)
fibres before alignment; C) - D) fibres after alignment; E) - F)

fibres after fusion splicing.



76 Chapter 3. Sensors

TABLE 3.8: Fusion splicer output after fibre splicing.

Same fibre Different fibre

Memory No. 20 23

Fibre Type SM SM

Loss 0.01 dB 0.02 dB

Core Offset Pause 0.1 µm 0.2 µm

Core Offset Finish 0.1 µm 0.2 µm

Cladding Offset Pause 0.5 µm 0.7 µm

Cladding Offset Finish 0.3 µm 0.3 µm

Cleave Angle Left 1.5° 0.4°

Cleave Angle Right 0.8° 0.2°

Fibre Angle 0.4° 0.3°

Gap 16 µm 15 µm

Thus, after applying some index matching gel, the fusion spliced sensor out-
put signal quality has been verified. Fig. 3.17 shows that the signal quality
of the fusion spliced fibre is good along the whole fibre length. Fig. 3.17 also
shows the frequency shift output signal. This signal shows a very evident
peak in the splicing point nearby, as a consequence of the strain applied to
the fibre in that point. This however, doesn’t produce any influence on the
output signal after the splicing point. Two main questions might rise from
this figure. The first one is that the frequency shift peak corresponds to a sen-
sor length that is shorter than the raw pigtail fibre. This is because the pigtail
signal was acquired before the fusion splicing. Then, the splicing process
implies that the sensor end has to be cleaned and cleaved and this implies

TABLE 3.9: Sliced sensors signal quality comparison.

Sensor Mean Variance

Luna Brand New sensor 0.8294 0.0034

Pigtail 0.9177 0.0026

Pigtail spliced with fibre 0.7879 0.0043



3.4. Fibre optic sensors manufacturing process 77

FIGURE 3.16: Terminator Quality Comparison.

that the fibre will be shortened. The second question might be that the fre-
quency shift output is higher for the LUNA sensor than for the spliced fibre.
This is due to both the facts that the fibre itself is different, thus it produces a
different output when subjected to a certain stimulus (so it requires different
calibration coefficients), and also because the signal was acquired in ambient
temperature, that was slightly different in the two acquisitions.
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FIGURE 3.17: Splicing quality and frequency comparison.
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Chapter 4

Pouch cells instrumentation

4.1 Pouch cells manufacturing process

As explained in Chapter 1, the main components of a pouch cell are: the
positive and the negative electrodes, the separator and the electrolyte, and
they are all enclosed in a pouch bag. In this section it is explained how these
components are prepared and assembled to manufacture the final cell. All
equipment used in the pouch cell manufacturing process are Solith SOVEMA.
An overview of the manufacturing process using the pilot assembly line from
Solith SOVEMA equipment is shown in Fig. 4.1.

Pouch cells used in this work were assembled by the author, while the
current collectors coating procedure was conducted by other professionals
on this topic, as to perform this process on large format electrodes (like the
one used in this study) it is required particular experience as the process in-
volves exposure with large quantity of hazardous materials. A summary of
the battery cell manufacturing process is presented in Tab 4.1.
Coated current collectors are obtained starting from Aluminum and Copper
foils (Fig. 4.2), for cathode and anode respectively, that represent the elec-
trodes substrate. Then a slurry coating, different for anode and cathode, is
spread over the substrate. The slurry is typically made up of various compo-
nents:

• an active material, responsible for the electrode capacity;

• carbon black, to provide good conductivity to the electrode;

• a binder, to provide the slurry the ability to be bonded to the substrate;

• a solvent, to provide the slurry a certain viscosity.

The binder and the solvent mixed together are usually indicated as binder
solution. Binder solution can be water based or NMP based. Water based
binder solutions are made of styrene-butadiene rubber (SBR) and water-based
solvent; N-methyl-2-pyrolidone (NMP) based solutions are made of polyvinyli-
dene difluoride (PVDF) and NMP-based solvent. Carbon black typically
used is C45 or C65. The electrolyte composition is: salt (LiPF6), solvent (a
mixture of alkyl carbonates, such as ethylene carbonate (EC), propylene car-
bonate (PC), dimethyl carbonate (DMC) and diethyl carbonate (DEC)) and
additives (Vinylidene Carbonate (VC)).
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FIGURE 4.1: Pouch Li-ion cell pilot assembly line [141].
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TABLE 4.1: Battery cell manufacturing process summary in-
cluding material in- and outflow [9].

Manufacturing process Material

Electrode Manufacturing

Slurry mixing

+Active material

+Conductive agent

+Solvents

+Binder

Coating +Al/Cu foil

Drying -Solvents

Calendaring

Cutting +Remaining Al/Cu foil

Cell Assembly

Stacking/Winding

+Separator

+Adhesive tape

+Al/Cu tabs

Packaging (pouch/case) +Pouch foil/casing

Temporary sealing +Solvents

Drying

Filling -Remaining Al/Cu foil

Permanent seal

Formation
Formation

Cell testing
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(A) Aluminum foil.
(B) Copper foil.

FIGURE 4.2: Positive and negative electrodes substrate.

The main difference between materials used in anode and cathode slurry is
the active material. In anodes slurry the active material is typically graphite,
while in cathodes slurry it is a mix of various metals. In the cells used in this
work, the anode active material is graphite and the cathode active material is
Lithium Nickel Manganese Cobalt Oxide (LiNiMnCoO2 - NMC). Electrodes
used in this study are double-coated, which means that the slurry was ap-
plied on both sides of the current collector.
The whole assembly process was performed in a dry-room in order to limit

the amount of moisture in the manufactured cell. Similarly, all components
to be assembled in the cell, were kept in the dry-room for a sufficiently long
time in order to reduce the amount of moisture as much as possible.
Coated current collectors were punched in order to get the electrodes size of
about 130 mm x 185 mm suitable to manufacture A5 pouch cell format (about
150 mm x 210 mm). Two different punching machines were used for anodes
and cathodes in order to both avoid materials contamination and because
of different punching dimensions. In fact, the anodes surface is punched
slightly larger than cathodes (about 1 mm per side), as conventional in elec-
trodes design, in order to minimize lithium plating [5]. In fact, if more an-
ode surface is available, lithium-ion can more easily diffuse in the electrode,
rather than building a lithium metal deposit (lithium plating) on the anode
surface, that involves anode degradation.
Punched A5 electrodes were assembled according to the z-folding technique
typical of pouch cells. Also during stacking, the separator length is slightly
larger than the anode in order to make sure it will be able to avoid any contact
between electrodes present in the various layers. The separator composition
is: porous polyolefin membranes (polyethylene (PE), polypropylene (PP) and
their blends such as PE–PP and high-density polyethylene (HDPE)-ultrahigh
molecular polyethylene (UHMWPE)) or Ceramic separator. Before stacking
electrodes it is important to measure the average electrode thickness, as this
can vary due to the manufacturing process variability, and it will influence
the tension level to be applied to the separator during stacking, in order to
prevent bending. To measure electrodes thickness, an electrode expansion



4.1. Pouch cells manufacturing process 83

(A) High Performance Battery Separators
[20].

(B) Aluminium Laminated Film for Pouch
Cell Case [27].

FIGURE 4.3: Separator (A) and pouch bag film (B) rolls.

gauge is used. Another important parameter is the number of electrodes to
be stacked, as this will influence the final stack thickness. The number of
electrodes depends on the target capacity, and is always is an odd number as
the number on anodes is always one more than the number of cathodes. The
result of the stacking process is called stack.
After stacking, the cell terminals are trimmed to the right length, so that tabs
can be welded. Tabs are welded using ultrasonic welding, a technique that
uses ultrasonic waves or vibration to generate dynamic shear stress between
the contact regions of two surfaces. The friction between the moving contact
surfaces will produce heat that will locally melt both materials, thus a joint
formation will take place at the interface.
For what it concerns the pouch bag, it is originally a roll of plastic-coated
aluminum foil, that must be shaped according to the required size (Fig. 4.3b).

It is usually initially cut to the rough final dimension, and then it is cold
formed to create a certain thickness in order to be able to arrange the stack
inside. The thickness can vary according to the stack thickness. Once the
bag thickness has been defined, also the bag length and width are defined
by trimming away the excess material. Now the stack can be placed in the
pouch bag in order to be sealed. The sealing process is performed using
a pair of plates that will apply pressure and heat to a certain region of the
pouch bag, allowing its internal plastic layer to melt, and once cooled down
the two pouch bag layers will be bonded each other. This procedure is per-
formed for 3 of the 4 sides of the pouch bag. The last side is left open, as it
will be used as the gate to introduce electrolyte in the cell.
The amount of electrolyte to be introduced depends on the cell expected ca-
pacity. As explained, in order to avoid lithium plating, the anode surface
available in a cell is larger than the cathode surface. Also, the specific ca-
pacity of the anode active material (about 370 mAh/g) is usually larger than
the cathode active material (about 160 mAh/g). As the final cell capacity is
limited by the electrode that provides the less amount of capacity, in a cell
the limiting electrode is the cathode and the final cell capacity will be almost



84 Chapter 4. Pouch cells instrumentation

equal to the capacity provided by the cathode active material. Thus, accord-
ing to the cathode active material specific capacity, the weight of the cathode
coating material (computed as the difference between a coated foil and a not
coated foil), the percentage of active material present in the slurry (that is the
only material providing capacity to the electrode), and finally the number of
cathodes in the stack, the cell expected capacity can be computed. Then, a
quantity of electrolyte proportional to the cell capacity (ml/Ah or g/Ah) will
be inserted in the pouch bag through the side left open. Electrolyte filling is
performed in a chamber under vacuum and then the last bag side is sealed
using hot pressurized plates. With respect to the three previous sides, where
the sealing region is close to the stack location, the last side is sealed in the
pouch bag border. In this way, an empty region will be available next to the
stack. This region will be useful to collect gas produced during the formation
process and it will be finally trimmed away after degassing. So, after the last
sealing, the cell in completely sealed and can be moved outside the dry-room
as no contamination with the internal substances of the cell is possible any-
more. From now on it is important to avoid contact between the positive and
the negative tabs, thus it is useful to add an insulating protection cap to at
least one tab.
At this point the cell needs some rest to allow the electrolyte uniformly soak
in the electrodes. After a certain soaking time, the cell is ready to be formed.
A longer soaking time will allow a more uniform electrolyte distribution in
electrodes and thus a more performing cell. At this stage, the cell terminal
voltage will be approximately zero.
The formation process is the name given to the first charging and discharging
cycles, as during these cycles the majority of the SEI layer will be formed. In
order to have a stable and uniform SEI layer, it is important to use a low cur-
rent during cycling. During this initial cycling, some gas might be produced
from reactions happening, thus usually the test setup consists in using some
plates to apply a small pressure on the stack region, to avoid delamination
induced by the gas as thanks to the plates the gas will move towards the
empty region on the pouch bag. After formation, the degassing is performed
and to do so, again a chamber under vacuum is used. The equipment in the
chamber will make some holes in the pouch bag to allow the gas exit the bag,
and then hot pressurized plates will seal the pouch bag. This time the sealing
will be performed close to the stack location, thus at the end of this step the
final cell layout is obtained.
Before starting the actual testing and ageing, the cell capacity needs to be
stabilized. In fact, because in the first cycles the SEI layer is formed, the ac-
tual cell capacity is not properly defined yet and it may vary from a cycle to
another. It will usually take 3 to 5 charge-discharge cycles to get cells with a
certain capacity that, in the same cycling conditions (i.e. mainly same current
rate, temperature and ageing), will not vary. Now the cells are ready to be
used for further testing.
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4.2 External instrumentation procedure

External cells instrumentation is performed by using conventional pouch
cells (Fig. 4.4a) and bonding both the fibre optic temperature and strain sen-
sors on the cell surface. Li-ion NMC/graphite 5 Ah pouch cells were manu-
factured according to the conventional procedure. Then, the fibre optics are
first placed in the desired location on the cell surface and then bonded using
tape (Fig. 4.4b). This procedure is repeated twice, once for the temperature
sensor and once for the strain sensor. Then, in order to obtain a clean result,
the region around the fibres is bordered (Fig. 4.4c) and then the epoxy adhe-
sive in applied and let cured (Fig. 4.4d). In this work Araldite Fusion epoxy
adhesive was used. As shown in Fig. 4.4, one sensor was bonded to multi-
ple regions of the pouch cell. After the fibre has been firmly bonded to the
pouch cell surface it is important to identify the sensor length of each bonded
segment and the corresponding location with respect to the sensor starting
point (i.e. close to the connector) in order to be able to properly process the
acquired data. Thus, as explained for the calibration process, the touch to lo-
cate technique is used. Using the soldering iron tip, some localized heat is ap-
plied to the start and the end of each segment, and the corresponding sensor
length is noted down. In the external instrumentation layout, each segment
is about 130 mm long, as the cell width. This procedure is performed twice,
once for the temperature sensor and once for the strain sensor, and the two
sensors segments length and location is identified.

4.3 Internal instrumentation procedure

Internal cell instrumentation is a more complex task. In fact, it implies a
modification of the pouch cell manufacturing process, in order to be able to
properly place the temperature and strain fibre optic sensors inside the cell.
Because of the higher complexity, a simpler sensors layout was selected with
respect to the external sensing configuration, where sensors were bended and
bonded on multiple regions of the same cell. Thus for the internal sensing the
fibre optic sensors were placed straight from the tabs side to the bottom side,
for the whole cell length of 185 mm. The final instrumentation procedure
was defined as a consequence of a series of preliminary attempts and investi-
gations. In the following sections, a description of the preliminary feasibility
checks performed is presented, before the final implemented procedure.

4.3.1 Feasibility checks

Fibre optic sensor survival test in electrolyte

A first feasibility check consists in verifying that fibre optic exposure to
the electrolyte will not cause any damage to the fibre external coating. In
order to verify possible damage due to electrolyte contact, a portion of fi-
bre was placed in a bottle filled with electrolyte and was left inside for some
weeks. After few weeks the fibre surface was optically observed. To do so,
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(A) A5 pouch cell format dimensions.

(B) Sensors bonded to the cell surface with
tape.

(C) Bordered regions around the fibre.
(D) External instrumented cell.

FIGURE 4.4: External sensing instrumentation procedure.
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FIGURE 4.5: ZEISS Sigma scanning electron microscope (SEM).

the fibre was first removed from the electrolyte and let dry. The fibre was first
observed at the optical microscope, however for a clearer image, the observa-
tion was repeated at the SEM. The optical investigation was performed using
the scanning electron microscope (SEM) ZEISS Sigma (Fig. 4.5). In order to
be able to look at the fibre surface with the SEM, the investigated surface
must be conductive. Because the fibre surface is polyimide that is not con-
ductive, it is first necessary to deposit a thin platinum coating on the fibre
surface and this was done using a Cressington 208HR sputter coater (Fig. 4.6).
Results (Fig. 4.7) obtained using a ZEISS Sigma equipment showed no dam-
age on the fibre coating surface, except for small scratches produced by fibre
handling with tweezers. Thus obtained results showed no damage on the
fibre optic coating due to the electrolyte exposure.

Fibre optic sensor survival test in the sealing region

Once verified the fibre coating was able to survive the aggressive elec-
trolyte, a first version of instrumented cells was manufactured. In the very
first version of the instrumented pouch cells, a temperature and a strain sen-
sor were simply slided into a pouch cell stack. The stack was then sealed
according to the conventional procedure. The immediate result of this pro-
cess was a failure of the temperature sensor. In fact, even if the sleeve tube
that is outside the fibre optics is made of PTFE that is a very performing
polymer and is characterized by a high maximum operating temperature,
because during the sealing process hot pressurized plates are used to seal
the pouch bag, the polymer deflection temperature was exceeded, with the
consequence of a PTFE tube melting on the fibre optics in the sealing region.
This melted region (Fig. 4.8) involved the sensor to stop working. On the
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FIGURE 4.6: Cressington 208HR sputter coater.

FIGURE 4.7: SEM observation results after electrolyte exposure.
Only small scratches on fibre coating surface are visible.
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FIGURE 4.8: Melted PTFE tube in the sealing region.

contrary, the strain sensor output signal resulted to be very good, without
any effect on the signal quality.

As a consequence of this result, an improvement was implemented by
avoiding the presence of the PTFE tube in the sealing region. This result
can be achieved by cutting the PTFE tube only for the length necessary to
go across the whole pouch cell length, that is about 185 mm. Then, a strain
sensor is used and it is slided into the PTFE tube. In fact, as already demon-
strated in the calibration procedure, a strain sensor with an outer sleeve tube
applied in a certain region will act exactly as a temperature sensor in that
region. Thus, even if a strain sensor is used, this 185 mm region can be used
to sense temperature in the pouch cell. After this first improvement, the in-
strumented cell design consists in the scheme represented in Fig. 4.9.
The instrumented cells manufacturing according to the current design was

carried out proceeding with the next stages consisting in electrolyte filling
and final sealing. After a certain soaking time, the instrumented cells were
cycled to perform the formation cycle. Finally, the degassing and resealing
was performed. Before starting the actual testing, the cells capacity need to
be stabilized. It is known that, to get performing cells, the soaking time and
the formation stage should be slow enough to allow a uniform electrolyte
distribution in the stack and the formation of a stable SEI. Thus, because
the sensors presence was already introducing some modifications to the cells
normal behavior, in order to make sure to manufacture performing cells, the
soaking time duration used was one week, and the formation was performed
with a C/25 charging-discharging current. This ended up to take almost two
weeks to complete the manufacturing process. At the end of this process, the
sensors signal was acquired again. Unfortunately, after this time, the sensors
ended up to be no more working. In fact the data acquisition system was no
more able to identify the connected sensors, thus it was impossible to acquire
any signal.
In order to investigate this damage, an optical observation was conducted.
Three of the four pouch bag sides are sealed at 150 °C and 6 bar, except for
the tabs side where sealing parameters consist of 160 °C and 9 bar. Cells tabs
consist of a metal thin plate and a hot melting glue in the region that will
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FIGURE 4.9: Temperature sensor vs strain sensor slided into a
PTCE sleeve tube in the sensing region of interest in the pouch

cell.

be placed in the pouch cell sealing region. When pressurized hot plates are
used, both the tabs hot melting glue and the plastic inside the pouch bag will
melt and the bag will be sealed. Thus, due to the tabs presence on this side,
an higher temperature and pressure is applied in order to make sure the glue
will melt and the bag will be properly sealed. Thus, the more aggressive
sealing conditions happen of the tabs side. Optical observations show that
when the fibre is sealed in the aluminum bag at 160 °C and 9 bar, the fibre
coating results to be damaged. The fibre has first been observed at the opti-
cal microscope (Fig. 4.11) and then for a clearer image, the observation has
been repeated at the SEM (Fig. 4.12). Again in order to be able to look at the
fibre surface with the SEM, a thin film of conductive platinum was applied in
order to coat the fibre surface. Fig. 4.12 clearly shows evident cracks on the
fibre coating. This was considered to be the source of the fibre optic sensor
damage. The crack involved the sensor to work as soon as it was exposed
to the electrolyte, but it stopped working after some time because the elec-
trolyte soaked up to the fibre glass cladding, damaging it.
Other possible solutions were considered, such as the adoption of fusion
protection sleeves on the strain fibre in the sealing region. However, these
resulted to damage the pouch bag (Fig. 4.10).

Partial sealing layout

Finally, in order not to damage the sensors during the sealing process,
a partial sealing layout was adopted. This means that rather than simply
sealing the pouch bag on the four sides, the sealing regions were split into
sub-regions, in order to avoid having the sensors under the hot pressurized
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FIGURE 4.10: Pouch bag damaged by the fusion protection
sleeve.

(A) Focus on coating borders. (B) Focus on coating crack.

FIGURE 4.11: Optical microscope observation of the fibre coat-
ing after sealing.

(A) Damage on fibre coating after sealing. (B) Zoom on fibre coating crack.

FIGURE 4.12: Damage on fibre coating after sealing at 160 °C
and 9 bar.
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(A) Step #1: side 1. (B) Step #2: side 2 part 1. (C) Step #3: side 2 part 2.

(D) Step #4: side 3 part 1. (E) Step #5: side 3 part 2. (F) Step #6: side 4.

FIGURE 4.13: Procedure for pouch bag sealing with sensor.

sealing bars. Because in this layout the sensor in passing through the sealing
region only on the tabs sides and on the opposite side, these two regions were
split into sub-regions. In Fig. 4.13 the various steps of the sealing procedure
have been summarized. This sealing procedure allows to avoid damaging
the optic sensors with the sealing bars.
Using a partially sealed bag means an alternative way must be defined to
seal the bag in the not sealed regions. The solution was found in the use
of the Permabond ET514 glue, able to survive to the electrolyte. To verify
this glue ability to seal the bag, a dummy partially sealed pouch bag was
manufactured and was sealed with the glue. After 24 h, the pouch bag was
filled with electrolyte. After 1 week there was no leakage from the glued
regions, meaning the selected glue was suitable for this application.

Fibre optic sensor bonding on anode

Once the pouch bag sealing problem was solved, we can focus on the in-
strumented electrodes manufacturing. In fact, in order to be able to monitor
strain on electrodes, the strain fibre optic sensor must be bonded to the elec-
trode surface. In order to perform a low invasive operation, one electrode
per pouch cell was instrumented, and the choice was to measure strain on
the anode as, according to the literature [87], the highest volume change usu-
ally occurs in this location.
To find the best method to bond the strain fibre optic sensor on the anode
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surface, a few different options were considered. A first attempt was done
using epoxy glue. This material has been selected as it is commonly used to
bond fibre optic sensors on the substrate. A small portion of sensor, about
80 mm long was bonded on the anode surface, as shown in Fig. 4.14a. After
the glue was dry and cured, a smaller piece of anode was cut out of the large
one and it was put in a small bottle full of electrolyte, as shown in Fig. 4.14b.
The specimen was kept in the electrolyte for one week. After this test time,
the epoxy glue resulted to be swollen and the sensor resulted to be no more
bonded to the anode surface. Thus the epoxy glue resulted to be not suit-
able for this application. A second attempt was done using a binder solution
made by SBR and water-based solvent. SBR is a binder commonly used in
water based electrodes slurry, and it provides the sticky feature to the final
slurry. This material has been selected because it is already used in Li-ion bat-
teries and it successfully works as an adhesive. Again a portion of fibre was
bonded on the anode surface and exposed to electrolyte as shown in Fig. 4.15.
After one week of electrolyte exposure, the sensor was still bonded on the an-
ode surface. After this successful attempt, a final material was selected and
tested. As electrodes used in this work were made with NMP based binder
solution, a binder solution made by PVDF and NMP-based solvent was se-
lected as bonding material for this final attempt. In particular, rather than
only using the binder solution, that is the sticky component of the electrode
slurry, the complete slurry was used to bond the sensor on the surface. To
do so, some anode slurry was manufactured and then spread on the anode
surface to bond the sensor. Again, after the slurry was dry, the specimen was
exposed to electrolyte and the bonding test resulted to be successful. Among
the three methods, the last one using anode slurry was selected as the best
one because it was able to keep the sensor bonded on the anode surface even
after electrolyte exposure and at the same time it was the less invasive as it
was using the same material composition that was already present in the an-
ode. The anode slurry manufacturing procedure will be described more in
details in the next section.

Because in order to perform this third test, new anode slurry was manu-
factured, some additional checks were performed to verify that the material
structure was comparable to the original anode. Both the original anode coat-
ing and the new fibre optic sensor overcoating were observed at the SEM. The
SEM electrodes images shown in Fig. 4.16 have been obtained with the fol-
lowing settings: EHT = 5 kV, Signal = SE2 (secondary electrons), WD (work-
ing distance) = 10 mm, Magnification = 800 X, while the SEM fibre images
shown in Fig. 4.17 have been taken with a Magnification = 200 X. Fig. 4.16a
shows the original anode coating manufactured with the conventional pro-
cess by professionals on this topic. Fig. 4.16b shows the new anode that was
manufactured in order to bond the fibre optic sensor on the anode surface.
The comparison of the two images shows that the new manufactured anode
slurry has a structure that is very similar to the original anode thus the an-
ode slurry manufacturing process was successful. Fig. 4.17a and Fig. 4.17b
respectively show the fibre bonded on the anode surface before electrolyte
exposure and after electrolyte exposure. The comparison of the two images
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(A) Strain sensor bonded on anode using
epoxy glue.

(B) Strain sensor bonded on anode using
epoxy glue exposed to electrolyte.

FIGURE 4.14: First attempt to bond the strain sensor on the an-
ode surface using epoxy glue.

(A) Strain sensor bonded on anode using
SBR.

(B) Strain sensor bonded on anode using
SBR exposed to electrolyte.

FIGURE 4.15: Second attempt to bond the strain sensor on the
anode surface using SBR.
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(A) Original anode coating manufactured
with the conventional procedure. (B) New manufactured anode overcoating.

FIGURE 4.16: Comparison between anode original coating and
new overcoating.

(A) Fibre and overcoating before electrolyte
exposure.

(B) Fibre and overcoating after electrolyte
exposure.

FIGURE 4.17: Comparison between fibre and overcoating be-
fore and after electrolyte exposure.

shows that after being exposed to electrolyte, the overcoating is still able to
keep the fibre optic sensor bonded to the anode substrate.

4.3.2 Instrumented cells manufacturing process

Once the various manufacturing steps and corrections to be implemented
were defined, it is possible to proceed to the actual manufacturing of the
instrumented cells. As explained, for the bonding procedure it is necessary
to use some new anode slurry, thus a first very important step consist in the
anode slurry manufacturing.
The anode slurry preparation procedure can be summarized in the following
steps:

• First of all you need to prepare the binder solution. In the current work,
NMP-based binder solution was used. To prepare it you need 92% in
weight of 1-methyl 2-pyrrolidinone (NMP) solvent and 8% in weight
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TABLE 4.2: Anode slurry recipe components proportions.

Component State Percentage Amount

PVDF powder solid 6% of 50 g 3 g

NMP solvent liquid 69% of 50 g 34.5 g

Carbon black solid 2% of 50 g 1 g

Oxalic acid solid 0.17% of 50 g 0.085 g

Graphite solid 91.83% of 50 g 45.915 g

NMP solvent liquid 40% of 50 g 20 g

Total liquid content liquid 52.15% of 104.5 g 54.5 g

Total solid content solid 47.85% of 104.5 g 50 g

Total content liquid+solid 100% of 104.5 g 104.5 g

of PVDF powder. You need to mix it with an high-speed mixer until
you get a texture like a uniform gel, that means your binder solution is
ready.

• Now you can start to prepare the slurry. Prepare 91.83% of natural
graphite, 2% of Carbon black C65, 0.17% of Oxalic Acid. All tese com-
ponents are powders so you can mix them together.

• Add you the powder the PVDF solution and additional NMP in order
to get the right viscosity . It is important to always take note of the ac-
tual solid and liquid content you used during the preparation in order
to eventually be able to adjust it to get a final slurry solid content of
about 47%-51%. In fact, a rheology check (slurry viscosity) is important
as it influences the slurry coating performance: if the slurry viscosity is
too high, than the coating layer once dried will not stay flat, but it will
bend; on the contrary if the slurry viscosity is too low it will not stay on
the current collector and it will drain away.

• Again use a high-speed mixer to get a uniform slurry.

In the mixing process, sometimes vacuum can be used (if there is the pres-
ence of bubbles), especially towards the end of the mixing process. Some-
times, the slurry can be heated up and put under vacuum in order to get the
right viscosity. The components proportions to prepare the anode slurry are
summarized in Tab. 4.2.

This manufactured slurry can now be used to bond the fibre sensors on
the anode surface. The sensors location was defined according to the scheme
in Fig. 4.19. As shown in Fig. 4.20, the bonding procedure consists in apply-
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(A) NMP solution mixing. (B) Slurry mixing. (C) Final slurry.

FIGURE 4.18: Slurry manufacturing procedure.

FIGURE 4.19: Instrumented anode scheme.
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(A) Step #1. (B) Step #2. (C) Step #3.

FIGURE 4.20: Procedure for sensor overcoating.

(A) Step #1. (B) Step #2.
(C) Step #3.

FIGURE 4.21: Procedure for conventional anode removal from
the pouch stack.

ing some tape to hold in the sensor in position, then to apply some borders to
limit the slurry to spread all over the anode surface and finally to use a coat-
ing machine to spread the slurry on the sensor. To let the NMP based slurry
dry, it is necessary to use an hot plate set to 80 °C. It will take about 20 min-
utes to get it completely dry. Once the instrumented anode has been man-
ufactured it can be used to replace a conventional anode in a pouch stack.
Thus, as shown in Fig. 4.21, one conventional anode was extracted from a
stack and it was replaced with an instrumented anode.
The result is a stack with one anode instrumented with a strain fibre optic

sensor (Fig. 4.22). The stack will then go through the conventional tabs weld-
ing process (Fig. 4.23). After tabs welding, the temperature fibre optic sensor
is slided inside the stack, close to the strain sensor. Then the stack is sealed in
the pouch bag (Fig. 4.24) according to the defined procedure (Fig. 4.13) and
the gates on the tabs side and the opposite side are sealed with glue. The
glue is let cured for 24 h before performing the electrolyte filling (Fig. 4.25)
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(A) . (B) .

FIGURE 4.22: Procedure for instrumented anode insertion in
pouch stack.

and the final sealing. Thus the instrumented cell manufacturing process is
completed (Fig. 4.26).
As for the externally instrumented cells, also in this case after the cell was
completed the touch to locate technique is used to identify the sensor region
located in the pouch cell. Four instrumented cells were manufactured and
results are summarized in Tab. 4.3. The manufactured cells were then placed
in a properly designed test rig (Fig. 4.27). The test rig structure is made by
plexiglass plates and brass connectors. It can be placed in the climatic cham-
ber and be easily connected to the cells cycler. The cycler is the equipment
used to apply user defined charging and discharging profiles and cycles to
cells under test.
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(A) Step #1. (B) Step #2. (C) Step #3.

FIGURE 4.23: Instrumented pouch stack tabs welding.

(A) Instrumented cell before sealing.

(B) After sealing and gluing.

FIGURE 4.24: Manufactured instrumented cell with fibre optic
sensor after assembly and sealing.
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(A) Cell holder.

(B) Sealing equipment.

FIGURE 4.25: Instrumented cell electrolyte filling.

FIGURE 4.26: Instrumented cell with fibre optic sensor at the
end of the manufacturing process.
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FIGURE 4.27: Instrumented cells test rig.

TABLE 4.3: Instrumented Cells Test Layout.

Quantity Sensor SN LUNA
FOS ch

Section
start (m)

Section
end (m)

Cell #

Temperature FS02019LUNA008885 1 1.955 2.140 6

Strain FS02019LUNA060878 5 1.935 2.120 6

Temperature FS02019LUNA008883 4 1.950 2.135 7

Strain FS02019LUNA060851 8 1.945 2.130 7

Temperature FS02019LUNA008884 2 1.965 2.150 8

Strain FS02019LUNA060872 6 1.940 2.125 8

Temperature FS02019LUNA008886 3 1.960 2.145 9

Strain FS02019LUNA060857 7 1.950 2.135 9
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Chapter 5

Cells characterization results

5.1 Manufacturing results

In the end of Section 4.3.2 the manufactured instrumented cells were ac-
commodated in a properly designed test rig that can be placed in the climatic
chamber and be easily connected to the cells cycler. In this Chapter, the cells
testing results are presented.
First the four cells in the test rig were placed in a climatic chamber at 25 °C
and were connected to four different channels of the cycler. When cells are
connected to the cycler, if no user profile is applied, a little amount of current,
either positive or negative, flows. In the cycler convention, a positive current
means charging and a negative current means discharging. Fig. 5.1 shows
that even if this current is positive, as for example for cells #7 and #8, the
voltage measured at the cell terminals tends to decrease rather than increas-
ing, as it would be expected to happen in charging conditions. This happens
after electrolyte filling, during soaking.
After soaking, the first cycling of a cell is called formation cycle, as during

this cycle the majority of the SEI layer is formed. During formation, cells were
charged according to a CC-CV protocol at 0.5 A (C/10), and then discharged
at the same current rate. Fig. 5.2 shows the output result of this process for
the four manufactured cells. It can be clearly seen that the voltage, initially
about 0 V, increases up to the charging voltage limit of 4.2 V. After a rest pe-
riod, the cell is discharged up to the cutoff voltage of 2.5 V. After the first
formation cycle, the cell capacity is not stable and constant yet, but it will
very from a cycle to another due to SEI formation. Thus the formation cycle
is usually followed by 3 to 5 cycles called stabilization cycles. During sta-
bilization, cells were charged according to a CC-CV protocol at 2.5 A (C/2),
and then discharged at the same current rate. The result of the stabilization
cycles is also shown in Fig. 5.2. The figure clearly shows that the four cells
plot do not perfectly overlap. This means that the actual cells capacity is dif-
ferent thus the time period needed to reach the charging voltage limit and
the cutoff voltage is different. As the four cells were cycled at the same cur-
rent rate, longer times imply larger capacity, thus cell #6 presents the smallest
capacity and cell #8 presents the largest capacity. This difference in capacity
is due to differences in the manufacturing process. In conclusion, results ob-
tained from the manufacturing process show that the cells behaviour is in
line with expected results in terms of voltage profile, thus the instrumented
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FIGURE 5.1: Cells voltage comparison after electrolyte filling
and before formation.

cells manufacturing was successful.

5.2 Characterization results comparison

In order to evaluate the instrumented cells performance, after stabiliza-
tion these cells went through a characterization process. In this process, in-
strumented cells performance were compared with conventional cells. Some
of the characterization techniques presented in Section 1.3 were applied to
characterize both internally instrumented and not instrumented cells to check
the impact of sensors in the cells.
First the EIS characterization test was performed. In order to perform EIS
analysis, a Solartron potentiostat with a 2 A current booster was used. Fig. 5.3
shows the cell voltage during the EIS test. The cell is first charged to 100% SOC
and the first EIS measurement is performed. The cells is then discharged to
95% SOC and the EIS is measurement is performed again. This procedure is
repeated by moving respectively to 75% SOC, 50% SOC, 25% SOC, 5% SOC
and finally 0% SOC. To do this, a cycler is used to periodically discharge the
cell to a certain SOC and a potentiostat is used to periodically perform the
EIS measurement.

Before performing the EIS measurement, it is important to select the cur-
rent amplitude to be applied in order to get a good signal. When performing
the EIS measurement, a current sine sweep with increasing amplitude is ap-
plied. The current amplitude increases up to a current amplitude limit that
must be defined by the user. The user imposes a current limit I that defines



5.2. Characterization results comparison 105

FIGURE 5.2: Cells voltage comparison during formation and
stabilization.

FIGURE 5.3: Cell voltage during EIS.
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FIGURE 5.4: Cells voltage comparison during EIS.

the maximum applied current amplitude Î, according to Eq. 5.1.

Î = I ·
√

2 (5.1)

In the EIS test, the cell impedance is measured in a certain range of fre-
quencies. In order to acquire the right impedance value, it is important to
be in the linearity range that is the range in which current is linearly propor-
tional to voltage, thus their ratio is constant. Applying a low current guaran-
tees to be in the linearity range. However, if the current applied is too low, the
result will be noisy as the signal to noise ratio (SNR) will be small. Thus it is
important to identify a current amplitude to be applied that is small enough
to be in the linearity range and large enough to have a good SNR. Fig. 5.5
shows a comparison of the impedance obtained at various current levels.
It is usually suggested to start from a current of C/20, that for these cells
corresponds to 250 mA. The impedance output is acquired and then the cur-
rent is gradually increased respectively to 500 mA, 1000 mA and 1400 mA.
The current 1400 mA represents the maximum current that can be selected
on the equipment used, as the maximum current is 2000 mA (= 1400 ·

√
2).

Fig. 5.5 shows that the impedance profile obtained at the various current lev-
els doesn’t vary, which means that even when the maximum current is ap-
plied, the output is always in the linearity range. Furthermore, the 250 mA
output results to be mode noisy and it is very evident in the circular region.
The output improves at 500 mA and finally both the 1000 mA and 1400 mA
current levels present a good SNR. Thus the 1000 mA current was selected
for the actual EIS test as it can guarantee a good output. During the EIS
measurement, a current sweep from 100 kHz to 100 mHz is applied and the
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FIGURE 5.5: EIS output at various current amplitude.

test duration is about 60 seconds. The EIS test results are shown in Fig. 5.6
at various SOC levels. It is possible to observe that at the various frequen-
cies, the not instrumented cells impedance is lower that the instrumented
cells impedance. This means the DFOS introduced in the cell produced a
modification of cells performance. These differences are visible especially
at high and low SOC, respectively 100% SOC and 25 % SOC. However, the
impedance measured in instrumented cells in the whole frequency range is
comparable to impedance of not instrumented cells thus again the results can
be considered successful.

Then the IC-DV test was performed. In this test cells were cycled at a
current rate of C/25. The post-processing of data acquired in this low cur-
rent charge and discharge cycles allowed to build the IC and the DV curves.
Results obtained are shown in Fig. 5.7 and Fig. 5.8. Results obtained for in-
strumented cells are comparable with results from not instrumented cells, as
peaks position and amplitude is aligned in both results. The main change is a
slight capacity difference, visible in Fig. 5.8, again due to the sensor presence.
Thus also the IC and DV result for instrumented cells was successful as no
major differences were identified in results obtained between instrumented
and not instrumented cells.

Finally, the HPPC test was performed. In this test the cell resistance is
measured at various SOC levels. The test results are shown in Fig. 5.9. Re-
sults show that cells resistance of instrumented and not instrumented cells is
consistent in the whole SOC range. The main difference is at low SOC were
the instrumented cells resistance results to the higher.
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FIGURE 5.6: EIS curve comparison between internally instru-
mented and not instrumented cells.

FIGURE 5.7: IC curve comparison between internally instru-
mented and not instrumented cells.
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FIGURE 5.8: DV curve comparison between internally instru-
mented and not instrumented cells.
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FIGURE 5.9: HPPC resistance comparison between internally
instrumented and not instrumented cells.
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In conclusion, characterization results obtained from the various charac-
terization techniques implemented are consistent each other. They all show
that instrumented cells capacity is slightly lower than capacity of cells man-
ufactured according to the conventional procedure. Furthermore they show
that instrumented cells impedance is slightly larger than conventional cells
impedance, especially at low SOC levels. The characterization results ob-
tained are satisfying, thus it is possible to proceed to further testing. Testing
results are presented in Chapter 6.

5.3 Post-mortem analysis

After testing (Chapter 6), a post-mortem analysis was performed on in-
strumented cells in order to verify what happened in the electrodes region
in contact with the fibre optic sensor. In order to perform the post-mortem
analysis, the cell needs to be opened and disassembled. The whole proce-
dure must be carried out in a glove-box with a low moisture content in order
to avoid HF (Hydrofluoric acid) formation. In this procedure, great attention
must be paid in avoiding to spread electrolyte in the operating area, as it is
highly corrosive, and in avoiding to let anodes and cathodes touch each other
in order to avoid short circuits.
The first step consists in preparing all necessary tools and introducing them
in the glove-box through the antechamber. Once everything is ready inside
the chamber, it is possible to start the procedure to open the cell. First it must
be identified clearly and carefully where to cut the cell in order not to damage
the stack. To cut the cell, ceramic scissors should be used, in order not to cre-
ate electrical contact among the various layers touching the scissors. The cell
borders should be cut on 3 sides, except for the tabs side. Once opened, the
electrolyte should be squeezed out from the cell and collected in a glass bot-
tle. The bottle filled with electrolyte should be immediately sealed in order to
avoid contamination of the glove-box atmosphere. Once the electrolyte has
been removed from the cell stack, the last side must be cut. To do so, the tabs
location must be identified and a ceramic knife should be used to cut the ter-
minals inside the pouch bag. When doing this, a small portion of not-coated
current collector should be saved, in order to be able to easily distinguish af-
terwards if a certain electrode is an anode or a cathode. The stack can finally
be removed from the external pouch bag. The stack closure is a polyimide
green tape that locks the end part of the separator. This tape can be removed
using plastic tweezers. Now the separator can be unwrapped and the pos-
itive and negative electrodes can be put apart. The electrodes should be let
dry in the glove-box and then put in a sealed plastic bag and removed from
the glove-box.
The disassembled electrodes can be used for SEM analysis in order to identify
possible alterations with respect to normal conditions. SEM samples must be
completely dry, in order to avoid equipment damage. Thus the disassembled
electrodes should be put in a fume hood to let them dry completely. Now the
electrodes can be cut and a small portion can be used as SEM sample for anal-
ysis. Similarly, an analysis of the extracted electrolyte can be performed by
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dropping some drops on the carbon tape of a SEM sample holder. An SEM
analysis of electrodes surface and electrolyte from both instrumented and
not instrumented cells was carried out. The SEM equipment also allowed to
perform energy dispersive X-ray spectroscopy (EDS) to investigate material
elementary composition. Results showed no difference in electrodes surfaces
and electrolyte composition of instrumented and not instrumented cells.
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Chapter 6

Experimental tests

6.1 Data acquisition system

Both instrumented and not instrumented pouch cells were tested and
aged using cyclers. Cyclers can be used to apply user defined charging
and discharging profiles to battery cells in order to characterize them, to
test performance and to induce ageing. According to the equipment avail-
ability, various cyclers were used for testing activities, such as MACCOR
battery test system, Bitrode, Digatron and Chroma 17020 battery pack tester
(equipped with one charge/discharge controller 69200-1, two regenerative
charge/discharge testers 69225-60-4, one data communication unit A692000
and one DC/AC bi-directional converter A691101). All tests were performed
in climatic chambers, either Espec or Vötsch Technik VT3050. Climatic cham-
bers allow to both perform tests in temperature controlled conditions but also
to protect the external environment from potential hazards related to cells.
The optical sensors signal was acquired using the optical distributed sensors
interrogator LUNA ODiSI-B and the fibre optic switch LUNA FOS 008. The
thermocouples signal was acquired using the NI cDAQ 9174 and the NI 9213
module.

6.2 DFOS signals data analysis

In Section 3.2.3, the preliminary data analysis procedure applied to all
data sets was explained. At the end of that procedure, the each data set con-
sists of a matrix of size M”xN per channel, where N is the number of gauges
and M” is the number of time instants. M” is the same for all channels that are
acquiring the output signal from sensors bonded on the same system, that is
the pouch cell, as sensors output signals were synchronized. Thus from now
on, the data analysis will be carried out at the same time on both sensors
bonded on the same pouch cell, which means one temperature sensor and
one strain sensor. The main steps of the following data analysis procedure
are summarized here:

• Step 1: Select the sensing regions of interest along each sensor, using the
information from the touch to locate procedure.
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FIGURE 6.1: Testing setup: climatic chamber, cells cycler, dis-
tributed fibre optic sensors interrogator, thermocouples.

• Step 2: Align the sensing regions of interest of sensor bonded on the
same cell in order to have a correspondence between the temperature
DFOS and the strain DFOS output signal in each bonded section.

• Step 3: Perform signals decoupling.

• Step 4: Use calibration coefficients to convert frequency shift into a
physical quantity variation.

• Step 5: Apply the tare to each acquisition by subtracting the value of the
first acquisition on both temperature and strain sensors.

• Step 6: Synchronize DFOS acquisitions with thermocouples acquisi-
tions.

• Step 7: Synchronize DFOS acquisitions with cycler acquisitions.

• Step 8: Post-process the time intervals of interest to produce graphical
results.

In the following sections, the main graphical results obtained from the testing
activity and the data analysis procedure are presented. The test flow used
for both external and internal sensing is summarized in Fig. 6.2. Each test
consist in charging the cell, having a rest period were no current is applied in
order to let the cell recover, discharging the cell and having a last rest period.
This flow, at a set temperature, is repeated changing the current rate from
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FIGURE 6.2: Cells testing at various temperature and current
rate test flow.

FIGURE 6.3: Cells ageing test flow.

1C to 5C. Finally, the chamber temperature is set to a different value, going
from 10 °C to 40 °C, and the flow is performed again. Then, cells ageing is
performed at constant temperature and current, respectively 25 °C and 3C
(according to Fig. 6.3), and cells are cycled over 50 cycles.

6.3 External sensing testing

In this section, results from DFOS external instrumented cells are pre-
sented. These results are compared with data acquired from point sensors.
Fig. 6.5 shows temperature sensors output. These results allow to validate re-
sults obtained from optical sensors, as the output from optical and electrical
sensors is consistent, taking into account the sensors accuracy. These results
also allow to highlight point sensors limitations in the information provided
in order to investigate the observed phenomenon. In fact, point sensor only
allow to monitor what happens in a certain localized region, thus if a certain
phenomenon happens somewhere in the nearby, the point sensor is not able
to detect this variation. On the contrary, temperature DFOS provide results



116 Chapter 6. Experimental tests

FIGURE 6.4: Sensing sections on external instrumented cells.

on a wider region.
Cells were cycled at 1C, 3C and 5C at 10 °C, 25 °C and 40 °C. During the
cell cycling, external temperature experience variations of 3 °C, 7 °C e 13 °C
respectively in 1C, 3C and 5C tests. No evident variations in the external
temperature trend are shown when the cell is cycled at different ambient
temperature. Fig. 6.6 shows the temperature distribution along the cell pro-
file in one of this testing conditions. The temperature profile results to be
quite uniform in the central region and to decrease in the cell sides.
Also the strain distribution measured along the surface is quite uniform,
maximum values of about 300 µε are recorded (Fig. 6.7). Both temperature
and strain trend follow the cell behaviour in operating conditions, especially
at 3C and 5C (Fig. 6.8). Strain follows the same trend as temperature, mean-
ing that strain measured in mainly due to thermal expansion.

6.4 Internal sensing testing

In this section, results from DFOS internal instrumented cells are pre-
sented.
Fig. 6.9 shows results of formation and stabilization cycles of one instru-
mented pouch cell. Strain measured on the electrode follows the same trend
as the voltage measured on the cell terminals in the CC charging phase, thus
the strain DFOS is able to catch strain due to Li-ions intercalation and de-
intercalation. On the contrary, strain measured on the cell surface follows
the same trend as the external temperature, thus it mainly consists in ther-
mal strain. Fig. 6.10 is a zoom of Fig. 6.9 on one stabilization cycle. It shows
that strain on the anode increases in the CC charging stage and decreases
in the CV charging stage. This happens because the current flowing in the
two stages is different. As explained in Section 1.3, during charging Li+ ions
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FIGURE 6.5: Point versus distributed experimental temperature
measurement: evolution in time.

FIGURE 6.6: Point versus distributed experimental temperature
measurement: evolution in space.
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FIGURE 6.7: Distributed experimental strain measurement:
evolution in space.

FIGURE 6.8: Distributed experimental temperature and strain
measurement: evolution in time.
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FIGURE 6.9: Formation and stabilization cycles of one instru-
mented pouch cell.

leave the positive electrode and intercalate into the negative electrode. This
means that during charging that the anode active material must accept the
Li+ ions and host them thus the stress in the anode will increase. When Li+

ions intercalate, they first enter the anode surface and then slowly diffuse into
the anode thickness in order to fill the empty spaces available. This diffusion
process takes some time. In the CC phase current is constant thus a constant
amount of Li+ ions is flowing into the anode producing a stress level that is
linearly increasing. Then, in the CV phase, the current flowing is decreasing,
but still Li+ ions are moving to the anode thus the number of Li+ ions in the
anode is increasing. The reason why the stress level in the CV phase is de-
creasing is due to the fact that, because the current flow is reduced, Li+ ions
have more time to diffuse and rearrange into the anode. In the discharging
phase, Li+ ions leave the negative electrode, thus the stress level decreases.

The trend of internal temperature measured follows quite well the overall
trend of external temperature. Internal temperature results to be about 2 °C
higher than external temperature. Internal temperature sensor output results
to be quite noisy as measured temperature variations are close to the sensor
accuracy.

After formation and stabilization, the cells were cycled at 3 different tem-
peratures and with 3 different currents in order to record what happens to
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FIGURE 6.10: Zoom on one stabilization cycle of one instru-
mented pouch cell.

strain and temperature in various operating conditions. The cells were cy-
cled at 10 °C, 25 °C and 40 °C with a current of 1C, 3C and 5C. The temper-
ature results obtained are shown in Fig. 6.11a, 6.11b and 6.11c. It is possible
to clearly observe that internal temperature sensor are much more reactive to
temperature variation. In fact, as soon as current starts to flow, the internal
temperature sensor records a temperature increment, while it takes longer
for the external sensors to react. In all temperature and current conditions it
is possible to clearly identify this delay.

The cells were cycled for 50 cycles. Focusing on the hottest point dur-
ing cycling it is possible to observe an evident variation of the hottest point
within one cycle but no variation with ageing. When the cell in charging, the
cell hottest region is the bottom region of the cell, while during discharging
the cell hottest region is the top region of the cell. This trend is confirmed
from the temperature measurements acquired from both external TC and in-
ternal T-DFOS. Cells location are named from 1 to 7 respectively from top
to the bottom of the cell. From Fig. 6.12 it is possible to observe that when
current is positive (charging phase) the maximum temperature is in location
5 (bottom of the cell), while when current is negative (discharging phase) the
maximum temperature is in location 2 (top of the cell). This trend is repeated
over cycling and no differences in the hottest point are highlighted with age-
ing.

No additional information come from strain sensors as during cycling the
sensor separated from the anode surface, thus it was no more able to record



6.4. Internal sensing testing 121

(A) Cycling @ 25 °C.

(B) Cycling @ 40 °C.

(C) Cycling @ 10 °C.

FIGURE 6.11: Cycling at 1C, 3C, 5C @ 25, 40, 10 °C.
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FIGURE 6.12: Tmax location during cycling.

strain variations. The strain sensor separation from the cell anode was not ex-
pected to happen. The bonding technique was proven to work on a dummy
cell at beginning of life (BoL), however it was not investigated over cycling.
In the implementation in an actual working cell the bonding procedure re-
sulted to be suitable for the first cycles, however it was not able to withstand
the following ones. The bonding failure is mainly to be attributed to the mis-
match between the anode and the optic sensor thermal expansion coefficient.
The bonding procedure was performed at room temperature, at about 20-
23 °C. Similarly, the cells formation and stabilization cycles were performed
at 25 °C. In these cycles the bonded strain sensor was able to withstand both
the strain variation due to Li-ions intercalation/de-intercalation in the anode
and the mismatch between the anode and sensor thermal expansion induced
by the cell internally generated heat and the temperature variation over cy-
cling. However, after this initial stage at constant ambient temperature, the
cells were exposed to an environmental temperature cycle over a wide tem-
perature range (10 °C to 40 °C). In this condition, the thermal expansion mis-
match between the sensor and the substrate was enhanced and caused the
sensor separation from the anode. The strain sensor signal was still readable,
meaning that no sensor damage occurred over cycling, however as it was
no more bonded to the surface, it was no more able to monitor strain. This
bonding failure suggests that in a future installation, the bonding procedure
defined should be performed at a temperature that is as close as possible
to be testing temperature and that testing should be performed at constant
environmental temperature.
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Chapter 7

Conclusions

7.1 Comparison of previous literature studies

In the present work, the conditions summarized in Fig. 7.1 were studied,
implemented and analyzed. Results obtained from testing activities are here
compared with results from the literature, reviewed and summarized.
As anticipated in [118], one fibre optic sensor was used to monitor multiple
cells in the external sensing configuration.
As investigated by [118], pouch cells were internally instrumented with FO
sensors characterized by an external diameter of 125 µm, as this allows to in-
troduce a low invasive modification in the manufacturing process and thus
to reduce risk of moisture ingress into the cell and electrolyte egress out of
the cell. As in [118], the FO was placed in the middle layer of the stack, in
order to avoid further curvature when exiting the pouch cell. As in [118] the
instrumented electrode was the anode. In [118] the FO was bonded to the
anode surface using SBR, as it was also used in the anode slurry of the pouch
cells used within that work. On the contrary, the anode slurry of pouch cells
used in this work was made with PVDF, as it was NMP based, thus it was
selected as a better and more effective choice. With respect to [118], in the
instrumented cells manufacturing process there was no need to use any ad-
ditional protective heat seal film to properly seal the bag. On the contrary,
in order to avoid to damage the sensor, the sealing region overlapped with
the sensor was not sealed with the conventional pressurized hot plates of the
sealing machine, but a partial sealing was performed and the remaining re-
gion was sealed using some structural glue.
Temperature results show that, as in [103], temperature-DFOS have an faster
response time with respect to K-type thermocouples.
Stain results in [140] showed that using FBGs bonded to the pouch cells
surface it was possible to monitor strain evolution during cycling. On the
contrary, in this study it was not possible to detect strain variation with
externally mounted strain-DFOS, and it was only possible with internally
mounted sensors. As explained by [118], this difference can be attributed to
the fact that the internal FO sensor is bonded to the anode that is character-
ized by a much smaller thermal expansion coefficient than the pouch bag,
thus it is less sensitive to temperature changes. As in [118], the strain sensor
results show repeatable wavelength shift versus SOC curves for discharging
in the whole SOC range and during charging only in the constant current
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FIGURE 7.1: Summary of conditions studied in the present
work.

range, while in the charging constant voltage range, the wavelength shift is
no more representative of the SOC.

7.2 Implications of the work

Further conclusions can be derived from the experimental tests results:

• The Proof of concept was successful, showing that is is possible to use
DFOS to manufacture instrumented cells, never done before, having
performance comparable with conventional cell.

• Distributed fibre optic sensors have been effectively used to monitor
temperature and strain in pouch cells. An instrumentation procedure
was defined and signals were acquired continuously during cycling,
thus an in-situ in-operando monitoring was performed.

• Temperature distributed fibre optic sensors were able to monitor the
cell behavior during the whole testing duration. On the contrary, strain
distributed fibre optic sensors were able to monitor the cell behavior
during the initial testing duration, but after the first cycles, the sensor
separated from the anode surface thus it was no more able to detect
strain variations.

• No evident temperature or strain peaks distribution was highlighted in
the experimental tests performed.

There results can be analyzed to implement some improvements in future
works:

• Fibre sensors can not only be used to monitor strain and temperature
distributed signals. They can also be coated with different materials
in order to detect different elements and compounds. Thus, they can
be used as chemical sensors. Once the procedure to instrument cell
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has been developed and validated, new kind of sensors based on fibre
optics, can be investigated and developed.

• The fibre optic sensor can be coated on the current collector directly
during the manufacturing process. This might be less invasive and
might produce a lower impact in the instrumented cells performance.

• It might be worth inducing further ageing to instrumented cells to eval-
uate if when more ageing occurs the temperature and strain distribu-
tion changes along the cell profile. Ageing can be induced by cycling
at lower temperature and higher C-rate in order to accelerate ageing
mechanisms to happen. DFOS output signal can be correlated with
information on the cell state deriving from cells characterization tech-
niques. As explained in Section 1.3.3, various characterization tech-
niques are currently used to investigate the state of a battery and they
are mainly implemented off-board. As DFOS are installed on-board
and provide a real-time information on the cell condition, having a cor-
relation between ageing mechanisms and DFOS output signals would
allow to perform an on-board detection of cells abnormal behaviour
and to preventively intervene to avoid further damage of the battery
pack.

• As already presented in [118], where pouch cells were instrumented
with temperature and strain FBGs, instrumented cells can be used as
a substitute of some conventional cells in battery modules and packs.
This is the reason why it is very important that these instrumented cells
have performance comparable to conventional cells. In a battery mod-
ule, instrumented cells would provide additional information of the
condition of cells that experienced similar working conditions, as they
are all located in a certain region of the battery pack, they are subjected
to a similar surrounding temperature, mechanical vibration and power
request. Thus, after the study performed at cell level, a module level
study should be performed.
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