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Abstract
In this study, we optimise two types of multi-stream configurations (a T-junction and a flow-focusing design) to generate a 
homogeneous extensional flow within a well-defined region. The former is used to generate a stagnation point flow allowing 
molecules to accumulate significant strain, which has been found very useful for performing elongational studies. The latter 
relies on the presence of opposing lateral streams to shape a main stream and generate a strong region of extension in which 
the shearing effects of fluid–wall interactions are reduced near the region of interest. The optimisations are performed in two 
(2D) and three dimensions (3D) under creeping flow conditions for Newtonian fluid flow. It is demonstrated that in contrast 
with the classical-shaped geometries, the optimised designs are able to generate a well-defined region of homogeneous exten-
sion. The operational limits of the obtained 3D optimised configurations are investigated in terms of Weissenberg number 
for both constant viscosity and shear-thinning viscoelastic fluids. Additionally, for the 3D optimised flow-focusing device, 
the operational limits are investigated in terms of increasing Reynolds number and for a range of velocity ratios between the 
opposing lateral streams and the main stream. For all obtained 3D optimised multi-stream configurations, we perform the 
experimental validation considering a Newtonian fluid flow. Our results show good agreement with the numerical study, 
reproducing the desired kinematics for which the designs are optimised.

Keywords Extensional flow · Optimisation · Flow-focusing · T-Junction · Multi-stream devices · Viscoelastic fluids

1 Introduction

A great number of industrial and scientific fields require 
applications that can provide meaningful and accurate infor-
mation on the mechanical properties of the fluids employed 
in their daily processes, which are often characterised by a 
complex microstructure. Microfluidic devices bring about a 
number of features that makes them a very attractive choice 

as a platform for monitoring the fluid behaviour and their 
mechanical properties (Oliveira et al. 2012a). Most impor-
tantly, the characteristic small-length scales which microflu-
idic devices operate (1–1000 μm ) provide high surface-to-
volume ratios, thus enhancing some mechanical properties 
of the fluids and/or samples of interest, compared to mac-
roscale flows. This offers the ability to perform in-depth 
studies, such as the characterisation of the elastic behaviour 
of viscoelastic fluids and the investigation of responses of 
particles, cells, and molecules. Indeed, lab-on-a-chip devices 
have been recognised for their potential to provide meaning-
ful measurements in the context of rheological studies of 
complex fluids (Pipe and McKinley 2009), offering advan-
tages towards their investigation and characterisation, under 
both shear and extensional deformation.

For studies related to extensional rheological flows of 
complex fluids, several micro-fabricated designs have been 
suggested as promising platforms for evaluating exten-
sional material functions such as the extensional viscosity 
(Galindo-Rosales et al. 2013; Haward 2016). In contrast with 
Newtonian fluids, for viscoelastic fluids, the flow resistance 
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can increase dramatically and in a highly non-linear manner 
as the strain-rate increases (Gaudet and McKinley 1998). 
This makes the evaluation of extensional viscosity highly 
desired. However, this task has been very difficult and with 
limited practical success achieved (Haward 2016). The 
majority of the configurations proposed attempt to generate 
the appropriate flow conditions, by exploiting geometrical or 
hydrodynamic characteristics, that will result in a homoge-
neous extensional flow. Thus, the extension rate applied on 
a fluid element can ideally be considered as constant both in 
space and time, allowing for accurate measurements of the 
extensional viscosity (Walters 1975). This follows a similar 
principle as employed in shear rheometry, where a homo-
geneous shear rate is sought and measurements of the shear 
viscosity of a fluid are ideally performed when the flow is 
viscometric. Moreover, in a recent review by du Roure et al. 
(2019), the authors highlight the potential of well-designed 
configurations that offer an increased and accurate flow 
control in the context of studies related to the dynamics of 
flexible fibres.

The microfluidic designs proposed for studying exten-
sional flows can be distinguished in two categories, namely 
the single-stream and multi-stream designs. The former 
refers to designs that control a single fluid stream employing 
only one inlet and one outlet such as contraction, expansion, 
and contraction/expansion flows (Rodd et al. 2005; Oliveira 
et al. 2007; Zografos et al. 2016). The term multi-stream 
refers to designs that manipulate more than one fluid stream 
by incorporating more than one inlet and/or outlet. All the 
designs proposed in this study belong to this latter category.

Multi-stream configurations enjoy great popularity in 
studies related to polymer solutions, multi-phase systems, 

bio-fluids, and cell responses (Haward 2016). This includes 
designs such as cross-slots, T-junctions, and flow-focusing 
configurations. To date, the use of cross-slot geometries 
has found great success and has been widely used both in 
numerical (Poole et al. 2007; Afonso et al. 2010; Cruz et al. 
2016; Zografos et al. 2018) and experimental (Arratia et al. 
2006; Dylla-Spears et al. 2010; Gossett et al. 2012b; Haward 
et al. 2012a; Burshtein et al. 2017; Abed et al. 2017) studies 
related to Newtonian flows, viscoelastic flows, and single-
molecule/single-cell responses, due to the fact that they 
are able to generate strong extensional flows exploiting the 
presence of the stagnation point (SP). Moreover, improved 
counterparts have also been proposed employing optimisa-
tion techniques as potential platforms for achieving accurate 
rheological measurements (Alves 2008; Haward et al. 2012b; 
Haward and McKinley 2013; Galindo-Rosales et al. 2014).

T-junction (TJ) configurations shown schematically in 
Fig. 1a are considered in this study. Compared to cross-
slots, their operation is simpler as there is one less stream 
to control. Depending on the process/application that the TJ 
geometry is intended for, the channels can be addressed as 
inlets or outlets in different ways. Here, the fluid is injected 
into the device by two opposing channels and is ejected 
through the single perpendicular channel. This stagnation 
point flow geometry has been used in studies related to 
single-molecule dynamics (Tang and Doyle 2007; Vigolo 
et al. 2014), flow instabilities (Miranda et al. 2008; Soulages 
et al. 2009; Poole et al. 2014; Matos and Oliveira 2014), 
micromixing (Mouheb et al. 2011, 2012), droplet generation, 
and other interfacial studies (Christopher and Anna 2009; 
Anna 2016; Chiarello et al. 2015; Zhang et al. 2018; Haringa 
et al. 2019), and was suggested as a potential microfluidic 

(a) (b)

Fig. 1  Bird’s eye view of a the T-shaped channel, where the green dot illustrates the position of the stagnation point (SP) and b the flow-focusing 
design. The dashed-dotted line indicates the flow centreline of the channels



Microfluidics and Nanofluidics (2019) 23:131 

1 3

Page 3 of 21 131

rheometer (Zimmerman et al. 2006). However, to this day, 
the capabilities of these shapes for rheological purposes have 
not been thoroughly explored (Galindo-Rosales et al. 2013). 
Finally, it is mentioned that the stagnation point flow gener-
ated in TJ designs differs from that in the cross-slots. For 
the former, the SP is pinned at the wall, while for the latter, 
there is a free SP where the extension rate is finite (Haward 
et al. 2012a; Galindo-Rosales et al. 2013).

Another multi-stream geometry that can be employed 
for performing extensional flow studies is the flow-focus-
ing (FF) design, and is shown schematically in Fig. 1b. In 
contrast with cross-slot and TJ configurations, the FF does 
not exhibit a stagnation point. The design consists of four 
orthogonal intersecting channels, where three operate as 
inlets and the last one is used as a single outlet. An impor-
tant characteristic of this type of geometry is the potential 
to minimise the shear effects in the region of interest due to 
fluid–wall interactions. The fluid that is injected from the 
two opposing channels shapes the third stream that is intro-
duced through the perpendicular inlet and contains the fluid 
of interest, generating a region of shear-free, elongational 
flow (Galindo-Rosales et al. 2013). The converging flow of 
the fluid of interest is reminiscent of the flow produced by 
a single-stream hyperbolic contraction channel (Oliveira 
et al. 2009, 2011, 2012b). An interesting advantage of the 
FF geometry is that different total Hencky strains can be 
applied using the same device. This may be achieved by 
simply changing the inlet velocity ratio between the lateral 
stream and the main stream. On the contrary, for the con-
strained type of flow produced in the hyperbolic designs, 
this can only happen with the use of different devices. The 
ability of FF designs to produce strong extensional flows, 
has been exploited in the context of extensional rheology 
studies (Arratia et al. 2008; Juarez and Arratia 2011). Both 
in Arratia et al. (2008) and Juarez and Arratia (2011), the 
authors reported an exponential decay of the thickness of 
the filament that was formed due to the interactions of the 
vertical and horizontal streams (see Fig. 1b). This decay was 
then used to evaluate the extensional viscosity of the fluids 
considered.

The FF microfluidic device has been mostly considered 
in studies related to droplet formation and investigation of 
the filament pinch-off for Newtonian and polymeric immis-
cible fluids (Steinhaus and Sureshkumar 2007; Christopher 
and Anna 2007; Anna 2016), in studies related to the desta-
bilising effects of the thread formations for highly viscous 
miscible and immiscible fluids (Cubaud and Mason 2009) 
and also finds applications in drug delivery (Xu et al. 2009; 
Damiati et al. 2018) and in particle focusing (Xuan et al. 
2010). Recently, several optimised shapes of flow-focusing 
devices have been proposed, which are able to generate 
homogeneous extensional flows in the vicinity of their geo-
metric centreline for the purpose of studying the behaviour 

of λ-DNA molecules under extensional flow (Pimenta et al. 
2018). They showed, using Brownian dynamics simulations, 
that the extension of λ-DNA molecules in these devices is 
close to that expected in an analytical planar extensional 
flow. They also highlighted the need of optimised configura-
tions in rheological studies. However, no experimental veri-
fication of their optimised geometries is reported in Pimenta 
et al. (2018).

In summary, multi-stream configurations offer the pos-
sibility to generate strong extensional flows, which are less 
affected by shear (Alves 2008; Haward 2016; Pimenta et al. 
2018), with the potential to achieve a better performance 
related to the homogeneity of the extensional field (Haward 
et al. 2012a; Galindo-Rosales et al. 2014; Oliveira et al. 
2007; Ober et al. 2013). In addition, the versatility of being 
able to generate a variety of different flow conditions (e.g. 
variation of Hencky strain in a single flow-focusing device) 
has made these configurations worth exploring in the context 
of complex fluid flow characterisation.

In this paper, we investigate the flow kinematics in two 
different multi-stream configurations (T-junction and flow-
focusing devices) and propose improved designs based on 
a numerical optimisation strategy that will be able to pro-
duce a region of homogeneous extensional flow and can be 
advantageous for several applications. The remainder of the 
paper is organised as follows: initially, the configurations 
under investigation are introduced and defined in Sect. 2. 
In Sect. 3, the optimisation strategy with the ideal velocity 
used as “target profile” and the resulting desired strain-rates 
are presented. Then, the equations of motion that are solved 
numerically are given. The section concludes by presenting 
in detail the methods used in the experiments performed for 
validating the proposed designs. Section 4 presents the opti-
misation study for all multi-stream configurations considered 
(TJ and FF). Their performances against standard shapes are 
discussed, their operational limits under several cases are 
reported, and their experimental validations are presented. 
Finally, in Sect. 5, the results of this study are summarised.

2  Geometry definition

The geometries considered in this work are optimised both 
in 2D and 3D, and their geometrical characteristics are pre-
sented in Fig. 1 and discussed in more detail in this section. 
For all designs, a desired length for obtaining a region of 
homogeneous extension, Lopt , is defined, while the widths of 
the horizontal segments, w1 , are always equal to the widths 
of the vertical segments, w2 . When 3D configurations are 
optimised, a typical square cross section is considered for 
all cases, resulting in an aspect ratio AR = d∕w1 = 1 , where 
d is the depth of the design.
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In Fig. 1a, a “bird’s eye view” of the TJ configuration 
is shown. The fluid inlets are imposed by the two hori-
zontal, opposing channels, with equal flow rates ( Q1 ). The 
optimisation length is correlated to the upstream width as 
Lopt = n1w1 , where for all cases examined in this paper for 
this particular design, the dimensionless factor is set as 
n1 = 4 . Similarly, in Fig. 1b, the FF geometry is shown sche-
matically. For this design, the fluids of interest are injected 
through three inlets: two opposing horizontal channels with 
equal flow rates ( Q1 ) and one perpendicular channel ( Q2 ) 
that is located exactly opposite to the only outlet channel of 
the device. This is arguably the most common set-up used 
in the literature for an FF configuration (Arratia et al. 2008; 
Cubaud and Mason 2009), where the widths of all channels 
(inlets and outlets) are set to be the same. Alternative designs 
have also been considered in other studies, where configu-
rations have varying values of width ratios (Steinhaus and 
Sureshkumar 2007; Ballesta and Alves 2017) and different 
angles between the entrance channels (Gossett et al. 2012a; 
Shahriari et al. 2016). The length of the desired constant 
strain-rate region is as previously correlated to w1 , where 
for the bulk of the simulations we set n1 = 3 . Additionally, 
we assess the effect of the optimisation length on the final 
shape with two extra 3D cases ( AR = 1 ), considering n1 = 4 
and n1 = 7 . An important dimensionless number for the FF 
design is the velocity ratio defined as VR = U1∕U2 , where 
U1 = Q1∕w1d and U2 = Q2∕w2d . This parameter dictates 
the imposed Hencky strain, which can be approximated by 
�H ≃ ln(Uout∕U2) = ln(2VR + 1) , and can be varied accord-
ing to the desired application.

3  Methods

3.1  Optimisation strategy

The shape optimisation strategy employed here follows the 
same principles of our previous work on the optimisation of 
2D and 3D single-stream, converging-diverging channels of 
different aspect ratios, discussed in detail in Zografos et al. 
(2016) and in Zografos (2017). Initially, the desired veloc-
ity profiles and the expected strain-rate profiles produced are 
defined mathematically and then are employed as “targets”, 
to optimise each of the desired geometries. Recently, Sute-
ria et al. (2019) employed one of the optimised converging/
diverging channels suggested in Zografos et al. (2016) and 
investigated its performance. The authors proposed an “easy 
to use” disposable microfluidic extensional viscometer  for 
low viscosity and weakly elastic polymer solutions, and dem-
onstrated experimentally its very good performance com-
pared to other experimental methodologies. The optimisation 
approach followed here differs from the one used in Pimenta 
et al. (2018), since here a more realistic smoothed velocity 

profile is employed, similar to those used in Zografos et al. 
(2016) for all cases. Also in their study for the FF geometry, 
Pimenta et al. (2018) allow changes to the boundary of the 
vertical inlet channel close to the meeting point with the lateral 
entrances, while here this boundary remains fixed.

In Fig. 2, the normalised smoothed velocity profile, �∕U1 , 
along the flow centreline (see Fig. 1) considered as the target in 
all optimisations is shown, where U1 is the average velocity at 
the horizontal inlets, as shown in Fig. 1. Based on our previous 
experience in channel optimisation, the use of a second-order 
continuous, smooth profile is preferred to remove any unphysi-
cal discontinuities of the abrupt profile, which are known to 
highly affect the optimisation procedure (Zografos et al. 2016). 
The desired linear velocity increment is shifted along the spa-
tial direction, as shown in Fig. 2, in such a way that a nor-
malised transition region l�∕w1 is defined at the beginning of 
the profile. Within this region, the normalised velocity along 
the flow centreline follows a second-order polynomial func-
tion. The length of this transition region is correlated to the 
upstream width by the use of a factor n2 , such that l� = n2w1 , 
and is set for all cases (both for the TJ and the FF) as n2 = 0.5 . 
In the same way, a smoother transition region of the same span 
is also applied at the end of desired linear increase. The final 
modified smoothed velocity profile for a T-junction along the 
flow centreline is expressed in a general form as:

(1)�̃� =

⎧
⎪⎪⎨⎪⎪⎩

f2ỹ
2, 0 ≤ ỹ < n2

f1(ỹ −
n2

2
), n2 ≤ ỹ ≤ n1

�̃�d − f2
�
ỹ − (n1 + n2)

�2
, n1 < ỹ < n1 + n2

�̃�d, n1 + n2 ≤ ỹ,

Fig. 2  Normalised velocity used as  the target in the optimisations 
together with the resulting strain-rate that is ideally applied along the 
centreline of the flow at the region of interest (see Fig. 1). The arrows 
point to the y-axis of reference for each profile
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where �̃� = 𝜈∕U1 is the streamwise normalised velocity 
along the flow centreline, �̃�d = 𝜈d∕U1 the normalised maxi-
mum fully developed velocity at the outlet, f1 = �̃�d∕n1 
and f2 = �̃�d∕2n1n2 . The symbols with “tilde”  are only 
used to represent normalised quantities, such as �̃� = 𝜈∕U1 
and ỹ = y∕w1 , in Eqs. (1)–(6) to increase their readability. 
The resulting normalised strain-rate profile ( �̇� = 𝜕u∕𝜕x ) 
along the flow centreline experienced by a fluid element is 
expressed by:

 
The approach discussed for the TJ is applied to the velocity 

profile that is used as the target for the FF optimisation, follow-
ing the same principles. Some minor modifications are intro-
duced to take into account the influence of the third inlet stream:

where �̃�2 = 𝜈2∕U1 is the maximum normalised velocity 
along the flow centreline of the third vertical inlet, while the 
parameters f1 and f2 are now modified as f1 = (�̃�d − �̃�2)∕n1 
and f2 = (�̃�d − �̃�2)∕2n1n2 . The resulting normalised strain-
rate profile along the flow centreline which corresponds to 
Eq. (3) is expressed by:

(2)�̇�∕(U1∕w1) =

⎧⎪⎨⎪⎩

2f2ỹ, 0 ≤ ỹ < n2
f1, n2 ≤ ỹ ≤ n1
−2f2

�
ỹ − (n1 + n2)

�
, n1 < ỹ < n1 + n2

0, n1 + n2 ≤ ỹ.

(3)�̃� =

⎧
⎪⎪⎨⎪⎪⎩

f2
�
ỹ + n2

�2
+ �̃�2, − n2 ≤ ỹ < 0

f1(ỹ +
n2

2
) + �̃�2, 0 ≤ ỹ ≤ n1 − n2

�̃�d − f2
�
ỹ − n1

�2
, n1 − n2 < ỹ < n1

�̃�d, n1 ≤ ỹ,

(4)�̇�∕(U1∕w1) =

⎧⎪⎨⎪⎩

2f2
�
ỹ + n2

�
, − n2 ≤ ỹ < 0

f1, 0 ≤ ỹ ≤ n1 − n2
−2f2

�
ỹ − n1

�
, n1 − n2 < ỹ < n1

0, n1 ≤ ỹ.

The equations presented are valid both for 2D and 3D flows. 
The maximum normalised velocities along the flow centre-
line at the start and end of the region of interest �̃�2 and �̃�d are 
required for constructing the appropriate optimisation pro-
files and depend on the aspect ratio considered. We set their 
values by evaluating the fully developed velocity at the cen-
treline ( y = 0 , z = 0 ) using the analytical profile for a duct 
with a rectangular cross section as given in White (2006):

where Q is the channel’s flow rate.
The optimisation procedure is an iterative operation sche-

matically described in the flowchart of Fig. 3. It combines an 
automatic mesh generation routine, a fluid flow solver, and an 
optimiser. This procedure provides the ability to determine 
numerically the appropriate boundary shape of the device 
for obtaining a flow field with the desired characteristics as 
defined in Eq. (1) for the TJ and Eq. (3) for the FF. Here, we 
follow the same approach as in Zografos et al. (2016), and 
a more detailed discussion regarding the use of the current 
procedure can be found in Zografos (2017). Briefly, we use 
the freely available derivative-free optimiser NOMAD (Le 
Digabel 2011; Audet and Dennis 2006; Audet et al. 2009), 
which is based on the Mesh Adaptive Direct Search algorithm 
and is appropriate for performing non-linear constrained opti-
misations. The deformation of the structured grid that dis-
cretises the geometry of interest is achieved by a numerical 
procedure that is based on the geometrical deformation of an 
object using the Non-Uniform Rational B-Splines (NURBS), a 
technique that was introduced by Lamousin and Waggenspack 
(1994). According to this procedure, an external lattice consist-
ing of a desired number of control points initially embeds the 

(5)

�(y, z) =
48Q

�3w2d

×

∑∞

i=1,3,…
(−1)

i−1

2

�
1 −

cosh(i�z∕w2)

cosh(i�d∕2w2)

�
cos(i�y∕w2)

i3

1 −
192w2

�5d

∑∞

i=1,3,…

tanh(i�d∕2w2)

i5

,

Fig. 3  Flowchart demonstrating the optimisation procedure
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numerical grid and is responsible for the desired deformation 
of the physical domain. More specifically, an initial estimate 
�� which corresponds to the lattice design-points’ starting 
positions is given as an input (see Fig. 3) and a first deforma-
tion is applied to the numerical grid that discretises the desired 
geometry. The flow field within the design is then evaluated by 
a CFD simulation and an initial value of the objective function, 
Fobj(�

�) , is calculated. The value of each objective function 
is evaluated as a cell-average velocity difference between the 
ideal behaviour (desired target profile) and each CFD outcome 
as:

where �̃�target,i is the desired dimensionless velocity value 
required at the centre of each computational cell i (expressed 
in Eqs. (1) and (3) for a TJ or an FF, respectively). Moreo-
ver, in Eq. (6), �̃�i is the dimensionless velocity evaluated 
from the CFD solver at each i-cell along the centreline of 
the flow, while Δỹi is the streamwise dimensionless spac-
ing of the computational cell i. After Fobj(�

�) is obtained, 
a new estimate with a set of spatial coordinates �∗ is gen-
erated, which corresponds to the new positions of the lat-
tice design points. For each movement of any of the lat-
tice points, a deformation of the numerical mesh is applied 
via the NURBS deformation lattice. After the geometry is 
deformed, the flow solver simulates the flow within the new 
geometry from which a new value of a single objective func-
tion, Fobj , is calculated. This process is repeated and each 
obtained Fobj(�

∗) value is examined by the optimiser. The 
aim of the optimiser is to approximate the desired velocity 
profile and this is achieved by minimising Eq. (6). When a 
minimum value for Fobj is approached, the final optimised 
solution �opt is obtained and the final optimised physical 
domain is produced; otherwise, a new set ��+� of locations 
is automatically produced by the optimiser and the proce-
dure is repeated. Here, every � corresponds to a set of x and 
y coordinates that result in a movement along a radius R, as 
indicated schematically in Fig. 1.

3.2  Governing equations

The CFD simulations performed for each evaluation of 
the objective function consider a laminar, incompressible, 
and isothermal fluid flow. Therefore, the continuity and the 
momentum equations given below are discretised and solved 
numerically:

(6)Fobj =
∑
i

|�̃�i − �̃�target,i|Δỹi,

(7)∇ ⋅ uuu = 0

(8)�

(
�uuu

�t
+ uuu ⋅ ∇uuu

)
= −∇p + ∇ ⋅ ���,

where uuu the velocity vector, � is the fluid density, p is the 
pressure, and ��� corresponds to the extra-stress tensor. The 
latter is defined as the sum of the solvent stress component, 
���s (Newtonian part), and the polymeric stress component ���p:

where �s is the solvent viscosity. Equation 9 is valid for vis-
coelastic fluids and reduces to ��� = �s(∇uuu + ∇uuuT ) for New-
tonian fluids when ���p = 0.

In this study, we are interested in using both the TJ and the 
FF configurations for potential applications in microfluidics for 
which creeping flow conditions ( Re → 0 ) are a good approxi-
mation. Therefore, the optimisations are performed under such 
conditions for which the convective term in the momentum 
equation can be considered negligible ( uuu ⋅ ∇uuu → 0 ). Addition-
ally, since we aim to propose general designs that are able to 
generate the ideal/desired flow kinematics, we search for the 
most efficient solutions employing a Newtonian fluid flow as 
our base flow. Once the appropriate design is found, its oper-
ational limits are then investigated in terms of Weissenberg 
numbers ( Wi ) for viscoelastic fluids. For the case of the FF 
optimised configuration, an investigation of the design limits in 
terms of increasing Reynolds numbers for Newtonian fluids is 
also performed and the full momentum equation is solved. The 
Reynolds number is defined here as Re = �Uoutw2∕�0 , where 
�0 corresponds to the zero shear total viscosity, �0 = �s + �p , 
defined as the sum of the solvent and the polymer viscosity �p 
(for Newtonian fluids �p = 0 ) and Uout is the average velocity at 
the outlet channel. When viscoelastic fluid flow is considered, 
the Weissenberg number used to characterise the effects of 
viscoelasticity is defined as Wi = �Uout∕w2.

The response of viscoelastic fluids is investigated by con-
sidering the Oldroyd-B model (Bird et al. 1987) and the 
linear form of the simplified Phan–Thien and Tanner model 
(sPTT) (Phan-Thien and Tanner 1977). The former exhibits 
a constant shear viscosity, and therefore, it is used here to 
investigate the effects of elasticity alone, whereas the latter 
is employed because of its additional ability to predict shear-
thinning behaviour. Both models are expressed here consid-
ering the compact form of the evolution of the conformation 
tensor, � (Afonso et al. 2009):

where ▿
�

 is the upper convected derivative of the conforma-
tion tensor, � is the relaxation time of the polymer, and � is 
the identity tensor. For the sPTT model, the function fA in 
Eq. (10) is a function of the trace of the conformation tensor, 
expressed as (Oliveira 2002; Afonso et al. 2009):

where � corresponds to the extensibility parameter, which 
is responsible for the elongational properties of the fluid 

(9)��� = ���s + ���p = �s(∇uuu + ∇uuuT ) + ���p,

(10)
▿

� = −
fA

�
(� − �),

(11)fA = 1 + �(Tr� − 3),
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and sets an upper bound for the extensional viscosity (Phan-
Thien and Tanner 1977; Oliveira and Pinho 1999; Alves 
et  al. 2001). At the limiting case of � = 0 , fA = 1 and 
Eq. (10) reduces to the expression of the Oldroyd-B model 
for the conformation tensor, (Oliveira 2009) for which the 
extensional viscosity becomes unbounded (Bird et al. 1987). 
Once the values of the conformation tensor are evaluated, 
the polymeric component of the extra-stress tensor (see 
Eq. (9)) is obtained from Kramers’ relationship:

The ratio of the solvent viscosity ( �s ) to the total zero shear 
viscosity ( �0 ), commonly known as solvent-to-total-viscosity 
ratio, � , is set to � = 0.50 for the Oldroyd-B model, which is 
a representative value for a constant-viscosity Boger fluid. 
For the sPTT model, we consider � = 0.01 and � = 0.25 , 
to represent relatively high concentration, shear-thinning 
polymer solutions.

The discretised set of partial differential equations 
(Eqs.  (7) and (8)) are solved using an in-house implicit 
finite-volume CFD solver, developed for collocated meshes, 
which is described in detail in Oliveira et al. (1998) and 
Oliveira (2001). The viscoelastic fluid flow is evaluated 
using the log-conformation approach (Fattal and Kupfer-
man 2004) which solves the evolution of the logarithm 
of conformation tensor (Eq. (10)), within a finite-volume 
methodology, as described in detail in Afonso et al. (2009, 
2011). The pressure and velocity fields are coupled using the 
SIMPLEC algorithm for collocated meshes by employing 
the Rhie and Chow interpolation technique (Rhie and Chow 
1983). Finally, the convective terms both in the momentum 
and the stress constitutive equation are discretised using the 
CUBISTA high-resolution scheme (Alves et al. 2003), while 
all diffusive terms are evaluated with central differences.

3.3  Experimental methods

To validate the numerical optimisations of the TJ and FF 
geometries, an example of each was fabricated and tested 
experimentally using micro-particle image velocimetry ( �
-PIV) to quantitatively measure the Newtonian flow field.

The experimental TJ and FF test devices were fabricated 
in poly(dimethyl siloxane) by standard soft lithography 
methods (Tabeling 2005) and mounted on a glass slide by 
plasma bonding. As templates for the microfluidic geom-
etries, we used the result of a 3D optimisation for channels 
with aspect ratio AR = 1 . The TJ geometry was optimised 
over a region spanning Lopt = 4w1 and the FF geometry was 
optimised over Lopt = 3w1 . In both cases, the straight sec-
tions of channel upstream and downstream of the optimised 
region were of dimensions w1 = w2 = d = 100 ± 2 μm (i.e., 

(12)���p =
�p

�
(� − �).

AR = 1 ). The errors in the cross-sectional dimensions were 
estimated by making measurements on a number of channels 
sacrificially sliced through xz- and yz-planes.

Deionised water (density �f ≈ 1 kg m−3 and viscosity 
� ≈ 0.9m Pa s at 25 ◦ C) is used as a Newtonian test fluid 
to check the performance of the numerical optimisations. 
Flow through the microfluidic devices is driven by inject-
ing fluid at the inlets at controlled flow rates using high-
precision neMESYS syringe pumps of the low pressure 
and 29:1 gear ratio type (Cetoni GmbH). Hamilton gastight 
syringes of appropriate volumes are selected to ensure that 
the specified pulsation-free minimum dosing rate is always 
exceeded. In both the TJ and FF devices, a range of flow 
rates 0.01 ≤ Q1 ≤ 1 μLs−1 is applied, and in the FF device, 
a range of velocity ratios 1 ≤ VR ≤ 100 is examined. The 
Reynolds numbers, based on the average outlet flow velocity 
Uout , are in the range 0.2 ≲ Re ≲ 20 . Although the geom-
etries are optimised considering creeping flow conditions 
( Re → 0 ), which may be a reasonable approximation in 
microfluidic flows, examining a range of Reynolds numbers 
allows us to quantify experimentally the operational limits 
of the proposed configurations.

Quantitative flow velocimetry in the microfluidic geom-
etries is performed using a volume illumination �-PIV sys-
tem (TSI Inc.) (Meinhart et al. 2000; Wereley and Meinhart 
2005). For these measurements, the fluid is seeded with a low 
concentration (approximately 0.02 wt%) of fluorescent micro-
particles (Fluoro-max, Thermo Scientific) with diameter 
dp = 0.5 μm , density �p = 1.05 kg m−3 , and peak excitation/
emission wavelength 542∕612 nm . The microfluidic device is 
placed on the imaging stage of an inverted microscope (Nikon 
Eclipse Ti). The midplane of the device ( z = d∕2 ) is located 
and brought into focus using a 20× objective lens (numerical 
aperture NA = 0.45 ). The fluid is illuminated by a 60W dual-
pulsed Nd:YLF laser (Terra PIV, Continuum Inc.) with wave-
length 527 nm , pulse width ≈ 10 ns , and time gap between 
pulses Δt , which excites fluorescence of the seeding micro-
particles. Images of the fluorescing particles are captured in 
pairs, in synchronicity with the pairs of laser pulses, using a 
high-speed imaging sensor (Phantom Miro, Vision Research) 
operating in frame-straddling mode. Each pair of images is 
binned into 32 × 32 pixel interrogation areas and cross-cor-
related using a standard �-PIV algorithm (implemented on 
Insight 4G software, TSI, Inc.). This processing yields veloc-
ity vectors u and v in the x- and y-directions, respectively, 
spaced on a 6.4 × 6.4 μ m grid. Since under all imposed condi-
tions, the flow remains steady, 50 image pairs are captured at 
each flow rate and ensemble averaged, reducing noise.

For comparison between the experimental and numeri-
cal velocity fields (discussed in Sects. 4.1.5 and 4.2.6), we 
extract the streamwise velocity component along the center-
line of the region of interest. We note that with the specified 
combination of objective lens and fluorescent particles, the 
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measurement depth over which micro-particles contribute to 
the determination of velocity vectors is �zm ≈ 13 μ m (i.e., 
≈ 0.13d ) (Meinhart et al. 2000). Due to the averaging over 
this measurement depth, some uncertainty in precisely locat-
ing the midplane with the microscope objective, and also the 
parabolic velocity profile through the channel depth, it is 
expected that the measured streamwise flow velocity at the 
midplane will always be slightly below the numerically com-
puted value. In addition, due to the small uncertainty in the 
precise channel dimensions, an error of ± 0.05Uout is esti-
mated on the streamwise vector component. However, since 
the particle Stokes number St = 𝜌pd

2
p
Re∕18𝜌f w

2
2
< 10−4 

over the range of Re examined, we consider that they trace 
streamlines with negligible error (McKeon et al. 2007).

4  Results and discussion

4.1  T‑Junction configuration

The flow in T-junction configurations as described in Sect. 2 
and shown in Fig. 1a is examined here. As mentioned, the 
inlets and outlet are set to have equal widths. By imposing the 
same flow rate Q1 in each of the inlets (equal average velocity, 
U1 ), then Uout = 2U1 ( d = const ; w1 = w2 ). Before presenting 
the results of our optimisation study, the performance of three 
typical designs of T-shaped channels that are commonly used 
are investigated, considering a 2D flow of a Newtonian fluid 
under creeping flow conditions: a 90◦ sharp bend configura-
tion, a rounded configuration, and a hyperbolic configuration. 
Then, the enhanced performance of the 2D optimised geom-
etry is discussed, while afterwards the optimised design pro-
posed when taking into account 3D effects is presented and 
validated against experimental measurements. In addition, 
the efficiency of the 3D TJ for use with viscoelastic fluids 
is discussed in terms of increasing Weissenberg numbers.

4.1.1  Performance of common T‑junction configurations

The performance of several common configurations (sharp 
bend, rounded, and hyperbolic) in terms of the strain-rate 
profile along the flow centreline, is illustrated in Fig. 4. In 
particular, Fig. 4a shows the obtained normalised profiles 
against the target strain-rate profiles (both the abrupt and 
the modified are included for comparison). In Fig. 4b, the 
investigated shapes are schematically illustrated, where 
the location of the stagnation point (SP) and the flow cen-
treline (dashed-line) are indicated. It can be seen that for 
the 90◦ sharp bend TJ, the strain-rate along the flow cen-
treline increases rapidly to a maximum upstream value 
attained around the geometrical centre point of the design 
( y∕w1 ≃ 0.5 ), deviating ∼ 380 % from the desired value, 
followed by a sudden decay without exhibiting a region of 

constant strain-rate. In Fig. 5a, the contours of the y-veloc-
ity component within the 90◦ sharp bend configuration are 
shown and it is clear that the region of interest is reduced to 
a very narrow section where the channels intersect, resulting 
in the described sudden changes of the velocity field.

To investigate the case of a rounded geometry, the bound-
ary of the configuration is constructed by considering a 
radius R = 3w1 , as shown in Fig. 5b. In the same figure, 
the contour plot of the normalised obtained solution for 
the y-component of the velocity is depicted. On the other 
hand, the equivalent solution for the hyperbolic configura-
tion is shown in Fig. 5c, where the shape of the boundary is 
designed using a function equivalent to that considered in 
Oliveira et al. (2007) for single-stream designs.

As shown in Fig. 4, the round and hyperbolic geometries 
present a better performance than the abrupt configuration 
in terms of homogeneity of the strain-rate in the region of 
interest. However, the profiles still exhibit considerable 
fluctuations around the desired constant strain-rate profile, 
with a local overshoot clearly visible (maximum deviation of 
∼ 33 % for the rounded configuration; ∼ 29 % for the hyper-
bolic geometry).

4.1.2  Optimised T‑junction in 2D

In this section, the results of the optimisation procedure 
for a 2D TJ configuration are presented. The mesh M0 
(see Table 1) is employed for the optimisations. Figure 6 
illustrates the obtained optimised shape together with the 
normalised contour plot of the y-velocity component and 
the achieved performance along the flow centreline. The 
optimised geometry exhibits smooth salient corners in 
the transition boundaries between the inlet and the out-
let, similar to those encountered in the OSCER device 

(a) (b)

Fig. 4  a Strain-rate profiles along the centreline of the flow (obtained 
under creeping flow conditions) at the outlet of a 90◦ sharp bend con-
figuration, together with a rounded and a hyperbolic shaped T-chan-
nel designed for Lopt = 4w1 . b All common geometries are shown 
schematically together with the location of the stagnation point (SP) 
and the flow centreline (dashed line) where the profile in a is evalu-
ated
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(Haward et al. 2012b). The presence of the salient cor-
ners, widen the device locally and minimise the devel-
oped velocity and shear effects in the region of interest, 
yielding a better approach to the desired kinematics. This 
is verified by the normalised velocity and strain-rate pro-
files along the flow centreline shown in Fig. 6b. It can be 
clearly seen that both the evaluated normalised velocity 

and strain-rate profiles approximate very well the desired 
target profile employed for the optimisation, without the 
drawbacks discussed when common shapes are employed. 
The strain-rate overshoot is significantly minimised for the 
optimised geometry, where a minor deviation of ∼ 4 % for 
the maximum value is reported. The dependence of the 
optimised solution on the numerical mesh was assesed by 
comparing the results obtained with the mesh M0 used in 
the optimisation procedure, and those obtained employing 
a more refined mesh M1 for each of the configurations. 
The characteristics of both numerical meshes are given 
in Table 1 and a maximum negligible deviation (less than 
1%) was found between the strain-rates along the flow cen-
treline for both meshes.

(a) (b) (c)

Fig. 5  Contour plots of the normalised y-component of the velocity obtained considering creeping flow conditions for all common geometries: a 
90◦ sharp bend, b rounded, and c hyperbolic. The straight dashed line illustrates the position of the symmetry plane

Table 1  Mesh characteristics for the 2D optimised TJ geometries 
with Lopt = 4w1 and l� = 0.5w1

Mesh �xmin∕w1 �ymin∕w1 �zmin∕w1 #Computational cells

M0 0.020 0.029 – 7980
M1 0.010 0.022 – 14,700

(a) (b)

Fig. 6  Shape and performance of the optimised 2D T-junction: a 
Contour plots of the normalised y-component of the velocity and b 
normalised velocity and strain-rate profiles along the centreline of the 
flow in the region of interest of the optimised T-junction in 2D with 

Lopt = 4w1 and l� = 0.5w1 . The optimisation is performed considering 
creeping flow conditions when the modified target velocity profile of 
Eq. (3) is used. The dashed straight line in a illustrates the position of 
the symmetry plane
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It is noted that instead of using a smoothed transition pro-
file, we could have used an abrupt target velocity profile, but 
this would impose an instantaneous, unrealistic, step change 
in the strain-rate. Employing this as target can be inherently 
challenging to optimise the geometry both at the beginning 
and at the end of the desired homogeneous extension region 
and could produce shapes with more exaggerated salient 
corners (Zografos et al. 2016). An alternative to overcome 
the challenges associated with the non-continuous velocity 
gradient at the start of the region of interest would be to 
include a cavity, as used by Soulages et al. (2009). This par-
ticular case was found to be efficient in some situations and 
more information can be found in Supplementary Material.

4.1.3  Optimised T‑junction in 3D

Microfluidic platforms are typically fabricated with low 
or moderate depths, and therefore, one needs to take into 
account the influence of the walls and the three-dimensional 
effects due to these interactions. In such cases, since the 
flow dynamics are expected to be different, it is anticipated 
that the optimised shapes obtained for 2D flows will not be 
adequate (Galindo-Rosales et al. 2014; Zografos et al. 2016; 
Pimenta et al. 2018; Zografos 2017). Therefore, the opti-
mised shape presented in the previous section is valid only 
for 3D geometries where the kinematics at the centreline 
can be well approximated by a 2D flow field as in the core 
of geometries with high AR (Haward et al. 2012b; Zografos 
et al. 2016; Zografos 2017) (see in Supplementary Material 
the relative discussion). To investigate the three-dimensional 
effects due to fluid–wall interactions on the optimised shape 

of the TJ, a typical case of a geometry with a square cross 
section ( AR = 1 ) is examined. For the optimisations, only 
a quarter of the geometry was considered by applying sym-
metry conditions along xy- and yz-flow centreplanes, to 
reduce the computational cost for each three-dimensional 
CFD evaluation needed to be performed by the optimiser.

Figure 7a shows the optimised shape and the contour plot 
of the normalised y-component of the velocity, obtained 
from the optimisation cycle. In Fig. 7b, the performance 
of the optimised 3D geometry is shown, where it can be 
seen that the desired velocity and strain-rate profiles are 
very well approached, with the latter demonstrating a maxi-
mum deviation of ∼ 1.5 % in the core of the profile. In addi-
tion, the performance of a 3D geometry with its boundaries 
designed to have the shape obtained from the 2D optimisa-
tion (shown in Fig. 6a) is included for comparison. It can 
be seen that the 2D shape when applied to a 3D geometry 
with AR = 1 is not generating the desired response, with the 
results obtained demonstrating an under-prediction of the 
target velocities along the majority of the flow centreline 
(maximum deviation of ∼ 10 % in the core of the profile), 
displayed in Fig. 7b. This obviously affects the strain-rate 
profile, where the velocity gradient does not remain constant 
along the flow centreline, resulting in a maximum devia-
tion of ∼ 15 %. This behaviour verifies our initial assumption 
that optimisations need to be performed to obtain a better 
approximation to the required behaviour for AR = 1 , where 
3D effects are important.

The 3D optimisations were executed by employing the 
numerical grid M0 (details in Table 2). As in the 2D case, 
the dependence of the numerical solution on the mesh 

(a) (b)

Fig. 7  Shape and performance of the 3D optimised T-junction 
( AR = 1 , Lopt = 4w1 and l� = 0.5w1 ): a Contour plot of the normal-
ised y-component of the velocity and b velocity and strain-rate pro-
files along the flow centreline in comparison to the 3D geometry with 

AR = 1 designed using the 2D optimised boundaries, under creeping 
flow conditions. The dashed straight line in a illustrates the position 
of the symmetry plane, while the inset figure in b provides a compari-
son in bird’s eye view of the 3D and 2D optimised shapes



Microfluidics and Nanofluidics (2019) 23:131 

1 3

Page 11 of 21 131

refinement is evaluated with the use of the more refined 
mesh M1 (Table 2), where it was found that the maximum 
deviation in the evaluation of the strain-rates between the 
two meshes is less than 1%.

4.1.4  Performance of the 3D optimised TJ for increasing 
Weissenberg numbers

The performance of the 3D optimised T-junction when con-
sidering the flow of viscoelastic fluids for increasing val-
ues of the Weissenberg number is investigated here. The 
viscoelastic fluid flow is described by the Oldroyd-B and 
sPTT models (see in Sect. 3.2), where for the former, the 
solvent-to-total viscosity ratio is set to be � = 0.50 ( � = 0 
in Eq. (11)), while for the latter, we consider � = 0.01 and 
� = 0.25.

Figure 8 shows the computed velocity and strain-rate 
profiles for increasing Wi for both cases. For the Oldroyd-B 
model shown in Fig. 8a, it can be seen that the evaluated 
velocity along the centreline of the flow follows the desired 
behaviour of the target profile in the majority of the homo-
geneous extension region. More specifically, the optimised 
TJ performs well up to Wi = 1.0 , with the core of the strain-
rate profile being well approximated (maximum deviation 

smaller than ∼ 6%). Further increases in Wi result in a veloc-
ity profile that starts to deviate further from the target, affect-
ing the produced strain-rate (maximum deviation ∼ 12%).

The cases examined for the sPTT model shown in Fig. 8b 
demonstrate a different behaviour due to the shear-thinning 
behaviour. Note that to take into account the influence of 
the shear-thinning in the velocity profiles, they are nor-
malised using the maximum value of the fully developed 
velocity downstream in the outlet channel �d,fd and not the 
average velocity as was done so far (Alves et al. 2003). The 
obtained velocities along the flow centreline clearly start to 
deviate above Wi = 0.2 , but the flow can be considered fairly 
homogeneous up to Wi = 0.4 . For this value, the maximum 
deviation in the strain-rate is ∼ 10 %. Further increases in 
Wi result in larger deviations of the velocity field, where 
the formation of an overshoot is encountered, resulting to 
the obtained deviation of the strain-rate (up to ∼ 22 % for 
Wi=1.5). The inset figure of Fig. 8b shows the obtained 
velocity profile when the standard normalisation is used, 
where the shear-thinning effect upon the velocity profile is 
now obvious for increasing Wi . Moreover, to quantify the 
influence of shear-thinning within the optimised TJ with-
out accounting the effects of viscoelasticity, the flow of the 
inelastic Power-law (PL) fluid (Bird wt al. 1987; Morrison 
2001) was employed. The responses of the two cases are 
compared in detail in Supplementary Material.

The results presented above demonstrate that care needs 
to be taken when Wi > 1.0 , since the evaluated strain-rates 
start to deviate significantly when compared to the New-
tonian case. Such flow modification is a typical precursor 
to the onset of elastic instabilities (Haward et al. 2012b; 
Haward 2016). Under these conditions, the optimised 

Table 2  Mesh characteristics for the 3D optimised T-junction geom-
etry with AR = 1 , Lopt = 4w1 and l� = 0.5w1

Mesh �xmin∕w1 �ymin∕w1 �zmin∕w1 #Computational cells

M0 0.024 0.040 0.042 59,400
M1 0.012 0.020 0.021 475,200

(a) (b)

Fig. 8  Effect of Wi on the normalised velocity together with the 
resulting strain-rate profiles along the flow centreline, for the opti-
mised T-junction with AR = 1 , Lopt = 4w1 and l� = 0.5w1 under 
creeping flow conditions, for a the Oldroyd-B model ( � = 0.50 ) and 

b the sPTT model ( � = 0.25 and � = 0.01 ). Note that for b, � has been 
normalised with �

d,fd , while the inset demonstrates the velocity pro-
file when the standard normalisation is used and the influence of the 
shear-thinning behaviour is obvious
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channels will no longer be appropriate for rheological meas-
urements, but can be considered as potential platforms for 
the investigation of elastic instabilities.

4.1.5  Experimental validation of the 3D optimised 
T‑junction

In this section, we assess the experimental performance of 
the 3D optimised TJ. Several flow rates have been considered 
for a Newtonian fluid flow within the range 0.2 ≲ Re ≲ 20 . 
That way, the efficiency of the design operating both under 
conditions of creeping flow and low inertial flow is inves-
tigated, as shown in Fig. 9. It can be seen that for all the 
cases investigated, the experimental profiles slightly under-
predict the numerical results (as expected, see Sect. 3.3), but, 
overall, a good performance is obtained, with the experi-
ments producing a velocity field along the flow centreline 
that approximates well the desired behaviour. The maximum 
under-prediction of the desired theoretical response corre-
sponds to the case of Q1 = 0.1 μL∕s and was found to be 
smaller than 10%, evaluated at the outlet of the optimised 
region. The inset figure of Fig. 9 illustrates a bird’s eye 
view of the optimised TJ microchannel that is employed in 
the experiments. The boundary of the optimised numerical 
geometry is superimposed, demonstrating the good quality 
of the fabrication.

4.2  Flow‑focusing configuration

The flow-focusing multi-stream configuration is optimised 
and investigated here (see Sect. 2; illustrated in Fig. 1b). The 
average velocity U1 imposed in the two horizontal inlets is 
the same, and the velocity ratio is set to VR = U1∕U2 = 20 

for the bulk of the optimisations. Initially, the 2D case is 
investigated, and then, the 3D optimal design for a typical 
square cross section ( AR = 1 ) is presented, both obtained 
from optimisations under creeping flow conditions. The lim-
its of the 3D configuration are examined numerically beyond 
the condition for which it was optimised, including increas-
ing Re and increasing Wi values. Additionally, its perfor-
mance is evaluated numerically and validated experimen-
tally for various velocity ratios. Furthermore, the effects on 
the design in terms of optimisation length are also reported.

4.2.1  Optimised flow‑focusing in 2D

The 2D optimisations of the flow-focusing design are per-
formed using the numerical grid M0 (details in Table 3) for a 
geometry with Lopt = 3w1 and l� = 0.5w1 . For the CFD simu-
lations carried out at each evaluation step, half of the geom-
etry is considered by applying symmetry boundary condi-
tions along the y-direction, to reduce the computational time 
needed to reach a good approach of the desired geometry.

Figure  10 demonstrates a comparison between the 
obtained optimised design and the equivalent standard shape 
(two sharp intersecting segments at 90◦ ) for the same veloc-
ity ratio (VR = 20). More specifically, Fig. 10a shows the 
superimposed streamlines on the contour plots of the nor-
malised velocity magnitude within the standard shape for 
a Newtonian fluid flow, while in Fig. 10b, the equivalent 
behaviour produced by the optimised design is presented. In 
Fig. 10c, the velocity and strain-rate profiles obtained along 
the centreline of the flow of each geometry are compared, 
both plotted against the desired target profiles (Eqs. (3) and 
(4)). For the standard FF configuration, the velocity along 
the flow centreline rapidly increases to its maximum value, 
similarly to what was seen for the TJ case. As a result, the 
strain-rate profile along the flow centreline is not constant, 
but rather peaks just downstream of the geometrical centre of 
the design and then decays very rapidly. On the other hand, 
the optimised shape generates a velocity profile along the 
flow centreline that approaches very well the desired velocity 
target, producing a large region of homogeneous strain-rate 
as desired. The obtained strain-rate has a maximum deviation 
of ∼ 4% , located immediately after the smoothing transition 
region. Observing now the streamlines along the centreplane 
of each configuration (cf. Fig. 10a, b), it can be seen that 
the horizontal streams of the standard geometry highly com-
press the vertical incoming stream. This behaviour is akin 
to that produced by an abrupt contraction. On the contrary, 
the optimised geometry produces a flow that resembles the 
one obtained by a smooth contraction, in which transitions 
are not sudden and the desired profiles are easier to generate. 

In this type of configuration, one is able to exploit the 
advantage of testing a range of different Hencky strains 

Fig. 9  Experimental results for the 3D optimised T-junction with 
AR = 1 , Lopt = 4w1 and l� = 0.5w1 considering different flow rates. 
The inset figure shows a bird’s eye view of the fabricated microchan-
nel with the optimised boundary superimposed for comparison
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in a single device by changing the velocity ratio (Oliveira 
et al. 2009, 2011, 2012b). Therefore, to investigate the 
performance of the geometry optimised for VR = 20 when 
different velocity ratios are employed, we analyse the flow 
behaviour in this geometry when imposing VR = 10 and 
VR = 100 . Figure 11a shows that the desired strain-rate 
profile is slightly over-predicted for the case of VR = 10 
and slightly under-predicted for the case of VR = 100 ; 
however, it remains within the well-defined operational 
limits with a small maximum deviation in the evaluated 
strain-rates that is less than 2.5%. This can be further sup-
ported by the results obtained when performing additional 
optimisations for the same geometrical configuration 
for the cases with VR = 10 and VR = 100 . As shown in 

Fig. 11b, when the velocity ratio is increased, the differ-
ences between the shapes tend to be smaller. The salient 
corners formed at the boundaries of the junction region 
are gradually being smoothed and the resulting shape at 
the start of the transition region is wider. On the contrary, 
for the cases with the smaller velocity ratio ( VR = 10 ), 
in which the fluid going through the central inlet is sub-
jected to a smaller strain, more abrupt changes occur in the 
optimised boundary of the design to approach the desired 
target. The dependence of the obtained numerical results 
on the numerical mesh is examined by considering a more 
refined mesh M1 (details given in Table 3). It was found 
that the maximum deviation between the two meshes is 
approximately 1.2% for the cases of VR = 10 and 20 and 
less than 1% for the case of VR = 100.

4.2.2  Optimised flow‑focusing in 3D

The 2D optimised shape presented for the FF is not neces-
sarily the best choice for 3D devices that are characterised 
by moderate values of depth, similarly to what was seen 
before for the T-junction. This was also shown in Pimenta 

Fig. 10  Contour plots of the 
normalised y-component of 
the velocity with superim-
posed streamlines for a the 90◦ 
standard flow-focusing shape; 
b the optimised 3D flow-
focusing shape with Lopt = 3w1 
and l� = 0.5w1 . c Velocity and 
strain-rate profiles along the 
centreline of the flow at the 
region of interest of the standard 
and optimised shapes

(a) (b)

(c)

Table 3  Mesh characteristics for the 2D optimised flow-focusing 
design with Lopt = 3w1 and l� = 0.5w1

Mesh �xmin∕w1 �ymin∕w1 �zmin∕w1 #Computational cells

M0 0.040 0.029 – 16,960
M1 0.020 0.015 – 67,840
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et al. (2018), where the authors obtained different designs 
for a range of different aspect ratios. In the present work, 
the configuration of an FF geometry with an aspect ratio of 
AR = 1 is optimised and presented here ( VR = 20 ; creep-
ing flow), considering the target velocity profile is evalu-
ated using Eq. (5). As in all optimisations so far, only a 
quarter of the full geometry is employed by applying sym-
metry conditions along xy- and yz-centreplanes (mesh M0; 
details in Table 4) to minimise the computational costs.

The 3D optimised shape for AR = 1 is shown in 
Fig. 12a, together with contours of the normalised veloc-
ity magnitude. In Fig. 12b, the normalised velocity and 
strain-rate profiles along the flow centreline produced by 
the optimised geometry are given, in comparison with the 
desired target profiles. A maximum deviation of ∼ 1 % from 
the target response is reported in the core of the strain-rate 
profile, demonstrating a very good approximation to the 
desired performance. The numerical results and, therefore, 
the produced optimised shape for this case were found to 
be mesh independent, since the maximum deviation of the 
strain-rates between meshes M0 and M1 employed for this 
purpose (details in Table 4) is less than 1%.

4.2.3  Performance of the 3D optimised FF geometry 
for increasing Reynolds numbers

In this section, we report the operational limits of the 3D 
configuration with AR = 1 in terms of increasing Reynolds 
numbers considering Newtonian fluid flow ( VR = 20 for 
all cases).

Figure 13 demonstrates the performance of the design 
for increasing Reynolds numbers. It can be seen that the 
configuration is able to approximate very well both the 
normalised velocity and strain-rate profiles up to Re = 2 . 
In particular, for the strain-rate response, a maximum 
deviation of ∼ 2% is reported at the core of the profile. 
For further increases in Reynolds numbers, the obtained 
velocity responses start to deviate from the desired profile 
due to inertial effects. In terms of the strain-rate, how-
ever, larger deviations appear mostly in the transition 
region with the profile being slightly shifted, but remain-
ing relatively constant along the desired constant region 
(small under-prediction of ∼ 4% in the core). The core 
of the strain-rate profile starts to be affected for further 
increases above Re = 10 , under-predicting the desired 
response by approximately 8% . Thus, for Re ≥ 10 , a dif-
ferent design should be proposed to take into account 
inertial effects.

4.2.4  Performance of the 3D optimised FF for increasing 
Weissenberg numbers

The performance of the 3D optimised FF configuration is 
reported here considering the flow of viscoelastic fluids. The 
effects of elasticity are examined employing as previously 
(see Sect. 4.1.4) a constant viscosity viscoelastic fluid of 
a moderate concentration (Oldroyd-B model with � = 0.5 ) 
and a highly concentrated, shear-thinning viscoelastic fluid 
(sPTT model with � = 0.25 and � = 0.01).

(a) (b)

Fig. 11  a Velocity and strain-rate profiles along the flow centreline 
of the optimised 2D flow-focusing geometry ( Lopt = 3w1 , l� = 0.5w1 
and VR = 20 ) under creeping flow conditions when imposing differ-
ent velocity ratios. b Shape comparison of the optimised geometries 

with Lopt = 3w1 , l� = 0.5w1 when considering different velocity ratios 
in the optimisation. The dashed straight line in b illustrates the cen-
treline of the flow where profiles are extracted
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Figure 14a shows the normalised velocity and strain-rate 
profiles obtained along the flow centreline of the optimised 
FF for the Oldroyd-B model. For both profiles, it can be 

seen that the desired behaviour is attained for the majority 
of the optimised region up to Wi = 0.4 . For further increases 
in Wi , the core of both profiles starts to deviate from the 
desired response. When Wi = 1.5 , the strain-rate is under-
predicted resulting in a maximum deviation of ∼ 16% , while 
additionally a strain-rate overshoot is formed after the first 
transition region, as a consequence of the presence of the 
vertical stream.

For the case of the sPTT model ( � = 0.25 and � = 0.1 ) 
the velocity and the resulting strain-rate profiles are nor-
malised in a similar way as done in Sect. 4.1.4, to take 
into account the shear-thinning of the velocity profile as 
Wi increases. It can be seen that despite the shear-thin-
ning behaviour, the design works well up to Wi = 0.2 , 
with a slight overprediction of ∼ 5% in the core of the 
optimised region. A fairly homogeneous strain-rate region 
is obtained when the Weissenberg number is further 
increased at Wi = 0.4 , where a maximum deviation of 
∼ 10% occurs. Larger velocity deviations occur almost in 
the majority of the optimised region when Wi ≥ 0.4 , with 
a velocity overshoot being formed at the transition region 
located at the end of the optimised zone. This response 
results in an undesired strain-rate profile along the flow 
centreline, which overpredicts the target by ∼ 20% at 
Wi = 1.0 . The inset figure in Fig. 14b considers the stand-
ard normalisation used for all the cases that consider con-
stant viscosity fluids, where the influence of the shear-
thinning on the velocity profile is clear. To quantify the 
influence of the shear-thinning without viscoelasticity, 
the flow of the inelastic PL fluid is considered, similarly 
to what was done for the TJ. The different behaviour of 

(a) (b)

Fig. 12  Shape and performance of the optimised 3D flow-focusing: 
a Contour plot of the normalised velocity magnitude and b velocity 
and strain-rate profiles along the flow centreline of the optimised FF 
in 3D with AR = 1 , VR = 20 , Lopt = 3w1 and l� = 0.5w1 . The dashed 

straight line in a illustrates the centreline of the flow and the sym-
metry axis, while the inset figure in b provides a comparison in bird’s 
eye view of the 3D and 2D optimised shapes

Table 4  Mesh characteristics for the 3D optimised flow-focusing 
geometry with AR = 1 , Lopt = 3w1 and l� = 0.5w1

Mesh �xmin∕w1 �ymin∕w1 �zmin∕w1 #Computational cells

M0 0.053 0.042 0.091 93,786
M1 0.026 0.021 0.045 750,288

Fig. 13  Effect of Re on the normalised velocities and strain-rate 
profiles along the flow centreline of the 3D optimised flow-focusing 
geometry ( AR = 1 , Lopt = 3w1 , l� = 0.5w1 and VR = 20 ). For all 
cases examined, VR = 20
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the sPTT and the PL fluids are given in more detail in 
Supplementary Material.

The results presented above for both non-Newtonian 
fluid models demonstrate that care needs to be taken 
when Wi > 0.4 . Clearly, above these values, the behaviour 
of the strain-rate deviates significantly when compared 
to the Newtonian case and thus, the flow field may no 
longer be symmetric. As it is reported in Oliveira et al. 
(2009), an elastic instability is expected to occur above 
a critical Weissenberg number for the FF design, as the 
lateral stream impinges on the main stream. Furthermore, 
in Oliveira et al. (2011), it is shown experimentally that 
the flow of a Boger fluid within a common flow-focusing 
design of a square cross section becomes asymmetric at 
Wi = 1.4 . In line with the TJ case, the critical limits of the 
onset of an elastic instability for the optimised FF design 
are expected to increase within the optimised geometry, 
given the wider area in the intersecting channels region.

4.2.5  Optimisation length effects

In this section, the effects of the optimisation lengths are 
investigated. All previous cases considered an optimisation 
length Lopt = 3w1 , while a transition length l� = 0.5w1 was 
applied both at the beginning and the end of the target pro-
file (see Fig. 2). Here, the length of the transition region 
remains the same and two cases with different lengths 
for homogeneous extension are optimised. The desired 
length for which each configuration is able to produce a 

constant strain-rate region is increased, considering the 
cases with Lopt = 4w1 and Lopt = 7w1 . As it was done for 
the case of Lopt = 3w1 , Eqs. (3) and (4) are employed for 
defining the target profile for the 3D designs with AR = 1 , 
while optimisations are done for VR = 20 and creeping 
flow conditions.

Figure 15a compares the normalised velocity and strain-
rate profiles along the flow centreline of the optimised 
geometries, while in Fig. 15b, c, the optimised shapes for 
the cases with Lopt = 4w1 and Lopt = 7w1 are shown, respec-
tively. Examining the target velocity profiles, it can be seen 
that as the length of the desired constant strain-rate region 
increases, the slope of the target profile decreases. This cor-
responds to a smaller nominal strain-rate that is expected 
to be applied on a fluid element that travels along the flow 
centreline. The employed transition regions are directly 
affected by this change in the slope, in terms of normalised 
velocity values that need to be obtained, which are in turn 
lower for increasing lengths. As a result, the optimiser will 
“push” the boundaries of the FF designs further away from 
the centreline, generating wider areas in the region of inter-
est to achieve smaller velocities.

For all the optimisation cycles, the meshes M0 for each 
case are employed (Table 5). As previously, the dependence 
of the obtained solution to the numerical mesh is investi-
gated by employing a more refine mesh M1 (details given 
in Table 5), where for both cases, a very good agreement is 
found with the maximum deviation at the evaluated strain-
rates being less than 1%.

(a) (b)

Fig. 14  Effect of Wi on the normalised velocity and the resulted 
strain-rate profiles along the flow centreline, for the optimised 
flow-focusing geometry with AR = 1 , VR = 20 , Lopt = 3w1 , and 
l� = 0.5w1 under creeping flow conditions, for a the Oldroyd-B model 

( � = 0.50 ) and b for the sPTT model ( � = 0.25 and � = 0.01 ). Note 
that for b, � has been normalised with �

d,fd , while the inset demon-
strates the velocity profile when the standard normalisation is used 
and the influence of the shear-thinning behaviour is obvious
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4.2.6  Numerical and experimental performance of the 3D 
optimised FF for different VR

Changing the flow rates in the different branches can be 
considered equivalent to imposing different contraction 
ratios and thus, one can force the fluid and/or the sample of 
interest to exhibit different Hencky strains (Oliveira et al. 
2009, 2011, 2012b). As such, an experimentalist would 
ideally prefer to exploit this characteristic and make use of 
the same optimised configuration for various VR . Here, we 
demonstrate both the numerical and the experimental per-
formance of the 3D FF microchannel when different veloc-
ity ratios are considered. We focus on the performance of 
the design for varying velocity ratios within the range of 
1 ≤ VR ≤ 100 . For the numerical study, all velocity ratios 

are examined under creeping flow conditions, while for the 
experiments, the equivalent study corresponds to a range of 
Reynolds numbers from 0.01 ≲ Re ≲ 5 (as real inertialess 
flow is not possible).

Figure 16 demonstrates the strain-rate profiles along the 
flow centreline for both the numerical and the experimental 
examined cases. Starting from the numerical results shown 
in Fig. 16a, it can be seen that the optimised geometry works 
well for all the cases where VR ≥ 10 (maximum deviation is 
≤ 3.5% for all), generating a region of homogeneous exten-
sion. For lower velocity ratios ( VR = 1 ), the design fails 
to produce the desired behaviour, producing a maximum 
deviation of ∼ 48%.

The velocity ratio can be expressed as a function of the 
horizontal average inlet velocity U1 as Uout = (2 + VR−1)U1 . 
As VR increases for VR >> 1 , the centreline velocity at the 
outlet channel nearly plateaus, since the contribution of 
the vertical stream to the outlet flow rate becomes negligi-
ble and Uout → 2U1 , explaining this behaviour of the strain-
rates. In Fig. 16b, it can be seen that the experimental 
results, although more noisy than the numerical results (as 
expected since �̇� is obtained by calculating the derivative 
of experimentally obtained data), when VR ≥ 5 , a good 
performance is obtained, with the experiments resulting 
in strain-rate values that approximate well the desired 
behaviour. For lower velocity ratios and when VR ≤ 2 , the 
experiments show larger deviations from the target pro-
file, due to the higher influence of the vertical stream, in 

(c)

(b)

(a)

Fig. 15  Performance and shapes of the optimised 3D flow-focusing 
designs: a Normalised velocity and strain-rate profiles along the 
centreline of the flow in the region of interest with different lengths 
( Lopt = 3w1 , Lopt = 4w1 and Lopt = 7w1 ) and contour plots of the nor-
malised velocity magnitude for b Lopt = 4w1 and c Lopt = 7w1 . For 

all cases, the optimisation is performed considering creeping flow 
conditions employing Eq.  (3) as target velocity profile, for AR = 1 , 
l� = 0.5w1 and VR = 20 . The dashed straight line in b, c illustrates 
the position of the flow centreline

Table 5  Mesh characteristics for the 3D flow-focusing designs opti-
mised with Lopt = 4w1 and Lopt = 7w1 for AR = 1 , l� = 0.5w1 and 
VR = 20

Mesh �xmin∕w1 �ymin∕w1 �zmin∕w1 #Computational cells

Lopt = 4w1

 M0 0.053 0.042 0.091 93,786
 M1 0.026 0.021 0.045 750,288
Lopt = 7w1

 M0 0.053 0.042 0.091 98,516
 M1 0.026 0.021 0.045 788,128
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agreement with the numerical simulations. Thus, although 
the design is optimised specifically for VR = 20 , provided 
that U1 ≫ U2 , VR can be varied in a wide range and the 
final fully developed profiles will converge to the opti-
mised profile.

Figure 17 presents a comparison between the CFD and 
the experimental velocity field in the region of interest for 
different velocity ratios, where the ability to resemble dif-
ferent contraction-type flows is depicted. More specifically 
for the cases of VR = 1 , VR = 10 , VR = 40 , and VR = 100 , 
the normalised contour plots of the velocity magnitude 
with superimposed streamlines along the flow centreplane 
are shown. The diverging streamlines seen for VR = 1 in 
Fig. 17a when the main stream enters the junction result in 
a decrease of the centreline velocity, which in turn results 
in the large deviations of strain-rate from the desired behav-
iour. On the contrary, for VR ≥ 10 , the generated velocities 
are not affected significantly by the presence of the main 
stream, but are mostly influenced by the lateral streams (see 
Fig. 17b–d). Both the contour plots and the streamlines 
demonstrate the nice agreement between experiments and 
simulations. Small quantitative deviations in the velocity 
magnitude are due to errors intrinsic to the experimental 
methodology used, e.g. channel fabrication and the abil-
ity to perform measurements exactly at the location of the 
midplane.

5  Conclusions

The study of complex fluid systems under extensional flow 
conditions can provide a variety of important information, 
both in terms of the characterisation of viscoelastic fluids 
and the individual behaviour of particles, such as cells, 

fibres, proteins, and DNA, but often require flows with well 
defined and known characteristics, to allow or simplify their 
analysis. Two different arrangements have been investigated 
and optimised: a T-junction and a flow-focusing design. The 
multi-stream geometries optimised here give the ability to 
generate a region of homogeneous strain-rate and can be 
potential platforms for studies of cell and droplet defor-
mation, or stretching of single molecules (e.g., DNA and 
proteins) under uniform controlled extensional flows. It 
is shown that the optimised configurations perform better 
than their standard counterparts, providing a wider region of 
homogeneous strain-rate. In addition, they have the potential 
to be used for performing measurements of the extensional 
properties of complex fluids. All designs have advantages 
and disadvantages and the choice of the geometry strongly 
depends on the application.

The good performance of the designs has been vali-
dated experimentally and the limits of their applications 
were tested using numerical simulations. The designs 
have been shown to work well in creeping flow and low 
Reynolds regimes, Re ≤ 10 . The configurations were also 
found suitable for studies that are related to viscoelastic 
fluids, but care should be taken if the fluids to be used 
exhibit high levels of elasticity and additionally if they 
have shear-dependent viscosity. Additionally, the ability 
of the 3D optimised FF geometry to operate efficiently 
when different velocity ratios are applied was tested. An 
agreement was found between experiments and numerics 
with the designs being able to generate the desired per-
formance for the cases where VR ≥ 5 , thus maintaining 
the major advantage offered by these configurations that 
is to be able to apply different Hencky strains on the fluid 
samples of interest.

(a) (b)

Fig. 16  Strain-rate profiles along the flow centreline of the 3D opti-
mised flow-focusing geometry ( AR = 1 , Lopt = 3w1 and l� = 0.5w1 ) 
for different velocity ratios, obtained a numerically and b experimen-

tally. The inset figure of b demonstrates a 2D view of the fabricated 
microchannel with the optimised boundary superimposed for com-
parison
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