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ABSTRACT
The probabilistic Foam method (PFM) is a sampling-based
path planning algorithm that ensures a feasible path bounded
by a safe region. This method is ideal for assistive robotics
applications, which demands a high level of safety, such as
performing a motion by an active exoskeleton. However,
PFM generates non-smoothed paths, which results in non-
anthropomorphic movements. Thus, this paper presents
some optimization strategies based on metaheuristics to smooth
the paths generated by PFM. Simulated experiments were
performed using the Harmony Search Algorithm, and Ge-
netic Algorithm and they were applied to an exoskeleton to
overcome an obstacle. Results show that our proposed ap-
proach is capable of smoothing paths for this application,
which resulted in more anthropomorphic motions.
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1. INTRODUCTION
Applications in autonomous robotics are in constant ex-

pansion due to the fast technological advances. Moreover,
Path planning is one of the most relevant issues related to
this field of research, since a planner calculates a set of poses
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and orientations that a robot must perform to accomplish a
specific task, such as moving from an initial to a goal con-
figuration without colliding with obstacles along the path
[11].

Among the several path planning methods, the sampling-
based planners are the most promising path planning cate-
gory since they can find feasible paths using random sam-
ples from the free configuration space. Sampling-based Path
planners such as Probabilistic Roadmaps (PRM) [9] and
Rapidly-Exploring Random Tree (RRT) [12] are the most
known. The sampling-based path planners usually use few
computer resources [13] and can be applied for robots with
many degrees of freedom [14, 1].

Among different types of robots, assistive robots are de-
vices that perform actions that benefit people with some
kind of disability. For instance, Ortholeg [15] is a project of
a lower limb active exoskeleton that helps physically chal-
lenged people in the walking experience. The Ortholeg ex-
oskeleton was designed with the concept of transparency,
which can be defined as the capability of the device to make
the walking experience as natural as possible, both for the
user and the people around him [15]. Figure 1 illustrates the
exoskeleton used in this study.

In [3], a path planning algorithm called Probabilistic Foam
Method (PFM) [20] was applied to the Ortholeg to provide
safe movements for the task of overcoming a single obstacle.
The planner PFM guarantees a high clearance path from
the obstacles for safe maneuverability. A problem with the
approach presented in [3] is that paths generated by PFM
are non-smooth, which implies that the motion performed
by the exoskeleton has a non-anthropomorphic pattern.

Path smoothing problems that involves many constraints
can be solved with optimization techniques, as shown in
[19]. In this way, some metaheuristics have been used as
path smoothing optimization, as can be seen in the works [8]
and [2], where Genetic Algorithm (GA) and Particle Swarm
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Figure 1: The Ortholeg project: A lower limb active exoskeleton. (a) Ortholeg project version 1.0. (b) Design of Ortholeg
Project version 2.0. (c) Ortholeg Project 2.0 in development.

optimization (PSO) were applied. Among these optimiza-
tion methods, the Harmony Search Algorithm (HS) [4] is a
metaheuristic with some interesting features [22] and bet-
ter results in comparison with other algorithms for various
problems [17, 10].

In [16], the algorithm HS was applied to smooth the paths
generated by PFM. However, it was not performed any com-
parison with other methods to prove its efficiency. Thus,
this work presents the application of the methods GA and
HS to improve the smoothness of the paths generated by
the Probabilistic Foam Method, guaranteeing the safety of
the motion. For this study, we considered the motion plan-
ning of overcoming an obstacle by the exoskeleton Ortholeg
as a study case, and some of the methods were applied to
improve the generated paths.

This paper is organized as follows: Section 2 presents
and describes the metaheuristic algorithms used in this work
(Genetic Algorithm and Harmony Search Algorithm). Sec-
tion 3 describes PFM, and its application for the orthosis.
Section 4 models the path smoothing process as an opti-
mization problem. Section 5 presents some simulated results
and, finally, Section 6 presents some conclusions and future
works.

2. THE METAHEURISTIC ALGORITHMS
This section presents some details about two relevant global

optimization techniques: Harmony Search Algorithm, a method
based on musical concepts and Genetic Algorithm, a method
based on process of natural selection.

2.1 Harmony Search Algorithm
Harmony Search Algorithm (HS) is a metaheuristic in-

spired in musical concepts such as improvisation and mem-
orization [4]. Finding the perfect harmony in music is anal-
ogous to find the optimality in an optimization process [22].
Figure 2 illustrates this analogy, where the musical instru-
ments are the decision variables and the notes are the range
of each variable. The harmonies represent the candidate so-
lution of the problem and the people reaction is the objective
function.

The simple HS algorithm has five steps, as follows:

(a)

(b)

Figure 2: Musical improvisation (a) process versus optimiza-
tion process (b).

1. Initialization of the HS parameters;

2. Initialization of the Harmony Memory;

3. Improvisation of a new harmony;

4. Harmony Memory Update

5. Stopping criteria verification

First, it is necessary to initialize the HS parameters: Har-
mony Memory Size (HMS), Harmony Memory Considera-
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tion Rate (HMCR), Pitch Adjustment Rate (PAR), Band-
Width (BW) and the Number of Improvisations (NI). The
Harmony Memory (HM) is a vector that contains HMS har-
monies. The parameter HMCR indicates the probability of
selecting an existing harmony from HM during the impro-
visation process and finally, PAR and BW are parameters
related to adjustments in the harmony.

The initialization of the Harmony Memory is by HMS vec-
tors sampled randomly. During the improvisation process, a
harmony h is selected from the HM with probability HMCR.
The adjustment of the harmony h generates a new harmony
hnew:

hnew = h± x×BW, x ∈ U ([0, 1]) (1)

where x is a random value uniformly distributed on [0, 1],
and BW is a parameter between [0,1] that provides the ad-
justment.

After improvised, the new harmony is evaluated using the
objective function. If hnew is better evaluated than the worst
harmony inside the HM, the hnew replaces this worst har-
mony. Finally, while the stopping criteria is not achieved,
new harmonies are improvised.

2.2 Genetic Algorithm
The Genetic Algorithm (GA) is an evolutionary meta-

heuristic mainly inspired by Charles Darwin’s theory of nat-
ural evolution. This technique was first introduced in [7],
and popularized in [5], and it can be applied to solve several
global optimization problems. This algorithm considers the
mechanisms of natural selection where the fittest individuals
are selected as parents for a reproduction process in order
to produce offsprings.

In this algorithm, a set of possible solutions (individuals)
are randomly generated from a search space, forming the
Initial Population. All individuals are evaluated by a fitness
function (Objective Function) in order to select the best
pairs for reproduction. The reproduction process consists
basically of two genetic operations: Crossover and Muta-
tion. The Crossover is a genetic operator that combines the
information of two parents to generate a new offspring. The
Crossover is a genetic operator that combines the informa-
tion of two parents to generate a new offspring. The second
operation is the Mutation, which is responsible for maintain-
ing genetic diversity through some small modifications in the
chromosome of an individual. Finally, Elitism is a strategy
that guarantees the solution quality by maintaining the best
individual of each generation in the next population.

A pseudocode describing the steps of Genetic Algorithm
is presented in Algorithm 1.

The genetic algorithm presents some relevant parameters
for the convergence process: The Population size pop size is
the number of individuals in the population; The Crossover
probability cross prob indicates how often the selected par-
ents will be reproduced, and usually is a value close to 1;
The Mutation probability mut prob indicates how often the
chromosome will mutate and usually is a small value.

3. THE PROBABILISTIC FOAM METHOD
Probabilistic Foam method (PFM) is a robot path plan-

ner proposed in [20] with the main feature of generating
high clearance paths for safe maneuverability. In this work
it was used an implementation of PFM using information

Algorithm 1: Basic Genetic Algorithm
Require: cross prob, mut prob, pop size
Ensure: best individual.
1: pop← generate initial population(pop size);
2: evaluate initial population(pop);
3: while stop criteria is not met do
4: parents← select individuals(pop);
5: offspring ← cross individuals(parents, cross prob);
6: offspring ← mut offspring(offspring,mut prob);
7: pop← apply elitism(offspring);
8: best individual← obtain best offspring(pop);
9: end while

from workspace, as in [3]. In this implementation, a basic
structure of the method, called bubble, was computed in
the configuration space C using distance information from
workspace W based on the concept of bubbles of free space
[18].

A bubble b with radius r, centered in a configuration q
is defined as a volumetric structure with a hyperspherical
shape which is composed by a set of free configurations. The
planning of overcoming an obstacle for the orthosis considers
the configuration vector q = [θh, θk, θq]T , where θh is the hip
joint, θk is the knee joint and θq is the displacement of the
hip. In this way, the bubble is defined as a 3-ball and its
surface is a 2-sphere in C, as can be seen in Fig. 3b. The path
planning will return a path from the initial configuration qinit
to the goal configuration qgoal, providing the motion shown
in Fig. 3a.

(a)

(b)

Figure 3: Overcoming an obstacle with PFM. (a) Leg posi-
tions in W. (b) Illustration of a bubble in C.
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3.1 Foam Propagation
The probabilistic foam F is a structure defined as a set of

bubbles, F = ∪b, constructed incrementally from the binit
(i.e., bubble centered in qinit) to bgoal (i.e., bubble that en-
circles qgoal) in the free space. This propagation occurs by
expanding children bubbles on the surface of parent bubbles
from the previous generation. The maximum number N of
children bubbles for each parent bubble is defined by:

N = K

(⌊
r

rmin

⌋)n−1

(2)

where n is the dimension of C, r is the radius of the parent
bubble and rmin is the radius of the smallest allowed bubble.
K is a constant value related to the maximum number of
children bubbles for the parent bubble with radius rmin.

A total of N random configurations are sampled on the
surface of the parent bubble. Bubbles sampled in regions
covered by other bubbles are removed. Besides, a child bub-
ble can be expanded only if its radius is r > rmin. The valid
bubbles are stored in a search tree F and added in a queue
Q. The choice of a parent bubble in the foam is according to
the first-in-first-out (FIFO) rule. The foam propagates until
a child bubble encircles qgoal. Figure 4a shows the proba-
bilistic foam for a space n = 2. When some bubble encloses
qgoal, the algorithm finishes and a structure called Rosary
can be found, as shown in Figure 4b.

Figure 4: (a) Probabilistic foam. (b) Extracted rosary and
found path.

The Rosary R is found by performing a descending search
from the bubble bgoal to binit through the overlapping region
between two adjacent bubbles called hatch, and following
the parentship relation between bubbles bi with {i ∈ N/1 6
i 6 k}.

A feasible path can be extracted from the rosary by link-
ing line segments through the center of the bubbles, as can
be seen in Fig. 4b (green line). If the path crosses the inter-
section region between all consecutive bubbles, the path is
safe. In this way, path smoothing strategies need to improve
the path maintaining these safety constraints.

4. PATH SMOOTHING AS AN OPTIMIZA-
TION PROCESS

In order to model the path smoothing as an optimization
problem, we need to deal with two main issues: The decision
variable and the objective function. Consider the rosary and
path shown in Figure 5.

The blue region in the rosary represents the intersection
between two consecutive bubbles bi and bi+1, which repre-
sents the constraints of the problem.

Figure 5: Illustration of a rosary and the extracted path.

4.1 Objective Function
In the optimization process the path must cross all bub-

bles intersections, and the path σ is formed by the configu-
rations q′, as can be seen in Figure 6.

Figure 6: Illustration of the extracted path and the angles
between the line segments.

In this case, the decision variable of this optimization pro-
cess is given by:

σ = {q′1, q′2, ..., q′k−2, q
′
k−1} (3)

where k is the number of bubbles in the rosary.
In order to evaluate each path, we used the angles θi be-

tween line segments, as shown in Figure 5. We consider
that the pair of line segments are smoothest when the angle
value is θi = π. Besides, for the special case of the orthosis,
we also consider that it is important to decrease the path
length σlength. In this way, given the angles between the
line segments along the path,

θi = cos−1 (q′i − q′i+1) · (q′i+2 − q′i+1)∣∣q′i − q′i+1

∣∣ ∣∣q′i+2 − q′i+1

∣∣ (4)

the objective function for this problem is:

min f(σ) =

∑k−2
i=1 (π − θi)
k − 2

+ σlength

such that:

q′i ∈ (bi ∩ bi+1)

(5)

where bi ∩ bi+1 is the hatch region between two consecu-
tive bubbles. The minimization of the function f(σ) indi-
cates that the angles θi are getting closer to π, resulting in
smoother paths. Moreover, using the σlength information,
the paths also become shorter.
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4.2 Strategies used to implement the GA
In this paper, it was considered real-value encoding in

the Genetic Algorithm implementation. The selection pro-
cess was performed using Roulette selection, where it was
assigned a higher probability to the best evaluated individ-
uals, i.e, the ones with low values of f(σ).

The Heuristic Crossover [21, 6] was used in the repro-
duction process. In this technique, a new individual σf is
generated combining two individuals σ1

p and σ2
p. Consider-

ing that f(σ1
p) 6 f(σ2

p), the individual σf is created based
on the following equation:

σf = σ1
p + β(σ1

p − σ2
p) (6)

where β is a random uniform value such that β ∈ [0, 1].
In the mutation, the alleles of an individual (the config-

urations {q′i, q′i+1, ..., q
′
k−1} (as shown in (5)) were modified

using a subtle adjustment. Considering α a random uniform
value between [a, b], i.e., α ∈ [a, b], q′i was adjusted by αq′i.
Furthermore, after modifying a point, we verify whether it
still belongs to the hatch. If not, the point returns to its
previous value. Finally, elitism was implemented by replac-
ing the worst rated individual with the best individual of
the previous generation.

5. RESULTS
In order to perform the path planning using the Proba-

bilistic Foam method for the scenario where the exoskeleton
must overcome a simple obstacle (Figure 3a), we used the
parameters K = 10 and rmin = 0.07. The initial configura-
tion was qinit = [0.2 0.3 0.08] rad, and the goal configuration
was qgoal = [0.45 0.4536 1.45] rad. The simulation results of
path planning with PFM are shown in Figures 7 and 8. The
PFM generated a probabilistic foam with a high number of
bubbles, as shown in Figure 7.

Figure 7: probabilistic foam.

From Figure 7, it was possible to obtain a rosary, as can
be seen in Figure 8a. A path could be extracted from this
rosary by linking the center of each bubble by line segments,
as shown in Figure 8b.

The path provided by the probabilistic Foam method gen-
erated a motion that overcomes the obstacle, as can be seen
in Figure 9.

(a)

(b)

Figure 8: Path planning for the exoskeleton. (a) The rosary
found by the probabilistic foam. (b) The path extracted
from rosary.

Figure 9: Leg motion obtained by PFM.

Notice that, the movement performed is neither smoothed
nor anthropomorphic, which hampers the motion of the ex-
oskeleton user. Therefore, two strategies were used to smooth
the original path, the methods HS and GA.
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5.1 Results with Harmony Search Algorithm
Using the optimization technique HS, it was possible to

improve the path, as can be seen in Figure 10. The HS pa-
rameters were HMCR = 0.99, HMS = 50, PAR = 0.15,
BW = 0.01. These values were obtained empirically. Fur-
thermore, we also considered a stop criteria when achieving
a fitness value less than 0.38, i.e, f(σ) < 0.38.
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Figure 10: Path smoothing result using HS. (a) Convergence
curve for the optimization. (b) Smoothed path by HS. (c)
Performing of the improved motion.

The graph shown in Figure 10a indicates the value of the
f function related to the best harmony in HM for each im-
provisation. Figure 10b shows the path related to the best
improvised harmony and Figure 10c illustrates the motion

provided by this optimized path, which results in a smoother
and shorter path when compared to the original one gener-
ated by the PFM.

5.2 Results with Genetic Algorithm
The GS parameters used in this paper were defined as

follows: crossover probability = 0.9, mutation probability
= 0.001, population size = 50 and β = 0.3. Additionally,
we used the same stop criteria which was applied in the HS
(f(σ) < 0.38). The smoothing results obtained with the
Genetic Algorithm can be seen in Figure 11.
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Figure 11: Path smoothing result using GA. (a) Convergence
curve for the optimization. (b) Smoothed path by GA. (c)
Performing of the improved motion.
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Table 1: Comparison for the average values over the best f(σ) resulted for 50 runs.

Method
Time (s) f(σ) Iterations

Mean Max Min Std Mean Max Min Std Mean Max Min Std
HS 17.229 23.432 10.207 4.0113 4.0198 4.1505 3.9115 0.067772 4206.3 6385 3034 962.95
GA 27.112 39.253 16.7 6.3739 3.9307 3.985 3.8576 0.035699 3718.6 5510 2287 935.18

The smooth path obtained in the HS has a length σlength =
3.6155, while the GA presented a length σlength = 3.6007.
Therefore, even though the paths obtained by HS and GA
use the same fitness value in the stop criteria, the path pro-
vided by the GA is shorter and also smoother.

5.3 Comparison
To decide which method has the best evaluation, we per-

formed another set of simulations considering the population
variability as the new stop criteria. The algorithm must stop
when no improvement in the average value of the population
fitness is met considering 200 consecutive iterations.

Considering the stochastic nature of this method, the al-
gorithms were subjected to 50 runs in order to analyze the
f(σ), the processing time (t), and the number of iterations.
The simulations with the algorithms were performed on a
1.8 GHz Intel Core i7 processor with 8 GB RAM on Ubuntu
16.04 operating system. The numerical values are shown in
Table 1.

From Table 1, we can conclude that the HS provided
the best processing time. However, the Genetic Algorithm
achieved the best solutions, since f(σ) has a lower average
value. Besides, the small standard deviation in the f(σ)
values indicates that even though HS and GA are stochastic
processes, the methods tend to provide acceptable conver-
gences for the studied scenario.

In this way, the presented approach provided smoother
paths and, consequently, more anthropomorphic motions.

6. CONCLUSIONS
This work presented a strategy based in an optimiza-

tion by metaheuristics to smooth paths obtained by the
path planning method Probabilistic Foam (PFM). The algo-
rithms HS and GS were tested for improve the paths. The
methodology presented some satisfactory results, where a
path generated by PFM was successfully smoothed. This
approach generated improved paths, which provided more
anthropomorphic motions for the exoskeleton. Besides, the
smoothed path kept bounded by the bubbles from rosary,
which means that the path remained safe.

A drawback of this method for the studied scenario is
that it was necessary a high number of iterations from both
methods to provide acceptable results. However, it was im-
plemented the basic version of the algorithms and perhaps,
improved variants of these strategies can deal with this issue.
An inherent problem with the Probabilistic Foam Method
is that if the rosary has bubbles with irregular size or are
placed in a disorganized way, the smoothness process will be
more complicated.

In this way, in future works we intend to find strategies
to improve the convergence process for harmony search. Be-
sides, a study about the computational effort for this ap-
proach is necessary. Finally, we also intend to develop an
approach to adjust the bubbles from rosary, improving the
smoothness and length of the path.
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