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Abstract

A virtual laboratory has been developed to support chemical reaction engi-

neering courses. Real-life engineering challenges that are difficult to address

in a university laboratory give the opportunity to illustrate basic concepts of

chemical reaction engineering such as the relationship between temperature

and reaction rate, space time and conversion, and inert concentration and

selectivity. Six virtual experiments covering topics from petroleum refining,

diesel combustion, nanoparticle growth, and hydrogen combustion form the

basis of the virtual laboratory. The characteristics embedded in the exper-

iments include the use of economic analysis to give closure to open-ended
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problems, the solution of engineering problems with high environmental rel-

evance and finally, the ability to solve complex engineering problems related

to state-of-the-art technologies, for example the synthesis of functionalized

nanoparticles. Trial tests with senior students, with continual feedback and

freedom in terms of the delivery date were used to evaluate and improve the

experiments. Subsequently, a classroom test with 45 undergraduate students

with a fixed deadline was performed. The challenges and opportunities to

use virtual experiments supported by industrial software to teach real-life

problems to undergraduate students have been critically assessed.

Keywords: virtual laboratory, industrial software, real-life problems,

reaction engineering

1. Introduction

Most chemical engineering programs include graduate and undergraduate

courses on reaction engineering. The literature related to chemical reaction

engineering includes various textbooks (Ancheyta, 2017; Aris, 1999; Davis

and Davis, 2013; Doraiswamy and Uner, 2013; Fogler, 2016; Froment et al.,

2010; Holland and Anthony, 1979; Kramers and Westerterp, 1963; Leven-

spiel, 1962, 1999; Li et al., 2017; Marin and Yablonsky, 2011; Missen et al.,

1999; Ranade, 2002; Schmal, 2014; Schmidt, 2009; Trambouze and Euzen,

2007; Walas, 2013), with different perspectives, that have contributed to the

education of chemical engineers for the last seven decades. One characteris-

tic that is recurrent in early textbooks is the predominance of A + B → C

type examples and monogram solutions, mainly due to the limited tools to

perform complex calculations at the time when the textbooks were written.
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In recent years, textbooks have included more practical examples aided by

state-of-the-art computational advances brought in by the personal computer

revolution. In this way, problems that were too difficult to solve in the 1960s,

became accessible to undergraduate students. Currently, there is now also

the trend to use companion websites (Fogler and Gurmen, 2019; Froment

et al., 2019; Levenspiel, 2019) to support textbooks.

At the same time different authors (Chen et al., 2016; Koretsky et al.,

2008; Molderez and Fonseca, 2018; Naukkarinen and Sainio, 2018; Wolff et al.,

2018) have documented the importance of solving real-life problems and us-

ing virtual environments to support the application of the theory learned in

the classroom to professional challenges. Such real-life problems improve the

ability to solve fully open-ended problems. The virtual and real-life charac-

ter of a problem can be obtained via different strategies. For instance, while

Koretsky et al. (2008) achieved a virtual character using a three-dimensional

graphical interface that provided the look-and-feel of a typical semiconductor

manufacturing environment from which students could perform reactor runs,

take measurements, and obtain output data, Naukkarinen and Sainio (2018)

employed a Moodle Discussion Feature where an instructor varied the con-

ditions in a virtual reactor where a small set of coupled reactions took place

in a homogeneous medium. Other approaches include exposure to industrial

processes and professionals (Wolff et al., 2018), experiments where students

were given the freedom to define the problem and the appropriate approach

to find a solution (Chen et al., 2016), and the analysis of thermal safety (Lev-

eneur et al., 2016). Virtual laboratories have also been applied to enhance the

learning experience of existing lab-scale experiments inside the universities
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such as distillation units (Pirola, 2019) and electrolyzers (Domı́nguez et al.,

2018) or as full virtual experience combining teaching material, simulation

activities, and applicability (Rasteiro et al., 2009).

We present a different approach to deliver a real-life experience for stu-

dents learning chemical reaction engineering. Through virtual experiments,

students solve problems taken from real-life engineering challenges. The ap-

proach is different from the experiences described above because the real-life

character is provided by the similarity between the problem statement, the

actual engineering challenge and the use of industry- and research-oriented

software that do not necessarily contain all the modules designed for in-class

use. In this way, the students need to adjust to interfaces that are not ex-

clusively academic-oriented. Identifying solutions to the problems through

simulation analysis gives the “virtual” character to the exercise. Six real-

life situations have been developed as virtual experiments and evaluated by

chemical reaction engineering students. A general description is given of all

virtual experiments, particularly on how they can support chemical reaction

engineering courses. For one of the experiments, a detailed explanation of

the theory and technical information behind it is given.

2. Method

Six virtual experiments were developed to introduce the students to dif-

ferent areas of chemical reaction engineering. While three of those situations

(Experiments 1, 2 and 5) are suited for undergraduate level chemical engi-

neering classes, the other three (Experiments 3, 4 and 6) would be of the

interest of first-year graduate students and advanced undergraduate classes.
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Each experiment includes a detailed laboratory guide that states the prob-

lem and explains how to use the software to develop a solution. The problem

statements are formulated such that: (i) the problems can be related to the

theory discussed in class and (ii) the students are exposed to a real-life chal-

lenge of the chemical industry. Clearly some level of simplification needs to

be applied to any real-life situation to be modeled. The description below

clearly states such simplifications.

2.1. Software

The software used for the simulation and solution of the problems are

k ineticsTM (2016) and MoDSTM (2016) developed by CMCL Innovations.

k ineticsTM is a toolkit used to develop and apply chemical kinetic reaction

models to engineering applications in the automotive, energy, and chemical

processing industries (Bhave and Kraft, 2004; Bhave et al., 2006; Etheridge

et al., 2011; Kraft et al., 2000; Mosbach et al., 2009; Wang et al., 2016).

It comprises solutions to model homogeneous and heterogeneous chemistry

in a variety of reactor models, including, perfectly and imperfectly mixed

tank and plug-flow reactors, and networks of ideal reactors. It contains tools

to support a variety of analysis. The Flux Analysis tool can be used to

identify the most important reaction flux pathways in a chemical mechanism.

The Mechanism Reduction tool can be used to reduce the complexity of

large chemical mechanisms and thereby make them practical for use within

multidimensional CFD simulations. The Child Case, Design of Experiments

and Sensitivity Analysis tools can be used to investigate how the model

responds to changes in the model parameters or process conditions. It has a

graphical user interface that allows the easy set up and execution of models,
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and post processing of the simulation data. Figure 1 shows a snapshot of

part of the user interface.

Figure 1: k ineticsTM interface (2016 version).

MoDSTM (Model Development Suite) is a software tool that is designed

to accelerate the process of developing computational models (Azadi et al.,

2014; Bhave et al., 2017; Brownbridge et al., 2011; Mosbach et al., 2012;

Smallbone et al., 2014; Taylor et al., 2013). It provides a set of advanced

numerical and statistical techniques, including single- and multi-objective

optimization, parameter estimation, intelligent design of experiments, data-
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driven model generation, surrogate and reduced-order model generation as

well as data handling, clustering, classification and machine learning tools.

Figure 2 presents a snapshot of the interface and some of the available algo-

rithms.

Figure 2: MoDSTM interface and available algorithms.

2.2. Laboratory guides

The laboratory guides for the six experiments are written in English,

supplied as Supplementary Material and available online (VirtuaLab guides,

2018). Each guide states the objective of the experiment, any prerequisites

(for example, the completion of tutorials related to the software), a short
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summary of the experiment, a brief background with a general description

of the real-life process and relevant insights such as process details, oper-

ating conditions and kinetic data. At the end of each guide is a hyperlink

to a Google form where students can complete online a report, answering

questions about their understanding of the theoretical implications of each

experiment. These forms are available online (VirtuaLab guides, 2018). Once

students are familiar with the software they are expected to take around 4

h to complete each experiment. The questions are formulated to maintain

and open-ended character that, to a certain extent, tries to convert the tra-

ditional student laboratory report into a project-report more similar to what

engineers may write in real life.

2.3. Implementation

The experiments were implemented at the National University of Colom-

bia, Medelĺın Campus, with students from the Chemical Engineering pro-

gram. Initially, six students that had already taken an undergraduate-level

chemical reaction engineering class, carried out all six experiments in an ex-

ercise called hereinafter “the trial test”, after that, a full course of 45 students

performed one of the experiments as explained below, hereinafter called “full

test”.

2.3.1. Trial test

A senior group of students evaluated the laboratory guides. This stage

was designed to provide feedback regarding possible issues in the operation of

the industrially-oriented software and exposing students to open-ended prob-

lems that could inhibit the learning experience. This group was continually
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supported by one member from the virtual laboratory project team.

2.3.2. Classroom implementation

During the undergraduate chemical reaction engineering course, it was

only possible to carry out one of the six exercises. Forty five students of

the undergraduate class carried out Experiment 2 in Table 1. A similar

evaluation of the other five experiments was not possible because of the

limited availability of the students and the difficulties associated with grading

virtual experiments that were still in development. The students received

the guidelines for the virtual experiment after attending classes covering the

appropriate theoretical background, and guidelines for installing the software

on their personal computers. They had a limit of 5 days to conduct the

experiment and to return the respective Google form, for which they received

credit in the general grade of the course. It is noted that contrary to the

software company’s technical support best practices particularly for teaching

applications, an on-site software demonstration and extensive training could

not be performed at the University site due to the project budget constraints.

3. Virtual experiments

Table 1 describes the topic, the type of reactor and the area of chemical

reaction engineering addressed in each virtual experiment. As it happens in

real-life situations, the knowledge required to solve each individual laboratory

comes from different areas of chemical reaction engineering, therefore Table 1

should be used as indicative of the knowledge that can be strengthened or

supported through the use of each virtual laboratory. Particular emphasis

is made in the description of Laboratory 2, as this was the only completed
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by both the smaller and larger group of students. Similar detail of the other

laboratories is given as Supplementary Material. The virtual experiments

intend to supplement the chemical reaction engineering course by expanding

the understanding of some critical concepts. As a whole they have two main

learning outcomes: (1) Increasing the understanding of a specific concept of

reaction engineering by solving a real-life problem and (2) Exposure to real-

life problems. The last column in Table 1 summarizes the learning outcomes

expected from each virtual experiment. Those labeled with letter (C) indicate

the specific concept that the experiment addresses, those labeled with letter

(E) indicate the area where the real-life problem applies.
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Table 1: General description of the six virtual experiments.

Exp. Practical process Reactor Learning outcomes (*)

1
Ethylene steam

cracking
PFR

C: Inert concentration, reactor volume, conversion

C: Effect of temperature on reaction rate

E: Refinery industry

2
Propylene steam

cracking
PFR

C: Multiple reactions (Selectivity and Yield)

C: Economic assessment

E: Refinery industry

3
Diesel engine

performance
Batch

C: Reactant feeding ratio

E: Engines, emission control,

and Exhaust Gas Recirculation (EGR)

4
Nano-sized ZnO

particles
Network

of CSTRs

C: Reactors in series

C: Reaction Quenching

C: Method of Moments

5
Analysis of rate data -

simple mechanism
Batch

C: Parallel reactions

C: Parameter estimation

E: Combustion

6
Analysis of rate data -

complex mechanism
Batch

C: Sensitivity analysis

E: Combustion

(*) (C) Concept of reactor design which understanding is improved by the experiment (E) Exposure

to real-life.
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3.1. Experiment 1 - Ethylene steam cracking

Ethylene (C2H4) is one of the most important chemicals produced world-

wide. It is used as a building block for a wide range of products including

plastics, solvents and cosmetics. Ethylene is mostly produced in the petro-

chemical industry in a process, known as steam cracking, that takes place

in a long tubular reactor. A typical reactor is about 80 m in length. The

typical operating temperature is of the order of 650°C.

Experiment 1 considers the production of ethylene from an ethane feed-

stock. The kinetic mechanism is simplified with a single overall reaction

(R1) (Fogler, 2016). Emphasis is made on the need for steam (an inert) ad-

dition to the system to reduce the rate of secondary reactions and improve

temperature control.

C2H6 −→ C2H4 +H2 R1

The experiment guide highlights that coke deposition on the walls is a

major drawback of these reactors. The addition of coke formation to the

description of this reaction is an example of the real-life character of the

problem. The guide explains that the formation of a coke layer on the walls,

limits the heat transfer across the reactor walls up to a point that the external

temperature of the coil, known as skin temperature, needs to be significantly

increased to maintain the required heat flux to the reactor. Additional prob-

lems related to coke deposition such as a reduction in effective reactor volume

and maintenance shutdowns for mandatory decoking operation are also ex-

plained. The task for the students is to devise strategies to counteract the
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negative effects of coke deposition, through the simulation of the process.

The students are asked, first, to address the effect of inert concentration,

defined as a dilution factor (kg H2O/kg ethane), on ethane conversion and

ethylene yield. While this is clearly not an open-end question, it allows the

students to gain familiarity with the reaction system.

In a second part of the experiment, the students are required to ad-

dress the effect of coke formation and temperature on ethylene production.

The guide explains that, while coke deposition is a transient process, one

can invoke a Pseudo Steady State Hypothesis (PSSH) that considers that

the gaseous phase process, i.e. R1 takes place in steady-state conditions at

which the coke layer has a constant thickness and coke deposition occurs at

a pseudo-constant rate. This hypothesis has reasonable validity as the rate

of reaction R1 is orders of magnitude faster than the rate of coke deposition.

In fact, a rough estimate indicates that the cross-sectional area of the reactor

decreases, because of coke deposition, by 20% for every 380 h of operation

while the residence time of the gas phase is of the order of one second. The

students are asked to modify the process temperature to a value that can

maintain constant ethylene production, despite the reduction in space time.

This is a common problem in the industrial operation of an ethane steam

cracking process, and is a powerful example to illustrate concepts such as the

increase in the reaction rate as temperature increases and the effect of space

time on conversion.

3.2. Experiment 2 - Propylene steam cracking

After the students have performed Experiment 1 and are familiarized

with the simulation of the ethane steam cracking process, a change in feed-
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stock (propane) and desired product (propylene) is proposed in Experiment

2. A more complex kinetic mechanism comprising 11 reactions and 12

species (Sundaram and Froment, 1979) gives the detail required to expose

the students to the analysis of selectivity and yield and how they are af-

fected by process conditions such as inert concentration (steam dilution) and

temperature.

The guide gives some background about selectivity and how to estimate

the operating time before a layer of coke with a defined thickness is formed

on the walls of the reactor. As well as in Experiment 1, a PSSH is also used

so that a steady state solution can be obtained. This experiment gives the

students the opportunity to learn that the definitions for selectivity (S) and

yield (Y) that are traditionally presented in chemical reaction engineering

courses are not universal and may present some variations depending on the

reaction system in question. In the case of steam crackers, selectivity is

defined as the ratio of the concentration of the desired product to that of the

sum of the concentration of all hydrocarbons.

Initially the guide asks the students to explore the effect of dilution factor

on propylene molar flow (FC3H6), selectivity (SC3H6) and yield (YC3H6). This

is an open-ended question that requires the students to propose a value of

the dilution factor at which to operate the steam cracker. Interestingly, the

students will find that the curves of FC3H6 , SC3H6 and YC3H6 do not show any

maximum with dilution factor, as shown in Figure 3, which leaves them with

a sense of uncertainty and unease that are resolved in the last section of the

guide.

The students are also asked to explore the effect of temperature on FC3H6 ,
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Figure 3: Results expected for Experiment 2. Effect of dilution factor on different metrics

related to the production of propylene during the hydrocracking of propane. a) Molar

flow, b) Selectivity and c) Yield.

SC3H6 and YC3H6 . Figure 4 shows the expected variation of propylene molar

flow (Figure 4a), selectivity (Figure 4b), and yield (Figure 4c) with tem-

perature. As was the case with the dilution factor, no unique temperature

renders a maximum for the three variables.

A higher temperature not only yields a higher propylene molar flow (Fig-

ure 4a) but also favors coke formation, as evidenced in Figure 5a that presents

the variation of the rate of coke formation with temperature. A higher di-

lution factor, on the contrary decreases propylene molar flow and selectivity,

but is beneficial from the point of view of coke formation control, decreasing

its production rate, as illustrated in Figure 5b.

To give the students an additional tool to balance the positive and nega-

tive effects of the design variables, the guide introduces a simplified version

of the economic analysis of a steam cracker discussed in Berreni and Wang
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Figure 4: Results expected for Experiment 2. Effect of temperature on different metrics

related to the production of propylene during the hydrocracking of propane. a) Molar

flow, b) Selectivity and c) yield.

(2011). The students are requested to determine the combination of tem-

perature and dilution factor that guarantees the best profit at a condition

of significant propylene production, but with a low number of decoking op-

erations. They estimate this by computing the annual operating profit (P )

using Equation 1 for each point from a factorial experimental design covering

three levels for two design variables: dilution factor and process temperature.

P ($) = (FC3H6CC3H6)nt0 + (FC2H4CC2H4)nt0 − (FC3H8CC3H8)nt0

−(FH2OCH2O)nt0 − nDCC
(1)

where C3H6 and C2H4 are the valuable products when operating the

cracker for a continuous period of t0 hours, with n decoking operations in

a year, with the losses associated to the cost of C3H8 and H2O and of a
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Figure 5: Results expected for Experiment 2. Coke production rate as function of oper-

ating variables during the production of propylene via the hydrocracking of propane. a)

Effect of temperature b) Effect of dilution factor.

decoking operation (DCC). F i and C i represent the mass flow and the cost

of species i, respectively.

3.3. Experiment 3 - Diesel engine performance

Chemical reaction engineering can explain real-life processes far beyond

the chemical industry sector. This experiment was specifically designed to

illustrate this feature of reaction engineering to students in the context of

emissions control technologies in modern diesel fuelled compression ignition

engines. The experiment is introduced with a short description of internal

combustion engines. Concepts such as engine efficiency, nitrogen oxide for-

mation and its regulation for vehicle emissions, fuel-air equivalence ratio (φ,

a term frequently used in the automobile community that defines the quan-

tity of fuel in a fuel-air mixture; the equivalence ratio is the ratio of the
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actual fuel/air ratio to the stoichiometric fuel/air ratio), and exhaust gas re-

circulation (EGR) are explained to provide the students with the background

knowledge required to solve the problem. The reactor models in k ineticsTM

(and its sister product the SRM Engine Suite, which comes with a number

of built-in reactor models to simulate different types of reciprocating engine)

are particularly suited for the analysis of automobile-related problems and

come with the ability to directly specify mixtures in terms of φ. This ex-

periment takes advantage of the fact that k ineticsTM comes with a library

of reaction mechanism for different engine applications, including a detailed

kinetics for diesel combustion.

The students are requested to compute the space time of a four-stroke

engine. While the calculation is straightforward, the conversion of the engine

speed and fuel and air flow to space time demands the ability to translate

basic classroom concepts to the real engine. Similar skills are fostered by

representing the fuel as iso-octane for stoichiometric purposes and by the need

to translate the software results (e.g. NOx exhaust concentration) to relevant

engineering values (e.g. NOx emissions in g/km). To perform the simulation

in k ineticsTM, students are asked to treat the engine as a constant volume

adiabatic batch reactor. This is clearly an approximation that is reasonable

in the sense that in a four-stroke engine the combustion is very fast compared

to the velocity at which the piston moves, and heat is transferred outside the

cylinder wall. Therefore, constant volume and adiabatic conditions may be

assumed.

In a first activity the students find that there is a value of φ that yields a

maximum in combustion performance by computing an Efficiency Indicator
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(EI) for different φ values. The students also find that at this value of φ,

NOx emissions are below the NOx emission standard.

In a second activity the students repeat the calculation when φ is higher

than the value found in the first activity. At this value the NOx emissions are

above the emission standard. This exercise highlights the important relation

between φ and NOx emissions. In a final activity, students add Exhaust Gas

Recirculation (EGR) to the system. This is easily carried out in k ineticsTM as

EGR is an input option when modeling constant-volume, adiabatic reactors.

From these results, the students are asked about the use of EGR as a level

to control the NOx emissions in Diesel engine.

3.4. Experiment 4 - Nano-sized ZnO particles

Experiment 4 discusses the synthesis of ZnO nanoparticles using a mod-

elling approach that includes two main stages: (i) the evaporation at 2500

K of coarse-sized and low-value ZnO particles and the subsequent reduction

with CH4 to obtain Zn vapor and (ii) the use of a controlled amount of

ambient air to oxidize Zn(vapor), to form ZnO nanoparticles.

Given the importance of nanotechnology in current engineering develop-

ments, this exercise is aimed at motivating students to learn about some of

the challenges related to this technology. It introduces the use of the method

of moments to describe the size distribution of the nanoparticles. In the

background section the students are provided with information to familiarize

them with particle processes such as nucleation, coagulation, and particle

depletion. k ineticsTM includes a choice of computational methods that de-

scribe the particles in different levels of detail (and hence complexity) to

simulate the evolution of a particulate phase interacting with a continuous
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(gas) phase. The method of moments used in this exercise is one of the

simplest approaches for solving particle population balance equations and

considers only the most important physicochemical processes affecting the

particles. While the mathematics behind the method of moments may be

beyond the scope of a reaction engineering class, the phenomena associated

with nanoparticle formation is closely related to many of the concepts that

are taught in chemical reaction engineering. Furthermore, chemical engi-

neering graduates would be expected to use computational tools similar to

k ineticsTM if working with particulate processes. Their understanding of the

phenomena behind this software is, therefore, of key importance in engineer-

ing classes.

The reaction and quenching stages typical in this process, are modeled

as the combination of two reactors in series. The oxidation of zinc vapours

and preliminary particle growth take place in the first reactor, referenced in

the guide as Oxidation Reactor, and the final growth and quenching in the

second reactor (Quench Reactor). The students need to build the reactor

network using k ineticsTM interface. As outputs, the software calculates the

total number of particles, temperature and average particle diameter as a

function of time for both reactors. The guide challenges the students to

propose values for i) the volume of the Quench Reactor and ii) the cooling

air flow rate for the Oxidation Reactor such that the particle diameter is

between 10 and 15 nm at the outlet from the Oxidation Reactor and no

bigger than 18 nm at the outlet from the Quench Reactor. In order to do

this, the students need to perform a set of simulations to evaluate the effect

of the above design variables on the process performance.
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3.5. Experiments 5 and 6 - Data analysis of reaction data

Experiments 5 and 6 seek to teach students about modern methods to

analyze complex reaction systems, over an about what would be possible

using the graphical methods described in early chemical reaction engineering

books. However, the success of data analysis with current algorithms strongly

depends on the correct understanding of the problem.

Experiment 5 combines the traditional integral method for the analysis of

rate data with the algorithms available in MoDSTM. The aim is to estimate

rate parameters for key intermediate reactions in a chemical mechanism de-

scribing the combustion of H2. This combustion process has been chosen as

an example of clean energy generation. The problem considers a branch of

the H2/O2 mechanism that is highly relevant at high pressure (10–30 atm)

and relatively low temperature (less than 1800 K) in order to reduce NOx

emissions (Burke et al., 2011; Mueller et al., 1999). The input data presents

the typical uncertainty of real experiments adding more real-life features to

the experiment.

The chemical mechanism for the H2 combustion considers HO2, H and OH

as key intermediates as shown in elementary reactions R2 and R3. Equation 2

showed the expression used tp calculate the rate of each reaction.

HO2 + H −→ H2 + O2 R2

HO2 + H −→ OH + OH R3

ri = A0,iT
nie−Ea,i/RT

Ns∏
j=1

c
αj

j (2)
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where A0,i is the pre-exponential factor of reaction i, ni is the exponent

of temperature that is particularly important for reactions taking place at

low temperatures, Ea,i is the activation energy for reaction i, N s is the total

number of species, cj is the molar concentration of species j in the system

and αj an exponent that, for an elementary reaction, corresponds to the

stoichiometric coefficient.

The values of ni and Ea,i are given to the students. The unknowns are

the pre-exponential constants, A0,i , for both reactions. While the fitting

procedure seems straightforward because there is enough experimental data

and there are only two parameters to determine, there is one caveat, the

data is obtained at two very different temperature values. The students are

challenged with the task of finding the best values to fit experimental data

at both low and high temperatures.

The students should first derive an algebraic expression to compute the

HO2 concentration as a function of time, temperature, initial concentration of

HO2 and H and the kinetics parameters for reactions R2 and R3. Using this

expression and making use of the fitting algorithms available in MoDSTM, the

students should perform a first round of fitting using the low-temperature

experimental data and verify that the resulting parameters yield acceptable

predictions for the low temperature regimes but that, particularly at high

temperatures, experimental data is significantly underestimated. The inclu-

sion of the high-temperature experimental data in a second round of fitting

not only significantly improves the predictions at high temperature but un-

covers the fact that, while only one of the reactions is relevant at low tem-

peratures, both reactions have a significant effect in the concentration profile
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at high temperatures. This two-reaction system is an example of a chemi-

cal mechanism that displays an apparent temperature-dependent activation

energy.

Experiment 6 expands on the H2 combustion problem. The guide explains

that in some cases a simple reaction mechanism, for example that described

by reactions R2 and R3, is not enough to properly capture the chemistry

of a system. While in Experiment 5 reactions R2 and R3 were sufficient to

predict the species concentrations, more complex quantities, in this case the

ignition delay time, require a more detailed mechanism. The guide presents a

alternative mechanism of 13 species and 27 reactions, and provides a datafile

containing the associated kinetic and thermodynamic data than can be easily

imported into k ineticsTM and MoDSTM.

Experiment 6 illustrates that the use of a detailed chemical reaction mech-

anism introduces the technical challenge of handling a large number of pa-

rameters, which makes mechanism calibration difficult. To alleviate the dif-

ficulties of having numerous parameters, the guide introduces the concept

of sensitivity analysis. The experiment encourages the students to perform

a sensitivity analysis to identify the chemical reactions with the largest ef-

fect on ignition delay time. The supplied version of the chemical mechanism

overestimates the ignition delay time and the laboratory guide remarks that

fitting the mechanism by optimizing the full set of kinetic parameters for

all 27 reactions is difficult. However, if the optimization problem is limited

to the kinetic parameters with the highest sensitivity coefficients, the opti-

mization problem is significantly simplified. The students are required to

use MoDSTM to perform this optimization. The resulting fitted mechanism
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shows much better agreement with experimental data.

4. Result and analysis

The senior group of students was instrumental in finalizing the design of

the experiments. A major concern in Experiment 1 was the fact that while

the guide described a clear real-life situation, there were too many assump-

tions in the approach suggested to solve the problem. The students wanted

to add more complexity to the problem in order to reduce the number of

assumptions. The fact that the energy equation is not coupled to the solu-

tion and that the coke deposit uniformly builds along the reactor particularly

worried this senior group. As Experiment 1 was designed as a first exposure

to residence time and dilution, this difficulty should be less evident in an

actual undergraduate class.

In Experiment 2 the senior group experienced the expected sense of un-

ease given the absence of an optimal dilution factor without adding the addi-

tional economic considerations to the problem. This economic analysis was

considered a very positive part of Experiment 2 and is not often included in

traditional chemical engineering books. Experiment 3 introduces a number of

engine-related concepts that made the experiment challenging for the senior

group. However, they were strongly motivated by the context of understand-

ing NOx emissions control technology using exhaust gas recirculation in a

diesel engine.

The application of reaction engineering to state-of-the-art areas, such as

the production of nanopowders described in Experiment 4, was regarded as

very motivating by the students. The possibility of using software to predict
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nanoparticle growth without getting into the complex mathematics associ-

ated with the method of moments was received very positively. This is in

contrast to most examples in chemical reaction engineering typically demand

prior mastery of the mathematics before solving the engineering problem.

Experiment 4, in that sense, faces the students with a rather common prac-

tice in engineering. Sophisticated software is used to solve an engineering

problem, where the emphasis is on finding the best solution rather than on

how the solution is obtained. This is consistent with other areas, where, for

example, current advances in artificial intelligence are considered as drivers

for scenarios where engineers will be responsible for setting up the problem,

machines will solve any required mathematics and provide possible solutions,

and engineers would select the best solution (Frey and Osborne, 2013).

As experiments 5 and 6 challenge the students to find rate parameters

for more than one reaction. The senior group viewed these experiments as

a logical advance from the more traditional problems used to introduce the

topic of rate parameter estimation. Given that the students were already

familiar with parameter fitting algorithms, it was rather simple to fit the

rate parameter for a single reaction. Nevertheless, students considered that

the real-life character of both experiments, particularly of Experiment 6, to

be confusing because both problems seemed to be more related to a research

laboratory than to a practical engineering use case.

A full test of experiment 2 was performed using a full class of 45 stu-

dents from the undergraduate programme. While the students described the

experiment as similar to their expectations of real engineering, there were a

number of practical issues that caused significant frustration among students
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and obscured the evaluation. For example, the number and frequency of re-

quests to the licence server caused problems with checking out licences. This

was fed back to the software vendors, who have since changed the licence

handling to solve this issue. Further, the fact that the students could not ac-

cess extended online support as is possible for widely-used software packages

such as Matlab influenced their final evaluation. However, we regarded this

as a positive unforeseen result as real-life engineering practice often comes

with unexpected challenges. Problems with software licenses and the lack of

freely available tutorial videos via Google are merely examples of this. Nev-

ertheless, in order that the solution of the real-life engineering challenge is

in the foreground of the virtual experiment, it is the task of the Experiment

superviser to minimize any kind of software-related problem.

Another challenge commonly encountered when trying to use state-of-

the-art industrial software and/or hardware are the associated additional

financial and time costs (Botero et al., 2016). This continues to be the case

even after generous discounting and support of the software (as was the

case here), and requires the close collaboration and sustained effort of the

academic and industrial partners to implement this type of methodology in

the education of engineers.

5. Conclusions

A virtual laboratory that uses industrial software to solve real-life chem-

ical engineering problems was developed to support the teaching of chemical

reaction engineering. Six experiments were developed, and were tested by

undergraduate students taking the chemical reaction engineering course at
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the National University of Colombia.

The experiments introduce problems based on real-life engineering situ-

ations including steam cracking, diesel and H2 combustion and nanoparticle

synthesis. The experiments give students the opportunity to apply chemi-

cal engineering concepts to real-life engineering challenges, and in this way

support their understanding of chemical reaction engineering.

The inclusion of open-ended problems with no single correct answer was

observed to cause some initial frustration amongst the students. However,

the subsequent demonstration of how such problems can be closed by intro-

ducing additional constraints, for example economic or environmental con-

siderations, was met with very positive feedback. The overall approach was

supported by the students.

The introduction of industrial software into the reaction engineering course

imposed several challenges and opportunities. Such computational tools are

not necessarily classroom-oriented, and the students experienced a few dif-

ficulties in starting to work with them. However, once students understood

how to use the software they found the ability to solve real-life problems

very motivating. Furthermore, the lack of internet-available answers to

solve software-operating problems forced students to find their own solutions,

adding to the real-life character of the experiments.
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