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1Nothing in the study presented here hangs on the acceptance of modularity. For our
purposes, distinct moral systems could be entirely learned by domain-general
learning processes. Rather, we are interested in the replicability of the evidence in
support of separate moral systems, regardless of whether they reflect the innate
structure of domain-specific learning modules.
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Whether moral cognition is underpinned by distinct
mental systems that process different domains of moral
information (moral pluralism) is an important question for
moral cognition research. The reduced importance of intent
(intentional versus accidental action) when judging purity
(e.g. incest), when compared with harm (e.g. poisoning), moral
violations is, arguably, some of the strongest experimental
evidence for distinct moral systems or ‘foundations’.
The experiment presented here is a replication attempt of
these experimental findings. A pre-registered replication of
Experiment 1B from the original article documenting this
effect was conducted in a sample of N = 400 participants.
Findings from this successful replication are discussed in terms
of theoretical and methodological implications for approaches
to moral cognition.
1. Introduction
Imagine siblings having consensual sex. This is probably difficult to
picture. Now imagine somebody causing physical harm to their
sibling. This is not such a difficult task, at least for those that have
experienced sibling rivalry. An even easier task though is to
assign a moral status to each of these actions. This is something
that people do intuitively across an endless variety of novel actions
[1]. Moral pluralism suggests that our moral judgements of
such cases involving harm and incest are underpinned by separate,
domain-specific moral modules1 or systems. For example, moral
foundations theory (MFT) posits that humans have distinct mental
modules or ‘foundations’ that process moral information across a
specific range of moral domains and their associated actions: harm
(e.g. assault), purity (e.g. incest), fairness (e.g. cheating), loyalty
(e.g. betrayal) and authority (e.g. disobedience) [2,3]. MFT claims
that these modules each process information in a bespoke manner
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that reflects the particular selection pressures responsible for sculpting the evolution of that mental module.

For example, it posits that the harm system or foundation helps to meet the adaptive challenge of caring for
vulnerable offspring across an extended period of time, a common challenge for all mammals. It does this by
mapping perceptions of suffering (e.g. seeing someone being assaulted) to relevant moral cognitions (e.g.
feeling that this is morally wrong) and actions (e.g. motivations to help and protect).

Critics accuse moral pluralism of lacking parsimony, conceptual clarity, and methodological rigour
[4,5]. More generally, some evolutionary biologists have argued that while it is easy to give plausible
adaptationist ‘stories’ for the evolution of human cognition, it is much harder, perhaps even
impossible, to empirically test these as scientific hypotheses [6]. Regardless of whether we can answer
how human moral cognition evolved, understanding whether it is accurately characterized by a single
system or separate moral systems (moral pluralism) is an important question in its own right. Indeed,
correctly delineating and decomposing the phenomenon under inquiry is one of the standard steps
for developing theoretical explanation in the psychological and cognitive (neuro)sciences [7].

One way of proceeding to delineate and decompose cognitive phenomenon (e.g. memory) is to
demonstrate that some experimental manipulation ‘x’ (e.g. typeface) causally impacts one (sub)type of
the phenomenon ‘y1’ (e.g. implicit memory) differently from how it affects another (sub)type of the
phenomenon ‘y2’ (e.g. explicit memory) [7]. This approach has been taken with regard to the role of
intent across the moral domains of harm and purity, and provides, arguably, some of the strongest
experimental evidence for moral pluralism’s claim that our moral cognition is underpinned by
separate moral modules or systems.
0808
2. Different roles of intent across moral domains
Given intent plays a crucial role in moral judgements of harm (e.g. murder versus manslaughter), Young
& Saxe [8] set out to examine whether this was also the case for purity violations (e.g. incest, eating taboo
foods). On the basis of anthropological observations, they predicted that intent would not exculpate
purity violations to the same extent as harm violations. They found just that: the exculpatory effect of
innocent intentions was significantly reduced for purity compared to harm violations. For example,
accidentally poisoning a cousin with an undisclosed peanut allergy was judged less morally wrong
than accidentally committing incest with a long-lost sibling (Experiments 1–3). However, intentional
harm was either judged the same as, or worse than, intentional purity violations. Put differently, the
simple main effect of mental state (intentional versus accidental) was stronger for harm than purity
violations. This is taken as evidence for the separate cognitive processes or ‘signatures’ underpinning
moral judgements in these domains. Young & Saxe draw on, admittedly speculative, functional
explanations to account for the different cognitive processes underpinning moral judgements of harm
and purity violations. For example, they suggested that intent is important for harm violations as it
helps us identify who will cooperate with us in the future. By contrast, such information is less
important for purity violations where it is the act, rather than the intention, that it said to serve the
function of signalling group membership and cohesion.

There has been further converging evidence for, or ‘conceptual replication’ of, the mental state ×
domain interaction [9,10]. However, pre-registered, independent, close or ‘direct’ replication of such a
key result is important if we are to better understand the mechanisms underlying moral cognition.
More specifically, having replicable phenomena to explain is a necessary prerequisite for the difficult
task of discovering the mechanisms that explain such phenomena.
3. Replication of Experiment 1B
We aimed to independently replicate Young & Saxe’s finding for the reduced exculpatory value of
innocent intentions in purity (versus harm) violations. Although Young & Saxe demonstrated the
targeted effect in four separate experiments (Experiments 1A, 1B, 2 and 3), we planned a close
replication of Experiment 1B. We chose this particular experiment for two reasons. First, it was the
only study which presented moral dilemmas in the third-person (e.g. Sam knows/has no idea). The
remaining studies presented dilemmas in the second-person (e.g. you know/have no idea). This is
potentially problematic as it has been argued, convincingly, that the use of second-person (versus
third-person) dilemmas risks increasing the role of exogenous (external to core moral cognition)
factors [11]. Therefore, it is important to replicate this effect employing dilemmas in the third-person.
Second, this experiment had the smallest sample size of Experiments 1A (N = 262), 1B (N = 80),
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2 (N = 320) and 3 (N = 160). Replication is important in this case as small samples are likely to

overestimate effect sizes and lead to low reproducibility of results [12].

3.1. Method
This article received in-principle acceptance (IPA) at Royal Society Open Science on 6 June 2019.
Following IPA, the accepted Stage 1 version of the manuscript was pre-registered on the OSF at
https://osf.io/wjg63/. This pre-registration was performed prior to data collection and analysis.
Furthermore, all materials, data and analysis scripts are openly available in the OSF online repository
at https://osf.io/t7mzb/. Our pre-registered method employs the detailed materials supplied as
supplementary material for the original article. We contacted the first author asking for their
comments on our pre-registration plan and materials. They immediately responded that they were
happy with the replication materials, but later clarified that mental state information was never
presented to participants in bold, as could be inferred from the original supplementary material. Any
differences from the originally reported study or our pre-registration are clearly explained in the
following sections.

3.1.1. Participants and design

Four hundred participants (167 men, 227 women, 5 unspecified) were recruited through the online
crowdsourcing platform Prolific (prolific.ac), ages ranged from 18 to 64 years (M = 30.49, s.d. = 9.82).
The experiment took approximately 1 min to complete. Participants were, therefore, paid £0.09 to
complete the study at an hourly rate of £5.40. Young & Saxe employed the MTurk platform to sample
their participants. We chose to use Prolific as our crowdsourcing platform because of the ease of
accessing existing credit to pay participants on this platform. Prolific samples have been shown to
replicate known effects and to produce similar quality data as MTurk samples, and they have the
added advantage of more naive, and less dishonest, participants compared to MTurk [13,14].

The experiment was a 2 (mental state: intentional versus accidental) × 2 (domain: harm versus purity)
between-participants design. Based on the reported effect size estimate of h2

p ¼ 0:07 for the mental state ×
domain interaction, only 175 participants were required to achieve 95% power in a 2 × 2-design with an
α-level of 0.05. We assume that the true effect size may be smaller than reported. We thus aimed for a
sample of 400 participants, which is five times the original sample size of 80. This would result in a
power of 95% to detect an effect h2

p ¼ 0:032, an effect less than half the size of that reported.

3.1.2. Materials and procedure

Participants made a moral judgement of the actions of an agent (Sam) in one of the four scenarios. The
harm violation involved intentionally (or accidentally) poisoning a cousin, while the purity violation
involved intentionally (or accidentally) engaging in incest with a long-lost sibling (see Materials at
https://osf.io/t7mzb/). Participants judged the moral wrongness of the action described in the
scenarios on a 7-point scale, anchored at (1) not at all morally wrong to (7) very morally wrong. The
scenarios and response scale were taken directly from Experiment 1B of the supplementary material
supplied in the original article. The experiment was conducted within the Qualtrics environment
(contact the primary author for a copy of the materials in the Qualtrics environment).

3.1.3. Statistical analysis

The analyses followed that in the original paper. Specifically, we tested the mental state × domain
interaction using a two-way ANOVA and planned comparisons. We supplemented this original
approach with Bayesian hypothesis testing. Bayes factors have some advantages over traditional
frequentist approaches ( p-values) and are now becoming commonplace in psychological and cognitive
(neuro)science research, especially when we are interested in a symmetrical measure of evidence for
the alternative and null hypotheses [15]. As stated in the pre-registration, we excluded data from
participants that completed the study in under 7 s (the minimum time needed to read and respond to
the scenario and moral judgement question). We also excluded data from participants (N = 17)
reporting that they had previously completed the same study (see pre-registration and supplementary
robustness analyses for details at https://osf.io/t7mzb/). Finally, as stated in the pre-registration, we
evaluated our replication results based on a number of approaches: vote-counting based on p-values
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Figure 1. Moral judgements as a function of mental state (intentional versus accidental) and domain (harm versus purity). Error
bars reflect 95% CIs.
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and effect sizes, confidence intervals and the ‘small telescopes’ approach [16] and replication Bayes
factors for ANOVA results [17].
4. Results
First, we report the results for the mental state × domain interaction and then summarize the success of
the replication attempt from several perspectives. Analyses were completed using R. The data and scripts
for all analyses are available at https://osf.io/t7mzb/.

4.1. Mental state × domain effect
The mental state × domain interaction was statistically significant, F1, 379 = 45.50, p < 0.001, h2

p ¼ 0:11, 95%
CI [0.06, 0.16]; BF10 = 1.36 × 108 ± 7.3% for the full model compared with the main effects-only model. As
seen in figure 1, planned comparisons revealed that the exculpatory effect of innocent intentions (i.e. the
simple main effect of mental state) was significant, with greater magnitude, for the harm violation
(t379 =−22.09, p < 0.001; BF10 = 6.47 × 1066 ± 2.9% for the unconstrained model compared with the
simple-effect-constrained model) compared to the purity violation (t379 =−12.50, p < 0.001; BF10 =
2.78 × 1027 ± 15% for the unconstrained model compared with the simple-effect-constrained model).
Taken together, these findings suggest strong evidence for the exculpatory effect of innocent intentions
being greater for harm compared to purity violations.

4.2. Evaluation of replication success
Considering the estimated effect sizes and their respective 95% CIs (figure 2), our replication has higher
power and a consistent, but slightly larger, effect size estimate than the original study. All confidence
intervals for d exclude zero. The ‘small telescopes’ approach [16] suggested that the original study had
33% power to detect a ‘small effect’ of d33%= 0.5. As seen in figure 2, the original study’s confidence
interval includes the ‘small effect’, while our replication does not. Thus, our replication is consistent
with the notion that the studied effect is large enough to have been detectable with the original sample size.

By testing the hypothesis that the effect in a replication study is consistent with the original finding
against the hypothesis that there is no effect, the replication Bayes factor provides relative evidence for, or
against, a successful replication [17]. The replication Bayes factor for the mental state × domain effect was
BFr0 = 4.7 × 108, indicating strong evidence in favour of a consistent effect. Put differently, the model with
a prior based on the original study’s posterior is about 4.7 × 108 times more likely than the model with an
effect size of f2 = 0, assuming balanced groups in both studies. Taken together, these findings offer strong
support for a successful replication of the original mental state × domain effect.
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5. Discussion
We find strong evidence for the mental state × domain interaction effect. Specifically, we successfully
replicate the reduced exculpatory value of innocent intentions in purity (versus harm) violations
reported in Experiment 1B of Young & Saxe’s original article [8]. This provides the first pre-registered,
independent, close replication of the mental state × domain interaction effect. Taken together with
other converging fMRI and cross-cultural evidence [9,10], the mental state × domain interaction effect
seems like a reliable and robust effect. Despite most studies of the effect employing second-person
(versus third-person) dilemmas that risk increasing the role of exogenous factors [11], we, along with
others [10], find evidence for the effect when dilemmas are presented in the third-person. This
suggests that the effect cannot be explained by any increase in exogenous factors associated with the
use of second-person moral dilemmas.

More broadly, our findings offer more support for the idea that our moral judgements of cases
involving harm and purity are underpinned by separate, domain-specific moral modules or systems
[2,3]. That said, simply because we replicate an effect does not mean that the theory said to explain
the effect is correct [18]. There are other (than moral pluralism) explanations of the effect that need to
be tested in future research. Harm and purity dilemmas employed in the literature differ in more than
simply their moral domain. For instance, there is evidence that the purity dilemmas employed in the
literature are ‘weirder’ and less severe than the corresponding harm dilemmas [5]. These unresolved
confounds of content differences with moral domain must be systematically addressed in future
research. Indeed, such differences may point towards explanations of the mental state × domain
interaction effect that are more domain-general in nature. Huebner et al. [19] offer a similar
perspective when considering the role of emotion in moral psychology. Specifically, the authors
argued that emotion could impact moral cognition through its impact on attentional processes.
Analogously, the weirdness of purity (versus harm) scenarios may compete with standard moral
cognition for attentional resources. This could lead to a failure to integrate mental state information
into the computations underlying moral cognition in these cases. This may explain the reduced
exculpatory effect of innocent intentions in the purity (versus harm) domain without having to evoke
separate, domain-specific moral systems. Future research is needed to test among domain-specific and
more domain-general explanations of the effect.

An important limitation of the present replication attempt is that it is based on one sole set of stimuli
for each domain—namely, poisoning a cousin (harm) and engaging in incest with a long-lost sibling
(purity). The extent to which we can generalize to all harm and purity violations is uncertain. Stimuli
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sampling issues are a general problem for social cognition research [20] and have been shown to limit the

generalizability of classic effects in moral cognition research [21]. Experiments 1A, 2 and 3 in the original
Young & Saxe study employed two sets of stimuli for harm and eight sets (four incest and four ingestion
of taboo substances) for purity. However, it seems that these were not analysed in a way that
would address stimuli sampling issues [20]. We can gain some confidence in the generalizability of
the effect to physical harm, incest and ingestion of taboo substances from more recent research that
has found the effect with item-wise analysis, employing 24 sets of physical harm and 24 sets of purity
(12 incest and 12 ingestion of taboo substances) scenarios [9]. However, this work also needs close,
independent replication.
/journal/rsos
R.Soc.Open

Sci.7:190808
6. Conclusion
This carefully designed and conducted replication study does not provide final or absolute evidence for
the mental state × domain interaction effect, but it does add to the evidence for the effect. We think this
(successful) replication moves us closer to understanding the mechanisms underlying moral cognition.
Specifically, having a replicable phenomenon to explain is a necessary prerequisite for the challenging
task of understanding the mechanisms that explain such regularities in our moral cognition. We
suggest that the mental state × domain interaction effect offers researchers a potential foothold to
begin such explanatory work.

Research ethics statement. Before participation in the online study, participants were given information about the general
nature of the study without giving details of the research questions. Participants were informed that participation was
voluntarily and that they could exit the study at any time without this affecting their payment. They were given details
of how their data would be handled and contact details if they had concerns. The information sheet and informed
consent is available in the OSF repository as part of the Materials. The materials used in the study had previously
be granted ethical approval from the Psychology ethics committee (eCLESPsy001180 v. 3.4).
Data accessibility. All study data, scripts and stimulus material are available at an Open Science Framework (OSF)
repository at https://osf.io/t7mzb/
Authors’ contributions. J.S. and G.A.N.: (1) substantial contributions to conception and design, or acquisition of data, or
analysis and interpretation of data; (2) drafting the article or revising it critically for important intellectual content;
(3) final approval of the version to be published; and (4) agreement to be accountable for all aspects of the work in
ensuring that questions related to the accuracy or integrity of any part of the work are appropriately investigated
and resolved.
Competing interests. We declare we have no competing interests.
Funding statement. No funding has been received for this study.
References

1. Mikhail J. 2009 Elements of moral cognition:

Rawls’ linguistic analogy and the cognitive
science of moral and legal judgment. New York,
NY: Cambridge University Press.

2. Graham J, Haidt J, Koleva S, Motyl M, Iyer R,
Wojcik S, Ditto PH. 2012 Moral
foundations theory: the pragmatic validity of
moral pluralism. Adv. Exp. Soc. Psychol. 47,
55–130. (doi:10.1016/B978-0-12-407236-7.
00002-4)

3. Haidt J, Joseph C. 2004 Intuitive ethics: how
innately prepared intuitions generate culturally
variable virtues. Daedalus 133, 55–66. (doi:10.
1162/0011526042365555)

4. Suhler CL, Churchland P. 2011 Can
innate, modular ‘foundations’ explain
morality? Challenges for Haidt’s
moral foundations theory. J. Cogn.
Neurosci. 23, 2103–2116. (doi:10.1162/jocn.
2011.21637)

5. Gray K, Keeney JE. 2015 Impure or just weird?
Scenario sampling bias raises questions about
the foundation of morality. Soc. Psychol.
Personal. Sci. 6, 859–868. (doi:10.1177/
1948550615592241)

6. Lewontin R. 1998 The evolution of cognition:
questions we will never answer. In An invitation
to cognitive science (eds DN Osherson, D
Scarborough, S Sternberg), pp. 107–132.
Cambridge, MA: MIT Press.

7. Bechtel W. 2008 Mental mechanisms:
philosophical perspectives on cognitive
neuroscience. New York, NY: Routledge.

8. Young L, Saxe R. 2011 When ignorance is no
excuse: different roles for intent across moral
domains. Cognition 120, 202–214. (doi:10.
1016/j.cognition.2011.04.005)

9. Chakroff A, Dungan J, Koster-Hale J, Brown A,
Saxe R, Young L. 2016 When minds matter for
moral judgment: intent information is neurally
encoded for harmful but not impure acts. Soc.
Cogn. Affect. Neurosci. 11, 476–484. (doi:10.
1093/scan/nsv131)

10. Barrett HC et al. 2016 Small-scale societies
exhibit fundamental variation in the role of
intentions in moral judgment. Proc. Natl Acad.
Sci. USA 113, 4688–4693. (doi:10.1073/pnas.
1522070113)

11. Mikhail J. 2008 Moral cognition and
computational theory. In Moral psychology,
volume 3, The neuroscience of morality: emotion,
brain disorders, and development (ed. W
Sinnott-Armstrong), pp. 81–91. Cambridge, MA:
MIT Press.

12. Button KS, Ioannidis JPA, Mokrysz C, Nosek BA,
Flint J, Robinson ESJ, Munafò MR. 2013 Power
failure: why small sample size undermines the
reliability of neuroscience. Nat. Rev. Neurosci.
14, 365–376. (doi:10.1038/nrn3475)

13. Peer E, Brandimarte L, Samat S, Acquisti A.
2017 Beyond the turk: alternative platforms for
crowdsourcing behavioral research. J. Exp. Soc.
Psychol. 70, 153–163. (doi:10.1016/j.jesp.2017.
01.006)

14. Palan S, Schitter C. 2018 Prolific.ac – a subject
pool for online experiments. J. Behav. Exp. Econ.
17, 22–27. (doi:10.1016/j.jbef.2017.12.004)

15. Wagenmakers E-J, Marsman M, Jamil T, Ly A,
Verhagen J, Love J, Morey RD. 2018 Bayesian

https://osf.io/t7mzb/
https://osf.io/t7mzb/
http://dx.doi.org/10.1016/B978-0-12-407236-7.00002-4
http://dx.doi.org/10.1016/B978-0-12-407236-7.00002-4
http://dx.doi.org/10.1162/0011526042365555
http://dx.doi.org/10.1162/0011526042365555
http://dx.doi.org/10.1162/jocn.2011.21637
http://dx.doi.org/10.1162/jocn.2011.21637
http://dx.doi.org/10.1177/1948550615592241
http://dx.doi.org/10.1177/1948550615592241
http://dx.doi.org/10.1016/j.cognition.2011.04.005
http://dx.doi.org/10.1016/j.cognition.2011.04.005
http://dx.doi.org/10.1093/scan/nsv131
http://dx.doi.org/10.1093/scan/nsv131
http://dx.doi.org/10.1073/pnas.1522070113
http://dx.doi.org/10.1073/pnas.1522070113
http://dx.doi.org/10.1038/nrn3475
http://dx.doi.org/10.1016/j.jesp.2017.01.006
http://dx.doi.org/10.1016/j.jesp.2017.01.006
http://dx.doi.org/10.1016/j.jbef.2017.12.004


royalsocietypublishin
7
inference for psychology. Part I: theoretical

advantages and practical ramifications. Psychon. Bull.
Rev. 25, 35–57 (doi:10.3758/s13423-017-1343-3)

16. Simonsohn U. 2015 Small telescopes: detectability
and the evaluation of replication results. Psychol. Sci.
26, 559–569. (doi:10.1177/0956797614567341)

17. Harms C. 2019 A Bayes factor for replications of
ANOVA results. Am. Stat. 73, 327–339. (doi:10.
1080/00031305.2018.1518787)
18. Open Science Collaboration. 2015 Estimating
the reproducibility of psychological science.
Science 349, aac4716-6. (doi:10.1126/science.
aac4716)

19. Huebner B, Dwyer S, Hauser M. 2009 The role
of emotion in moral psychology. Trends Cogn.
Sci. 13, 1–6. (doi:10.1016/j.tics.2008.09.006)

20. Judd CM, Westfall J, Kenny DA. 2012 Treating
stimuli as a random factor in social psychology:
a new and comprehensive solution to a
pervasive but largely ignored problem. J. Pers.
Soc. Psychol. 103, 54–69. (doi:10.1037/
a0028347)

21. McGuire J, Langdon R, Coltheart M, Mackenzie
C. 2009 A reanalysis of the personal/impersonal
distinction in moral psychology research. J. Exp.
Soc. Psychol. 45, 577–580. (doi:10.1016/j.jesp.
2009.01.002)
g.org
/journal/rsos
R.Soc.Open

Sci.7:190808

http://dx.doi.org/10.3758/s13423-017-1343-3
http://dx.doi.org/10.1177/0956797614567341
http://dx.doi.org/10.1080/00031305.2018.1518787
http://dx.doi.org/10.1080/00031305.2018.1518787
http://dx.doi.org/10.1126/science.aac4716
http://dx.doi.org/10.1126/science.aac4716
http://dx.doi.org/10.1016/j.tics.2008.09.006
http://dx.doi.org/10.1037/a0028347
http://dx.doi.org/10.1037/a0028347
http://dx.doi.org/10.1016/j.jesp.2009.01.002
http://dx.doi.org/10.1016/j.jesp.2009.01.002

	Replicating different roles of intent across moral domains
	Introduction
	Different roles of intent across moral domains
	Replication of Experiment 1B
	Method
	Participants and design
	Materials and procedure
	Statistical analysis


	Results
	Mental state × domain effect
	Evaluation of replication success

	Discussion
	Conclusion
	Research ethics statement
	Data accessibility
	Authors' contributions
	Competing interests
	Funding statement
	References


