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A program, ARTEMIS, has been developed for the study of interface structures. This software allows
for the generation of interfaces by identifying lattice matches between two parent crystal structures.
To allow for further exploration of the energetic space of the interface, multiple surface terminations
parallel to the Miller plane, interface alignments and intermixings are used to generate sets of potential
interfaces for each lattice match. These interface structures can then be used in atomic simulations to
determine the most energetically favourable interface. The software reported here can help to both
drastically reduce the work of generating and exploring interfaces, and aid in understanding of how
the interface structure influences the subsequent properties. Using several test cases, we demonstrate
how ARTEMIS can both identify the location of an interface in existing structures, and also predict an
optimum interface separation based upon the parents’ atomic structures, which aims to accelerate and
inform the study of interface science.
Program summary
Program Title: ARTEMIS
CPC Library link to program files: https://dx.doi.org/10.17632/5bcrh67xty.1
Developer’s repository link: http://www.artemis-materials.co.uk/
Licensing provisions: CC BY NC 3.0
Programming language: Fortran 2003
Nature of problem: Construction and identification of the interface between any two crystals. Complicat-
ing factors include the choice of Miller planes, alignment of the two crystals and potential intermixing
of them.
Solution method: This problem is tackled by generating sets of interface structures that allow the user
to explore the energy space using atomic simulations in order to identify the most favourable interface
to form between two such crystals.
Additional comments: The source code and working examples can be found in the compressed file
obtainable from http://www.artemis-materials.co.uk/. The code has been tested and developed using
the GNU 7.2.0 and the Intel 17.0.4 Fortran compilers on Unix/Linux operating systems.

© 2020 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Two quotes are considered when discussing interfaces:
i) ‘‘Interface is the device’’ - H. Kroemer [1], who was emphasis-
ng how devices at their core are governed by the physics of the
nterface, and (ii) ‘‘God made the bulk, the surface was invented
y the devil’’ - W. Pauli [2], who was outlining the complexity

✩ The review of this paper was arranged by Prof. D.P. Landau.
✩ This paper and its associated computer program are available via the
omputer Physics Communication homepage on ScienceDirect (http://www.
ciencedirect.com/science/journal/00104655).
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010-4655/© 2020 The Authors. Published by Elsevier B.V. This is an open access a
c-nd/4.0/).
and disorder that surfaces and hence interfaces possess. Hence,
to understand a device one needs to understand the interface.

Heterostructures and metal–semiconductor interfaces display
several unique features, such as Andersons- and Schottky-like
band alignment [3–9], thermal barrier effects [10–12], atomic re-
constructions [13–16], and nanometre scale metamaterials
[17,18]. The modelling of these features is generally based upon
atomic scale approaches, which require an accurate interface
structure, or a close approximation, such that atomic simula-
tions can find the ground state. However, the complexity of the
interface is vast, due to the issues of lattice matching, surface
termination, intermixing, the large size of the unit cells, poor
initial guesses and reaction kinetics, which can be further hin-
dered by unintended human biases. The electronic properties are
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sometimes considered using Anderson’s rule, but atomic scale
physics and measurements have shown repeatedly that this rule
is invalid [19–21] and hence to accurately predict the band
alignment requires the interface structure. Similarly, thermal
boundary resistance is governed by the structure and make up
of the interface [10,11]. Thus the need for an accurate atomic
structure is great. In addition, interfaces can yield unique phys-
ical phenomena such as quantum wells, new material phases
[22–25] and conductivity between insulators [26–28], all of which
require accurate modelling. All these issues are compounded
by the fact that experimental characterisation of an interface is
exceptionally difficult. The best characterisations, such as Trans-
mission Electron Microscopy [29,30], X-ray-diffraction [31,32] ,
and others [33–35], can only provide hints as to the structure, the
range of intermixing, and which surface reconstruction formed
the interface.

The last 40 years have seen significant interest in methods
to define, identify and consider the properties of interfaces and,
in particular, for examining and calculating the most favourable
interface between two materials. Starting in 1984, Zur et al. [36]
presented a method of lattice matching that lay the foundation
for subsequent methods [37–40]. Raclariu et al. [37] implemented
Zur’s method for lattice matching and applied a nearest neigh-
bour method to estimate the optimum position of the two mate-
rials with respect to each other. Mathew et al. [38] developed a
series of scripts with capabilities to predict the structure of sur-
face structures according to Wulff construction, and also match
interfaces using Zur’s lattice matching algorithm. Daniele and
Jelver et al. [39,40] implemented the method by Zur and extend it
by introduction the elastic tensors of the two individual crystals
in order to determine the energy cost of performing a lattice
match. Whilst these methodologies involve lattice matching, little
focus is placed on the surface stoichiometry the materials at this
interface and the potential fo diffusion of the two materials across
the interface.

Another approach to interface prediction involves random
structure searches [41–43]. Von Alfthan et al. [41] developed an
approach which randomly swapped atoms at a grain boundary
of Si. This approach was expanded by Chua et al. [42], who
developed a method for exploring grain boundaries, which in-
volves hopping atoms from one site to another based on a genetic
algorithm, creating permutations of the interface. The methodol-
ogy put forward by Schusteritsch et al. [43] involves generating
an interface and randomly moving the atoms within a region
around the interface; the generated structures are then modelled
using first-principles methods in order to determine the most
energetically favourable configuration. All of these approaches are
promising, but currently limited to grain boundaries between two
materials with matching stoichiometry, simply circumventing the
need for lattice matching. The use of these methods allows for
the modelling of the diffusion of materials across the interface,
which cannot be captured by first-principles relaxation methods
alone (due to the large energy barriers involved in relaxing such
a system).

There has been little focus on joining these two approaches of
lattice matching and random-structure generation, mainly due to
the significant number of systems that one would need to explore
before finding the true interface for a pair of materials. The
software package presented here attempts to go beyond these
previous methods by fully exploring the surface stoichiometry of
slabs, developing a method to more accurately predict the opti-
mum position of two materials with respect to each other, and
developing a methodology for investigating diffusion alongside
the lattice matching method.

Here, we present ARTEMIS, a software package designed to
produce a set of interface structures between two bulk mate-
rials. From these interfaces, one can then use either empirical
Fig. 1. An overview of the workflow process of ARTEMIS, outlining its key stages.

or ab initio software to refine the structure, rank the stability
of the various potential interfaces by energy, and then calculate
the desired properties. The workflow for producing the interface
structures follows a logical progression, allowing the user to
modify settings as they wish. ARTEMIS estimates the optimum
interface separation and includes the capability to both shift and
intermix interfaces. In addition, the software allows the user to
submit existing interface structures and use the software for both
post processing and further reconstructions/interface generation.
These tools aid in a more thorough exploration of the interface
and thus reduces human bias. The software is being continuously
developed and the latest version can be obtained from http://
www.artemis-materials.co.uk/.

2. ARTEMIS: overview

The ARTEMIS software package generates interfaces as out-
lined in Fig. 1. It takes two parents crystals and then considers
a set of Miller planes over which to search for matches. On each
plane, it generates supercells for both materials and determines
whether they match each other, as detailed in Section 2.1. When
successful matches are found, unique terminations of those Miller
planes are used to generate interfaces. The two slabs of materials
are then shifted (displaced) with respect to each other, both
parallel and perpendicular to the interface, and in the process, a
set of shifted interface structures are generated. Output structure
files are then written for each configuration for use in atomic
simulation software packages. The software also has the option
to take in pregenerated interface structures and perform further
shifts or intermixings on them.

The ARTEMIS software package is written in Fortran, using a
set of default Fortran functions and in-house developed functions
and subroutines and is developed to read and output crystal
structure files in Quantum Espresso, CASTEP (.cell) and VASP
(POSCAR, .vasp) structure file formats. Additional formats can be
achieved by using tools such as VESTA [44].

Built into the ARTEMIS code is a help function accessible via
the use of flags. This help function details the possible tags for
use in the code’s input file. Also, ARTEMIS can be run using flags,
though the recommended method of running is using the input
file.

http://www.artemis-materials.co.uk/
http://www.artemis-materials.co.uk/
http://www.artemis-materials.co.uk/
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Fig. 2. Schematics outlining two main stages of lattice matching. (a) Rotations
supercells) of two surfaces can lead to better matching and, hence, less strain.
he top two panels depict the lattice of two crystal surfaces, along with the
rimitive and a supercell for each lattice. The bottom panel displays the poor
atching (highlighted in green) of the two primitive cells and the better
atching of the chosen supercells. (b) Potential surface terminations of the
rystal for the (0 0 1) and the (0 1 1). The top panel shows the different
otential cleavage planes. The bottom left and bottom middle panels depict
he two unique surface terminations for the (0 0 1) Miller plane. The bottom
ight panel depicts the unique surface terminations for the (0 1 1) plane. (For
nterpretation of the references to colour in this figure legend, the reader is
eferred to the web version of this article.)

.1. Lattice matching

In order to construct an interface between two crystals, one
eeds to consider how one would match the lattices of the two
tructures. The first objective is to create a set of interfaces be-
ween the two parent crystals that minimises the potential strain
aused by mismatch between them. The second is to identify
he interfaces with minimal supercell area so as to reduce the
otal number of atoms in each structure. This second objective al-
ows for more feasible computational simulation of the structures
sing various atomic scale approaches.
Here, we outline the algorithms for lattice matching and how,
within this routine, Miller planes are generated, unique surface
terminations are identified and vector matching is performed. A
schematic of this can be seen in Fig. 2a. The approach developed
here is similar to that developed by Zur et al. [36] and Jelver
et al. [40].

Fig. 3 represents the workflow of the lattice matching method.
To begin with, we define our two crystals. These input lattice
crystals are defined by lattice vectors (a1, a2, a3) and (a′

1, a
′

2, a
′

3).
ectors relating to the upper crystal will be defined by a prime (′)
n this section, with all other vectors being related to the lower
rystal. For both crystals, a set of Miller planes are generated to
e considered for the lattice matching. Planes are constructed
uch that (h, k, l) obeys the condition of −10 ≤ h, k, l ≥ 10.
ymmetry operations of the crystals are then applied to their
espective Miller planes in order to reduce these sets to the
nique Miller planes. The two Miller plane sets are then cycled
ver, determining the lattice vectors for each plane in turn. The
hortest surface lattice vectors of each plane, b1, b2 (b′

1, b
′

2), are
btained using the Lenstra–Lenstra–Lovász lattice basis reduction
lgorithm [45]. For each Miller plane, integer quantities of the
wo surface vectors are then combined to generate a list of lattice
ectors that span this plane, i.e. u = ib1 + jb2. These lattice
ectors are then generated with the condition |u| ≤ MAXLEN
MAXLEN, default = 20 Å). The list of lattice vectors obtained
or the two parent crystals are then compared to find matching
airs of (u1,u′

1) and (u2,u′

2). These pairs are obtained when the
agnitude of u1 (u2) matches the magnitude of u′

1 (u′

2) to within
the user-defined tolerance (TOL_VEC, default = 5%). The list of
lattice vector pairs defined above is then cycled through to find
potential lattice matches. By joining two lattice vector pairs, it can
be determined whether the angle between u1 and u2 matches
that of u′

1 and u′

2 to within a tolerance defined by TOL_ANG
(TOL_ANG, default = 1◦). Pairs matching this criteria are then
stored as a suitable lattice match. The set is then ordered by their
vector and angular mismatch. A weighting is applied to favour
matches of a smaller area, as such matches are more likely to be
modellable. The user can define the number of most favourable
lattice matches to be generated (NMATCH, default = 5).

2.2. Surface terminations

A method is implemented in ARTEMIS to distinguish the
atomic layers within each material (with respect to the surface
plane), thus allowing for unique terminations to be defined.
However, in doing so, non-physical surfaces can be generated and
care must be taken, especially for 2D materials.

In order to define unique surface terminations, we first need to
specify what constitutes a layer. We define distinct atomic layers
within a crystal as regions parallel to the chosen Miller direction
that are separated by vacuum gaps of greater than LAYER_SEP
(LAYER_SEP, default = 1 Å). This definition creates atomic layers
appropriate to the chosen Miller direction, with the caveat that
high atomic density regions remain grouped. Cleaving through
such high-density regions is forbidden as this would be expected
to result in a high cleavage energy (akin to cutting through a
large number of bonds). Using this technique alone to create
layers can result in two different layers being defined which are
symmetrically equivalent. To determine if a layer is unique, we
consider whether there exists a symmetry operation that matches
the layer to another layer within the set (excluding mirror sym-
metries in the Miller direction); if a symmetry operation matches
two layers in such a way, then one of these is discarded. From
this set, the top atom for each of these layers is then defined as
a unique surface termination. This process is performed for both
crystals for each Miller plane being considered. The result is a set
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Fig. 3. Workflow of the lattice matching method implemented in ARTEMIS. The method is split into three phases labelled cell generation, vector match and angle
match. tv and ta correspond to the TOL_VEC and TOL_ANG input file tags, respectively.
Fig. 4. Surface identification workflow diagram. The process by which ARTEMIS identifies unique surface terminations.
f unique surface terminations for each crystal. Fig. 2b depicts
otential terminations of a crystal structure based on the choice
f Miller plane and the workflow can be seen in Fig. 4.
The ideal end goal of the surface termination finding pro-

ess is to generate two symmetrically equivalent interfaces. This
s intended to prevent the creation of spurious electric fields,
nd model a single unique interface per simulation. However,
RTEMIS does allow the user to create asymmetric interfaces
if they wish. The initial thickness of each slab is defined by
the number of symmetrically equivalent layers, perpendicular
to the Miller plane, within the parent crystal. The user can de-
fine the number of equivalent layers to be contained within the
lower (upper) slab using the parameter LW_SLAB_THICKNESS
(UP_SLAB_THICKNESS).

Two notable exceptions to the surface termination process are
allowed within ARTEMIS. Firstly, to account for layered materials,
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such as MoS2, we include an input parameter LW_LAYERED. If
LW_LAYERED (UP_LAYERED) is set to true, then only stoichio-
metric surface terminations are considered for the lower (upper)
material. This prevents one from cleaving the constituent atoms
within each layer of a van der Waals structure, such as in tran-
sition metal dichalcogenides [46]. And second, when a material
displays neither Sn nor Cnh symmetries [47] (n = 1, . . . , 6) in the
Miller plane, such as in the case of fresnoite [24], ARTEMIS will
create two unique interfaces in the system and, therefore, users
have the option to change the surface termination of each slab.
This is done using the LW_SURFACE (UP_SURFACE) tags. These
same parameters can be also be used for symmetric structures if
the user wishes.

2.3. Interface identification

Both to examine existing structures that have been made by
other users, and to allow reruns on existing interface structures,
ARTEMIS includes a subroutine capable of reading a structure and
identifying the interfaces within it. The code has the capability
to perform interface manipulations (as outlined in Section 2.4)
on pregenerated interface structures. To begin with, we define
the direction perpendicular to the interface as the ‘interface di-
rection’. To locate the interfaces in the pregenerated structures,
ARTEMIS identifies the interface direction using a process we
name DON and the location of the interfaces along this axis are
identified using CAD. These two processes are discussed below.

2.3.1. DON — density of neighbours
In order to determine the interface direction, correlation func-

tions are employed to determine the axis of greatest dissimilarity.
To do so, we start by generating a species-dependent density of
neighbours (sDON). The DON is an angle-independent description
of the distance of atoms akin to the nearest neighbour profile
used to characterise amorphous materials [48] and Fig. 5a gives a
visual description of how it works. For each atom in the structure,
a DON is generated in order to describe their local environments.
The sDON and DON are given

sDONs,i(p, ∆r) =

natom,p∑
j

exp

(
−

(
∆r − |rs,i − rp,j|

)2
2σ 2

)
, (1)

DONs,i(∆r) =

nspec∑
p

sDONs,i(p, ∆r), (2)

where rs,i and ∆r are the location of and the distance from atom
i in species s, respectively. nspec is the total number of species
in the system, natom,p defines the number of atoms associated
with species p, and σ = 0.05 Å. The sDON of each atom is then
compared, with all the other atoms in order to determine the sim-
ilarity of that one atom to the rest of the structure (with a heavier
weighting placed on the atoms nearby, offering a description for
the similarity of the local environment). We define this similarity,
sim as

sims,i =

xcutoff∑
x

natom,s∑
j

mDONs,i,j(x) exp
(

−
|rs,i − rs,j|

r0

)
, (3)

where xcutoff = 4 Å, r0 = 1 Å and

DONs,i,j(∆r) =

nspec∑
p

min
(
sDONs,i(p, ∆r), sDONs,j(p, ∆r)

)
. (4)

hen we compare the range of these similarity values associated
ith each axis and define this range as the dissimilarity coefficient,

issimα = max
(⏐⏐sims,i − sims,j

⏐⏐ f (rs,i(α) − rs,j(α)
))

, (5)

s,i,j
Fig. 5. The two methods implemented in ARTEMIS for interface identification.
(a) Density of neighbours (DON), with a graphene monolayer used as an exam-
ple. The top panel depicts the five shortest unique bond lengths of graphene. The
bottom panel displays the radial distribution of bond lengths as Gaussian peaks,
where the height of the peak relates to the number of that bond length present.
(b) Cumulative atomic density (CAD), with an Si|Ge interface used as an example.
The top panel shows the structure of the chosen interface. The bottom panel
graph plots the species-dependent cumulative atomic density (ρc ) and its
derivative (dρm

c /dx). The arrows on the graph indicate which data relates to
hich axis.

ith

(x) =

{
1, |x| ≤ 1 Å
0, otherwise,

(6)

here α = 1, 2, 3 refers to the a′′

1, a
′′

2, a
′′

3 axes, respectively. The
issimilarity is associated with planes normal to a given axis. For
ach axis α, the function f (x) is used to constrain similarity value
omparisons to atoms within 1 Å along the α axis of each other
hilst disregarding the atoms’ other axes coordinates. As such,
he dissimilarity coefficient for an axis is defined by the plane
ith the largest dissimilarity. Hence, for all axes other than the

nterfacial axis, this check will result in a large dissimilarity and,
herefore, the axis with the smallest dissimilarity coefficient deter-
ines the interface direction, defined as β . Having determined

he interfacial axis, the locations along this axis relating to the
wo interfaces need to be identified.
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2.3.2. CAD — cumulative atomic density
After having defined the interface direction (β), we now need

to determine the interface location along that axis. The use of
this method can be seen in Fig. 5b. Firstly, the species-dependent
cumulative atomic density profile (CAD) for the interfacial axis is
calculated from

CADβ (s, ∆rβ ) =

∆rβ∑
x=0

natom,s∑
i

exp

(
−

(
x − rβ,s,i

)2
2σ 2

)
, (7)

here σ = 2 Å, rβ,s,a is the βth element of the position vector
f atoms,a and ∆rβ defines the position along the βth axis. The
erivative at each point is then determined for each species.
inally, all of the species-dependent cumulative atomic density
erivative profiles are multiplied together and the two greatest
axima of this function are defined as the two interfaces of the
ystem (as the structures are periodic, two interfaces are present
n a cell).

ultiCADDβ (∆rβ ) =

⏐⏐⏐⏐⏐
nspec∏

s

d
dx

CADβ (s, ∆rβ )

⏐⏐⏐⏐⏐. (8)

The CAD process identifies the two interfaces within the cell as
he two locations with greatest multiCADDβ (∆rβ ). The location of
hese interfaces along the interface direction are stored as xintf,1
nd xintf,2. This method works for nearly all interfaces with the
xception of planar defects where the material effectively has a
tacking fault.

.4. Interface manipulation

Matching two crystals’ lattice vectors is the first stage of mak-
ng an interface. However, as discussed previously, many other
actors need to be considered. Chief among these are sources of
tress in the structure. These can originate from the misalign-
ent of the two materials, or from broken bonds or a lack of

ntermixing across the interface. In this section, we outline the
arious methods available within ARTEMIS to generate structures
ith different interface alignments (shifts) and to include atomic
iffusion (in the form of atomic swaps). These structures are
enerated so that the user can examine the energy space depen-
ence on these factors and assess the various interfaces and their
avourability.

.4.1. Shifting
We define the shifting of material A with respect to material
as the ‘interfacial alignment’. Interface alignment is the first

tep in reducing stress. When determining shifts, it is important
o consider the bonds that have been cleaved through in order
orm a surface from a crystal. Here, these cut (broken) bonds
re termed as missing bonds. Having matched lattice vectors,
ne needs next to consider the correct alignment of the basis
f the two separate structures in order to best accommodate for
hese missing bonds at the interface. A depiction of interfacial
lignment can be seen in Fig. 6a.
A set of methods are available in ARTEMIS to manipulate

nterface alignment via generating and performing sets of shifts,
. A shift is defined as a displacement of one surface with respect
o the other. These methods are selected using the ISHIFT tag.
SHIFT = 0 allows for user-defined shift values, 1 uses random
hifts, 2 matches the average interfacial bond to the two materi-
ls’ bulk bonds and 3 and 4 attempt to predict a set of descriptive
onds. In particular, ISHIFT = 3, 4 represents ARTEMIS at its
ost comprehensive, generating a set of interfaces with differ-
nt shift values. The number of shifted structures generated per

attice match is determined by NSHIFT (NSHIFT, default = 5).
Fig. 6. Schematic outlining shifting (alignment) and swapping (intermixing)
used to relieve interface strain. (a) Shifts: The left panel shows two crystal
surfaces. The top right panel depicts the shifts in the interface plane, whilst
the bottom right panel highlights shifts parallel to the interface direction.
(b) Swaps: The left panel depicts a non-intermixed interface. The three unique
swap structures are shown in the right panel as top, middle and bottom, with
the structures being separated by the bold black bars. The vertical black lines
denote the boundaries of the unit cell; as such, any atoms lying on a black line
are repeated on the opposite black line.

ISHIFT = 0 allows the user to specify the tag SHIFT = a b c ,
where a, b and c are the manual shifts defined by the user and
each can be any real number.

ISHIFT = 1 creates NSHIFT number of random shifts of the
nterface structure.
ISHIFT = 2 ensures that the average minimum separation

etween atoms either side of the interface best matches to the
ean of the two parent crystals’ averaged bond lengths.
ISHIFT = 3 begins using the ISHIFT = 2 methodology and

hen produces a set of NSHIFT shifts parallel to the interface
lane, whilst maintaining its interfacial separation (the spacing
arallel to the interface direction). By fixing the interface sepa-
ation to that determined by ISHIFT = 2, a new set of shifts
parallel to the interface) are generated that allow for the average
nterface bond to most and least match to the average bulk
onds (best, worst, second best, second worst, etc.). These sets
f shifts are intended to be descriptive of the energetic space of
otential interface shifts, which allows the user to determine how
rastically the energy can change depending on the alignment for
hosen certain system.
ISHIFT = 4 is a method of shifting which attempts to match

he bond lengths across the interface to the missing bulk bond
engths of the surface atoms. By determining the shortest missing
ond of the surface atoms of each crystal (and the number of
hose bonds missing for each of them), the opposite crystal’s
tructure can be used to supplement these absent bonds. This
s similar to the broken-bond rule for metal surfaces, which
ssumes that the cleaving energy is directly related to the num-
er of broken bonds for the metal’s surface. Thus our method
ere assumes that the most energetically favourable alignment
f two surfaces is to compensate for the most number of missing
onds [49,50].
To determine the missing bonds for ISHIFT = 4, we generate

or each individual atom within each component slab a DON.
e then subtract the individual DONs from their Wyckoff bulk

i.e. ideal) counterparts. This produces a nearest neighbour profile
hich highlights the missing bonds of each atom. These miss-

ng bonds are characterised by both their bond length and the
umber of such missing bonds. We then store the value of the
hortest missing bond for each atom for later reference, where the
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shortest bond of an atom must be smaller than MBOND_MAXLEN
(MBOND_MAXLEN, default = 4 Å).

Next, the two slabs are placed on top of each other such
that the top of the lower slab’s surface and the bottom of the
upper slab’s surface occur at the same point (i.e. zero separation).
No initial shift is applied either parallel or perpendicular to the
interface plane. In order to determine a set of suitable shifts, the
code evaluates a bond ideality factor, Ds, for each possible shift
(δ) and generates NSHIFT number of structures using the shifts
with the smallest bond ideality factors. In the case of a perfectly
matching interface, the bond ideality factor has a value of zero.
The value of Ds is given as

Dδ = dδ,lu + dδ,ul (9)

where

dδ,lu =

l∑
m

[ ⏐⏐⏐⏐Nm−

u∑
n

f (|rm + δ − r′n| − bm)
⏐⏐⏐⏐+

u∑
n

g
(

|rm + δ − r′n| − bm
bm

) ]
.

(10)

dδ,lu quantifies how well slab u compensates for the missing
bonds in the surface of slab l, which is generally distinct from
dδ,ul. Here, l and u are the sets of missing bonds for atoms from
the lower and upper slabs, respectively. Nm is the total number
of missing bonds for atom m, rm is the location of atom m and r′n
is the location of atom n. bm is the length of the missing bond for
atom m. We also include a pair of weighting functions,

f (x) =
1 − tanh(9(|x| − 1/4))

2
(11)

and

g(x) =

{ 8
3 |tan(πx/2)|, x < 0
0, otherwise.

(12)

here the f (x) function weights the set of shifts towards ones
hat compensate for the surface atoms’ missing bonds, whilst g(x)
helps to prevent shifts that place atoms too close to one another.
The specific forms of the two functions, f (x) and g(x), are used in
order to satisfy the three following conditions. Firstly, f (x) and
g(x) should be at their maximum and minimum, respectively,
when a bond across the interface perfectly matches the missing
bond length. Secondly, f (x) should decrease with increasing dis-
agreement between the interface bond and missing bond lengths.
Finally, g(x) should go to infinity when an interface bond goes to
zero.

To further validate this approach, ISHIFT = 4 can be used
between two identical bulk crystals. This methodology identifies
appropriate shifts to reproduce a crystal’s bulk bonds (to within
0.1 Å) across the interface and has been tested on numerous bulks
containing either single or multiple species.

2.4.2. Intermixing
In order to enable exploration of diffusion across the interface,

sets of structures are generated in which atoms from either
material are intermixed (swapped), as demonstrated in Fig. 6b.
Intermixing is introduced to serve three main purposes. Firstly,
we previously observed [14] that the intermixing both reduces
strain and produces interface structures more favourable than
the initial abrupt boundary model. The second is that by intro-
ducing disorder it allows for interfaces involving more elaborate
reconstructions to be explored, such as the GaAs β(2 × 4) sur-
ace [51,52]. Finally, such intermixing allows one to model grain
oundaries, such as those considered by von Alfthan [41] and
chusteritsch [43].
 s
Fig. 7. The two unique surface planes as identified by ARTEMIS for (a) the (0 0
1) Miller plane of BaTiO3 and (b) the (1 2 1) Miller plane of CaCu3Ti4O12 .

The concentration of intermixing is governed by the
SWAP_DENSITY tag (units of Å2) and the number of uniquely in-
termixed structures generated per shift is determined by NSWAP.
Each set of swaps in a structure is generated randomly, excluding
symmetrically equivalent swaps. New swaps are performed until
the SWAP_DENSITY has been reached. By default, intermixing
is turned off (ISWAP = 0). To turn on random intermixing, set
ISWAP = 1. To use the physics-based swapping procedure, set
ISWAP = 2.

ISWAP = 1 is a purely random swapping routine, based upon
the user specifying a depth (SWAP_DEPTH, default = 3 Å), and the
swapping density (SWAP_DENSITY, default = 0.05 Å2). ARTEMIS
then randomly swaps atoms either side of the interface to create
a more graded interface.

ISWAP = 2 is based upon the observation [14] that the amount
of intermixing exponentially decays with distance. As such, we
use the following function to weight the chance of swapping

s(x) = exp
(

−
x − xintf
2σ 2

swap

)
(13)

here xintf is the location of the interface and σswap defines the
ecay of the probability of atoms further from the interface being
wapped (SWAP_SIGMA, default = 0.05 Å). This function mimics
he behaviour seen in Ref. [14] by selecting atoms to swap with
n exponential weighting towards selecting atoms closer to the
nterface.

For a system where the two interfaces are symmetrically
quivalent, any swaps performed across one interface are then
irrored to the opposite interface. In doing so, each generated
tructure still has two interfaces in the unit cell, with those two
nterfaces still being symmetrically equivalent. In doing so, this
ill prevent the introduction of spurious electric fields into the
ystem.

. Test cases

.1. Surface terminations

Using the LSURF_INFO tag, users can get the surface termina-
ions of the lower (upper) parent crystal along the Miller plane
pecified by the LW_MILLER (UP_MILLER) tag. The surface is
enerated using the 1 × 1 unit cell reconstruction with the short-

est lattice vectors on that plane. The number of symmetrically
equivalent layers in the lower (upper) slab is specified using the
LW_SLAB_THICKNESS (UP_SLAB_THICKNESS) tag.

The surface termination identification method used in
RTEMIS has been tested on a large set of structures. In Fig. 7,
he unique surfaces identified by ARTEMIS are shown for BaTiO3
nd CaCu3Ti4O12 for the (0 0 1) and the (1 2 1) Miller planes,
espectively. For all of the test cases, ARTEMIS generates the

urfaces using the smallest lattice vectors parallel to the surface.
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Fig. 8. Interface identification performed on four structures. Cumulative atomic density derivative plots shown for (a) CaCu3Ti4O12|CuO, (b) Si|Ge, (c) graphite|TiO2
and (d) graphite|diamond interfaces. The arrows on the graphs indicate which data relates to which axis. These interfaces have been used to display four different
qualities interfaces can exhibit. For all plots, the righthand axis denotes the cumulative density for each species in the system, whilst the lefthand axis denotes the
1st-order derivative of the species-multiplied cumulative atomic density (multiCADD).
For the (0 0 1) Miller plane, the BaTiO3 crystal is shown to
have two unique surfaces, the AO-rich and the BO2-rich surfaces
(where a perovskite’s chemical formula is given as ABO3). These
are the two most common surfaces of perovskites, with the BO2
being the most commonly studied [53–58].

In the case of examples similar to the CaCu3Ti4O12 (1 2 1)
Miller plane, more care needs to be taken. As can be seen in
Fig. 7b, surface terminations are less clearly identifiable and, as
such, defining surfaces is more difficult. Still, two unique sur-
face terminations are identified, with these being chosen due to
possessing the largest interplanar spacing.

Surface terminations have been generated for the two-atom
primitive cell of silicon using the (1 0 1) Miller plane. It is found
to properly identify the well-known surface (0 0 1) termination
with the [1 1 0] and [1 1̄ 0] in-plane lattice vectors [59–61].

3.2. Interface identification

Interface identification is tested on a set of sample structures
as shown in Fig. 8. As can be seen, ARTEMIS identifies the in-
terface in all cases. These four interface structures are used to
exhibit different structural features an interface may have (only
the CaCu3Ti4O12|CuO structure has been relaxed, all others are
generated examples for testing). The Si|Ge system is used as
an example of structurally identical regions that differ only by
species. The graphite|TiO2 system shows an interface between
2D layered and a 3D bulk crystals. The CaCu3Ti4O12|CuO system
demonstrates a chemically diverse and disordered interface. Fi-
nally, the graphite|diamond interface demonstrates a transition
between two phases of the same material. In each structural
scenario, the interface is successfully identified.

3.3. Shifting

Here, the ISHIFT = 4 interface alignment setting is tested
and presented on three 2D layered|3D bulk (Fig. 9a) and two 3D
bulk|3D bulk (Fig. 9b) interface structures. To test this method,
we generate a set of 20 interface separations within the range
shown on the separation axes for each structure and calculate the
energy for each. The interface separation predicted by ARTEMIS
is then indicated on these lines by a red dot. We find that, in
all cases, the default interface separation prediction is close to
the most energetically favourable separation (to within 0.2 Å in
these cases shown). This initial estimate of the separation of the
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Fig. 9. The relationship between energy and the alignment of the two parent crystals. (a) & (b) show the relation between energy and the interface separation for
D|3D and 3D|3D interfaces, respectively. The optimum separation as estimated by ARTEMIS for each interface structure is denoted by the red dots. The energies
re obtained using the VASP density functional theory software package. (c) displays the energy cost of different shifts parallel to the interface plane for an Au|Ag

interfacial structure. The optimum shift as estimated by ARTEMIS for each interface structure is denoted by the red dot. The inset displays the Au|Ag interface
structure used to display the effect of shifting on the interface energy.
two slabs means that the structure can be relaxed to its optimum
distance using external first-principles software packages. This
suggests the method of ISHIFT = 4 discussed in Section 2.4.1
is an appropriate method for interface separation estimation.

For shifts parallel to the interface, a test case of an Au|Ag
interface has been chosen. The chosen Miller planes are (0 0 1)
for both parent crystals. The energetic space of the in-plane shifts
is shown in Fig. 9c, with the shift predicted by ARTEMIS being
labelled with a red dot. The shift determined by ARTEMIS is found
to be the most favourable alignment for this metal–metal inter-
face. Currently, this method has only been found to automatically
identify the most favourable parallel shift for interfaces between
simple, single-species crystals. For more complicated structures,
the number of required structures (as generated by ISHIFT =

4) increases and the user needs to consider each case. However,
it should be emphasised that interface separation predicted by
ARTEMIS is generally found within the first iteration.

All energies reported in this subsection are obtained using
density functional theory as implemented in the Vienna Ab initio
Simulation Package (VASP). The energy for each shifted structure
has been obtained by performing self-consistent field calculations
on the generated, unrelaxed, structures. The calculations have
been performed using the PBE GGA functional with PAW pseu-
dopotentials and an energy convergence of 10−7 eV. k-point grids
of 3 × 3 × 2 have been used for each structure.

3.4. Multiple interfaces

As mentioned previously, ARTEMIS can be used to reduce the
difficulty of exploring the potential interfaces between crystals.
There can exist a wide range in the number of potential lat-
tice matches between any two crystals, which depends on their
individual lattice shapes and sizes. The ideal goal of ARTEMIS
is to make the process of determining potential lattice matches
easier, along with identifying the potential surface terminations
for each crystal and the relative alignments of the two (outlined
in Sections 3.1 and 3.3, respectively).

For an insight into the capability of ARTEMIS to aid in deter-
mining the most energetically favourable interface structure from
parent crystals, a recent article by the authors studies the inter-
faces for the systems of CaCu3Ti4O12|CuO and CaCu3Ti4O12|Cu2O
28]. For the study, a total of 20 interface structures, including
arious shifts have been explored. The two most energetically
avourable interface structures are the results reported in the
rticle, which were also the most representative of the overall

et.
4. Inputs and outputs

The code requires either one or two material structure files
(depending on whether the user is supplying a preconstructed
interface or two bulk materials) and one ARTEMIS input file.

If the user has supplied two material structure files for the
purposes of generating an interface between them, then
Sections 2.1 and 2.4 are used. If a preconstructed interface struc-
ture file is supplied, then Sections 2.3 and 2.4 are used.

The ARTEMIS input file has a set of cards and tags that can be
explored and understood by using the built-in help function

. / bin / artemis - - help a l l

This will print all potential tags to the terminal, with a brief
description of each. For further information on tag [TAGNAME],
use the command

. / bin / artemis - - search [TAGNAME]

With this, users can find the full set of tags available in later
versions of ARTEMIS released after this manuscript. A set of
important tags have been listed in Table 1.

5. Porting the code

The ARTEMIS code requires no external libraries. Hence, no
additional subroutines other than those provided are required.
This code has been compiled using both gcc 7.2.0 and the Intel
17.0.4 Fortran compilers, with no difference having been ob-
served. Earlier compilers may encounter problems.

6. Conclusions

We have developed a software package, ARTEMIS, for the
generation of potential interfaces between any two materials;
here the parent materials can be single-species or multi-species,
layered or bulk. The generated interface structure-files can be
output in a set of different formats that allow ease of use for
DFT calculations using either QuantumEspresso, CASTEP or VASP,
with an aim to output in additional file formats for large-scale
empirical calculations in the future, though. Through the use
of the ARTEMIS software, users can more easily automate the
task of interface generation and identification; for example, sets
of interfacial alignments and intermixings can be easily gen-
erated, allowing for more thorough studies of potential inter-
faces between two parent crystals and their energy landscapes.
With the lattice matching method able to scan over large sets
of Miller planes, users can quickly identify low-strain matches

which would otherwise take a lot of time to find. The test cases
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Table 1
A selection of important ARTEMIS input file tags.
Tag Default

Settings General settings

STRUC1_FILE POSCAR1
- Parent crystal 1 filename
STRUC2_FILE POSCAR2
- Parent crystal 2 filename
MASTER_DIR DINTERFACES
- Output directory

Interfaces Interface-specific settings

NMATCH 5
- Number of lattice matches to generate
NINTF 100
- Total number of interface structures
LGEN_INTERFACES TRUE
- Generate interface files
LSURF_GEN FALSE
- Generate surface termination files
TOL_VEC 5
- Lattice match vector tolerance (%)
TOL_ANG 1
- Lattice match angle tolerance (◦)
LW_MILLER (empty)
- Lower crystal Miller plane
UP_MILLER (empty)
- Upper crystal Miller plane
LW_SLAB_THICKNESS 3
- Lower crystal slab thickness
UP_SLAB_THICKNESS 3
- Upper crystal slab thickness
ISHIFT 4
- Shifting method
NSHIFT 5
- Number of shifts per match
ISWAP 0
- Swapping method
NSWAP 5
- Number of swap structures per shift

outlined in Section 3 show how the ISHIFT = 4 method can help
n identifying the most favourable interface separation. ARTEMIS
s under continuous development at the University of Exeter, with
he intent of adding additional features, tools and methodologies
or predicting the structure and properties of interfaces.
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