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Quantum spin systems with kinetic constraints have become paradigmatic for exploring collective
dynamical behaviour in many-body systems. Here we discuss a facilitated spin system which is
inspired by recent progress in the realization of Rydberg quantum simulators. This platform allows
to control and investigate the interplay between facilitation dynamics and the coupling of spin
degrees of freedom to lattice vibrations. Developing a minimal model, we show that this leads to
the formation of polaronic quasiparticle excitations which are formed by many-body spin states
dressed by phonons. We investigate in detail the properties of these quasiparticles, such as their
dispersion relation, effective mass and the quasiparticle weight. Rydberg lattice quantum simulators
are particularly suited for studying this phonon-dressed kinetically constrained dynamics as their
exaggerated length scales permit the site-resolved monitoring of spin and phonon degrees of freedom.

Introduction.– The precise control and manipulation
of quantum systems is of utmost importance both in
fundamental physics and for applications in quantum
technologies. The last decade has seen an immense effort
in the improvement of experimental techniques which
enable the exploration of quantum many-body systems [1,
2]. Rydberg atoms are notably suitable for this scope
due to their versatility in simulating many-body models
[3–5]. In particular, they provide an ideal platform for the
realization of spin systems, with applications ranging from
quantum information processing [6] to the exploration
of fundamental questions concerning thermalization in
quantum mechanics [7–9].

Recently, there has been a growing interest in the study
of quantum systems in the presence of kinetic constraints,
that impose restrictions on the connectivity between
many-body configurations. In particular, it has been
observed how constraints, which prevent the system from
fully exploring the Hilbert space, can lead to peculiar
dynamics and an unexpected lack of thermalization even
in systems without explicit symmetries [10–23]. A con-
densed matter manifestation of such effect can
be found e.g. in linear SrCo2V2O8 crystal that
is described by a spin- 12 XXZ antiferromagnetic
Hamiltonian with a staggered magnetic field [24].
Facilitation is a specific instance of a constrained dy-
namics. The concept was introduced by Fredrickson and
Andersen [25] in the study of kinetic aspects of the glass
transition using spin models [26]. Here the excitation of
one spin enhances the excitation probability of a neigh-
boring spin. In Rydberg gases such dynamical behavior
occurs naturally in the so-called anti-blockade regime [27–
31], and the emerging many-body effects have been inves-
tigated in detail in many recent works [32, 33]. Among
the studied phenomena are nucleation and growth [34–

Figure 1: Setting: (a) Schematic representation of the Ryd-
berg quantum simulator. The internal degrees of freedom of
each trapped atom are approximated by a two-level system.
Here, Ω is the Rabi frequency of the excitation laser that is
detuned from the atomic transition by an energy ∆, and the
interaction between nearest neighbors is parameterized by VNN.
The atoms are confined in a one-dimensional chain of harmonic
traps, where a is the lattice spacing and x0 represents the
harmonic oscillator length. (b) Hilbert space representation
in the facilitation regime. The many-body configurations at
energy ∆ are resonant and effectively decoupled from the rest
of the Hilbert space. VNNN is the interaction among next near-
est neighbours in Rydberg states. (c) Hilbert space defined by
the effective lattice of resonant many-body states and their
coupling to harmonic oscillator modes. Only states with two
contiguous Rydberg excitations are coupled to the (relative)
vibrational mode of the traps.

38], non-equilibrium phase transitions [39–43] as well as
Anderson [32, 44] and many-body localization [45].

In this work we are interested in exploring the inter-
play between facilitated spin excitations and vibrational
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degrees of freedom. Such a scenario naturally occurs in
Rydberg lattice quantum simulators [3], where individ-
ual atoms are held in oscillator potentials [see Fig. 1(a)],
and coupling between spin and vibrations is caused by
state-dependent mechanical forces [46, 47]. We develop
a minimal model that describes the emerging complex
many-body dynamics and permits a perturbative expan-
sion in the spin-phonon coupling strength. The dressing
of the spin dynamics through lattice vibrations leads to
the formation of a polaronic quasiparticle [48] for which
we analyse the dispersion relation, the effective mass and
the Z-factor, determining the quasiparticle weight. The
perturbative results are compared with numerical simula-
tions. Using Rydberg quantum simulators for exploring
this physics is particularly appealing as these platforms
allow the probing of spin and vibrational degrees of free-
dom. Thus, using side-band spectroscopy [49], the phonon
cloud that dresses the spin excitation should be directly
observable in experiments.

Facilitated Rydberg lattice.– We consider a chain of N
traps (e.g. optical tweezers) [50, 51] each loaded with a
single Rydberg atom (see Fig. 1). The Rydberg atoms can
be effectively described as a two-level system in which |↓〉i
represents an atom in the ground state in the i−th trap
and |↑〉i an atom in the Rydberg state. The Hamiltonian
of the system is

H =

N∑
i=1

Ω

2
σ̂xi + ∆n̂i +

∑
j 6=i

V (ri, rj)n̂in̂j + ωa†iai

 ,

(1)
where i, j are indices that label the lattice sites, Ω is the
Rabi frequency, and ∆ is the detuning of the Rydberg
excitation laser from the single atom resonance. The
interactions among Rydberg states are parameterized by
the potential V (ri, rj) which may be, for example, of
van-der-Waals or dipolar type. Furthermore, we have
introduced the spin operators σ̂ix = | ↑〉i〈↓ | + | ↓〉i〈↑ |,
n̂i = | ↑〉i〈↑ |. The interaction potential depends on the
atomic positions rj = r

(0)
j + δrj where the coordinate of

the centre of the j−th trap is given by r
(0)
j = ajez, with a

the lattice constant, c.f. Fig. 1. The fluctuations δj =
δrj
a

around the trap center can be expressed in terms of the
bosonic operators (obeying [ai, a

†
j ] = δi,j) as δj = x0

a (a†j +

aj), where x0 =
√
~/(mω) is the harmonic oscillator

length and m the atomic mass. Assuming that δri � a,
i.e. the interparticle separation is much larger than the
fluctuations around the equilibrium positions, we can
expand the interaction potential to first order obtaining
a coupling term between the Rydberg excitations and the
vibrational trap modes. Here we are considering only the
longitudinal modes because, as shown in the Supplemental
material, in one-dimensional lattices the coupling with
the transverse modes is negligible at the first order of the
perturbative expansion of the potential. In this case we

obtain:

V (ri, rj) ' V (r0i , r
0
j ) +G(r0i , r

0
j )(δi − δj). (2)

Here, G(r0i , r
0
j ) is the gradient of the potential [59].

In the facilitation regime, the interaction between two
neighboring atoms is cancelled by the laser detuning,
∆ = −V (r0i , r

0
i+1). This means that transitions between

many-body configurations of the type | ↓↑↓↓〉 ↔ | ↓↑↑↓〉
become resonant [see Fig. 1(b)]. In order to simplify the
dynamics further we assume that the interaction between
next-nearest-neighbours is larger than the Rabi frequency,
i.e. V (r0i , r

0
i+2) � |Ω|. This prevents the growth of

clusters and constrains the evolution of a single initial
seed atom to a subspace in which at most two adjacent
atoms are excited, e.g. | ↑↓↓↓〉 ↔ | ↑↑↓↓〉 ↔ | ↓↑↓↓〉 ↔
|↓↑↑↓〉 ↔ . . ., as shown in Fig. 1(b).

This subspace of many-body states defines an effective
one-dimensional lattice with a two-site unit cell, for which
we introduce the labels |α〉|s〉. Here, the variable α de-
notes the position of the leftmost excited spin and s the
number of excited spins, i.e., for α = 1, |α〉|1〉 = | ↑↓↓↓〉,
|α〉|2〉 = |↑↑↓↓〉 and |α+1〉|1〉 = |↓↑↓↓〉, etc. [see Fig. 1(c)].
On this effective lattice, the Hamiltonian (1) can be rewrit-
ten as

H = Ω
∑
α

(
|α〉〈α|µx + µ−|α+ 1〉〈α|+ h.c.

)
+κ
∑
α

µz − 1
2
|α〉〈α|(a†α+1 + aα+1 − a†α − aα)

+ω
∑
α

a†αaα, (3)

where µx = |1〉〈2| + |2〉〈1|, µ− = |1〉〈2| and
µz = |1〉〈1| − |2〉〈2| are spin operators, that char-
acterize the two non-equivalent types of sites in the
lattice and κ = −

√
1

2mωG(r0i , r
0
j ).

Vibrational dressing.– Through Eq. (3) it is evident
that bosons, which correspond to the trap vibrations,
interact only with states where s = 2, i.e., with states
in which there are two adjacent excited spins, as shown
in Fig. 1(c). In order to simplify the description we
rewrite the Hamiltonian (3) by introducing the Fourier
transformed bosonic modes aj = 1√

N

∑N/2
p=−N/2 e

i 2πN jpAp,
which yields

H = Ω
∑
α

|α〉〈α|µx + Ω
∑
α

(
µ−|α+ 1〉〈α|+ h.c.

)
+
κ(µz − 1)

2
√
N

∑
p

[(
e−i 2πN p − 1

)
e−i 2πN α̂A†p + h.c.

]
+ω

∑
p

A†pAp. (4)
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where α̂ =
∑
α α |α〉 〈α| denotes the lattice position oper-

ator. We can decouple the lattice from the bosonic modes
using the Lee-Low-Pines transformation [52]

U = exp

[
−iα̂

∑
p

2πp

N
A†pAp

]
. (5)

Introducing the Fourier modes of the quasi-particles,
|α〉 = 1√

N

∑N/2
q=−N/2 e

i 2πN q|q〉, the transformed Hamilto-
nian reads U†HU =

∑
q |q〉〈q|Hq, with

Hq = Ω
[
µ+
(

1 + e−i 2πN (
∑
p pA

†
pAp+q)

)
+ h.c.

]
+
κ(µz − 1)√

2N

∑
p

[(
e−i 2πN p − 1

)
A†p + h.c.

]
+ω

∑
p

A†pAp. (6)

By virtue of the canonical transformation the quasiparticle
momentum q is now a conserved quantum number, which
simplifies tremendously the subsequent analysis. Further
manipulations, which are detailed in the Supplemental
Material, allow us to finally obtain

Hq = ω
∑
p

Ã†pÃp1− Ω cos

[
π

N

(∑
p

pA†pAp + q

)]
µz

+HI
int +HII

int, (7)

with HI
int = −κ2

ω (1−µx) and the displaced bosonic opera-

tors Ãp = Ap+ κ
ω
√
N

(
e−i 2πN p − 1

)
. An explicit expression

for HII
int is given in the Supplemental Material. Note, that

despite the achieved simplification, the Hamiltonian (7)
is highly non-trivial and now describes many-body spin
states coupled to a bath of interacting phonons.

To investigate the vibrational dressing of the facilitation
dynamics we first consider the decoupling limit κ = 0.
In this case the spectrum of Hamiltonian (7) is given by
bands that appear in pairs with positive and negative
curvature [see Fig. 2(a)]. There are infinitely many
pairs, forming a ladder with a spacing given by the trap
frequency ω. The ground state band has the tight-binding
dispersion relation, i.e. EGS = −Ω cos

(
π
N q
)
. Note that

in the limit of N � 1, the argument of the cosine becomes
a continuous variable −π ≤ 2π

N q ≤ π. In the following we
assume for simplicity that the trap (phonon) frequency
is larger than the twice the laser Rabi frequency, ω >
2Ω. In this case the ground state band is well separated
from the remaining ones. Crucially, this regime is within
reach of current technology from an experimental point
of view. In fact, in order to be able to observe coherent
dynamics, we must have ω > 2Ω � γ with γ being
the decay rate of the Rydberg atoms. Typically, γ ≈
104 Hz and frequencies larger than 105 Hz can be achieved
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Figure 2: Band Structure: (a) Comparison between the
analytical form Eq. (8) and numerical calculations obtained
for N = 12 and truncation of the maximum number of phonons
per site to 3. The non-interacting bands form a ladder with
spacing ω. As the interaction between the lattice and phonons
increases, the band degeneracies at the edges are lifted and the
ground state band is flattened. (b) Curvature C of the ground-
state band computed for quasiparticle momentum q = 0,
numerical results.

experimentally, for both Ω [44] and ω [49]. Furthermore,
both the Rydberg and the ground state ought to
be trapped as demonstrated in Ref. [53].

In the presence of interactions between the propagat-
ing Rydberg excitation and the phonons, i.e. for κ ≥ 0,
the energy bands, defining the spectrum of Eq. (7), are
modified. In particular, we observe the lifting of the de-
generacy of the ground state and the first excited band
at the band edges together with a flattening of the band
structure. The decrease of the band curvature, shown in
Fig. 2(b), is a consequence of the phonon-dressing of the
spin excitation which leads to the formation of a polaron
quasiparticle which is characterized by a correspondingly
increased effective band mass. In order to obtain a quali-
tative understanding of the observed renormalization of
the band structure we adopt a perturbative approach to
the solution of Eq. (7). The term HI

int couples states
with quasiparticle momentum q of the ground state band,
|Ψ(0)
q 〉, to the first excited band. At first order in pertur-

bation theory, this correction can be computed solving a
two-level eigenvalue problem for each q.We have also an
additional correction to the energy given by the action
of HII

int, GS. This yields the dressed value for the ground
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Figure 3: Polaron dynamics: (a) Density plot of the Rydberg and phonon excitation for different values of the interaction
strength κ/ω. The first (second) row shows the Rydberg (phonon) density. For κ = 0, i.e. in absence of interactions, a ballistic
spreading of the Rydberg excitation is observed and no phonons are generated (orange dashed lines are a guide to the eye). At
κ = 0.3ω (κ = 1.5Ω and ω = 5Ω) the propagation of the Rydberg excitation is slowed down until it almost comes to a halt
(on the timescale shown) when κ = 0.5ω. (b) Momentum-dependent Z-factor for different values of the coupling strength. (c)
Occupation number of the phonon modes in momentum space (labelled by p) of the ground state for quasi-particle momentum
2π
N
q = ±π and κ = 0.3Ω. We compare the analytical result of Eq. (9) with numerical data obtained using exact diagonalization

on a system up to N = 12 sites.

state band, E(1)
GS(q):

E
(1)
GS = −

√
Ω2 cos2

(πq
N

)
+
κ4

ω2
− κ

2

ω
+

Ωκ2

ω2N
ξN cos

(πq
N

)
,

(8)

with ξN =
4 cos( πN ) cot( π

2N ) cos(πqN )
2 cos( πN )+1

. As it can be seen in

Fig. 2, there is good agreement between the analytical
result and the numerics.

Dressed facilitation dynamics.– The interaction between
the Rydberg atoms and the phonons that leads to the
phonon dressing and corresponding band flattening, re-
sults in a slowdown of propagating facilitated Rydberg
excitations. This effect is shown in Fig. 3(a), where we dis-
play the real-time dynamics of both Rydberg excitations
and phonons. For the simulations we performed exact di-
agonalization on a system of sizeN = 10 and we truncated
the local bosonic Hilbert space allowing a maximum num-
ber of three bosons per site. The initial state contains a
single Rydberg excitation at the left edge of the lattice and
no bosons, i.e. | ↑↓↓ . . . 〉⊗ |0, 0, 0 . . . 〉. Consequently,
such wave packet states of the form |ψin〉 = | . . . ↑↓↓ . . . 〉
in real space correspond to superpositions of momentum
states that live on the first two excited bands due to a mix-
ing between the states introduced in the diagonalization
of the Hamiltonian (6).

The data in Fig. 3(a) shows that the stronger the cou-
pling κ the more pronounced becomes the phonon trail
that is carried and left behind by the propagating Rydberg
excitation. In Rydberg quantum simulator experiments

it is standard to measure the Rydberg density [3]. It
is, however, also possible to determine the local phonon
density by side-band spectroscopy, as demonstrated in
Ref. [49]. Remarkably, this makes it possible to use Ryd-
berg quantum simulators to directly detect and map out
the phonon cloud in-situ and in real-time, which remains
elusive in solid state systems and most ultracold atom
platforms.
The magnitude of the phonon dressing can be quanti-

fied by the Z-factor which is defined by the overlap of
the dressed polaron state

∣∣ψ̄q〉 with its non-interacting

counterpart
∣∣∣ψ(0)
q

〉
, Zq = |〈ψ(0)

q |ψ̄q〉|2 [48, 54, 55]. The
calculation of the Z-factor from exact diagonalization, see
Fig. 3(b) shows that, although the phonon dressing is
strong, still a well-defined polaron quasiparticle exists.
We also compute the phonon occupation number in
momentum space in the dressed ground state |ψ̄q〉,
i.e. nph(p, q), with p and q being the phonon
and quasi-particle momentum respectively, nph(p, q) =
〈ψ̄q|A†pAp|ψ̄q〉. While this quantity cannot be computed
exactly analytically, at first non-zero order one finds:

n
(1)
ph (q, p) =

κ2

ω2N

〈
ψ(0)
q

∣∣∣ (ei 2πN p − 1
)(

e−i 2πN p − 1
) ∣∣∣ψ(0)

q

〉
= 2

κ2

ω2N

[
1− cos

(
2π

N
p

)]
, (9)

where −π ≤ 2π
N p ≤ π. Note, that this result does not

depend on the quasiparticle momentum q. Such a depen-
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dence enters at higher order in perturbation theory and
leads to a q-dependent coefficient to Eq. (9). In fact our
numerical calculations confirm a dependence of the form

nph(p, q) = 2
κ2

ω2N
C∗(q)

[
1− cos

(
2π

N
p

)]
, (10)

with a numerically determined coefficient C∗(q). In
Fig. 3(c) which we show the phonon occupation number
nph(p, q) at the edges of the ground state band, 2π

N q = ±π,
at κ = 0.3Ω. The agreement between numerical and ana-
lytical results from Eq. (9) is excellent.

Conclusions.– We have shown how the non-equilibrium
dynamics of a facilitated Rydberg atoms chain is dra-
matically affected by interactions with trap vibrations.
This coupling leads to a dressing of the propagating ex-
citations and shows the emergence of a slow-dynamics
induced by a flattening of the quasi-particle bands. The
latter can be interpreted as a polaronic effect that leads
to an increase of the effective mass. The phonon dressing,
as discussed here, might have links to other timely re-
search questions: it was recently pointed out, that lattice
Hamiltonians coupled to bosons can offer a possible setup
for the observation of fractons [56], which are currently
much studied in the context of ergodicity breaking in
quantum systems. Moreover, tuning the interaction
between the excitations and the phonons permits
to control the spreading of information within the
system, which is a timely theme in the domain of
quantum technology [57, 58].
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