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Some Topics in the Analysis of Spherical Data Ph.D. Thesis by Andrew T.A. Wood

## ABSTRACT

This thesis is concerned with the statistical analysis of directions in 3 dimensions. An important reference is the book by Mardia (1972). At the time of publication of this book, the repertoire of spherical distributions used for modelling purposes was rather limited, and there was clearly a need to investigate other possibilities. In the last few years there has been some interest in the 8 parameter family of distributions mentioned by Mardia (1975), which is known as the Fisher-Bingham family.

In Chapter 1 an outline of the thesis is given. The Fisher-Bingham family is discussed in Chapter 2, and an effective method for calculating the normalising constant is presented. Attention is then focussed on an interesting 6 parameter subfamily, and a simple rule is given for classifying the distributions in this subfamily according to type (unimodal, bimodal, 'closed curve'). Estimation and inference are then discussed, and the Chapter is concluded with a numerical example.

In Chapter 3, the family of bimodal distributions presented in Wood (1982) is described. Other bimodal models are also mentioned briefly.

The problem of simulating Fisher-Bingham distributions
is considered in Chapter 4. Some inequalities are derived and then used to construct suitable envelopes so that an acceptance-rejection procedure can be used.

In Chapter 5, the robust estimation of concentration for a Fisher distribution is considered, and L-estimators of the type suggested by Fisher (1982) are investigated. It is shown that the best of these estimators have desirable all-round properties. Indications are also given as to bow these ideas can be adapted to other contexts.

Possibilities for further research are mentioned in Chapter 6.
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## CHAPTER 1

## INTRODUCTION

In a number of scientific fields, including Geology, Meteorology, Astronomy and Biology, data consisting of directions or orientations often arise. There has been a corresponding need to develop statistical methods for analysing such data. In this thesis attention is limited to directions, as opposed to orientations; and the main concern is with directions in 3 dimensions (the spherical case). However, some of the results presented here also have implications for directicnal statistics in 2 dimensions (the circular case), and when this is so it is indicated in the text.

The book by Mardia (1972) provides an excellent account of the more theoretical aspects of directional statistics, and includes a number of applications to scientific problems. Some historical detail, and an extensive pre-1972 bibliography, are also given there. At the time of publication of Mardia's book, the repertoire of spherical distributions used for modelling purposes was rather limited, and there was clearly a need to investigate other possibilities. In the last few years there has been some interest in the 8 parameter family of distributions mentioned by Mardia (1975), which is known as the Fisher-Bingham family. This is a rich family of distributions, but there are a number of technical
difficulties involved in its use. Interesting subfamilies have been discussed by Bingham and Mardia (1978) and Kent (1982).

In Chapter 2, the Fisher-Bingham family is discussed, and in particular an effective method for calculating the normalising constant in the general case is presented. Then attention is focussed on an interesting 6 parameter subfamily, and a relatively simple rule is given in terms of the parameters for classifying the distributions in the subfamily according to type (unimodal, bimodal or 'closedcurve'). Estimation and inference are discussed and, in the unimodal case, an approximate confidence cone for the modal direction is given. The Chapter is concluded with a numerical example.

In Chapter 3, a 5 parameter family of bimodal distributions is described. In this family, there is no constraint on the angle between the modal directions, but the modes are equal. Estimation and inference are discussed in some detail, and a practical example involving paleomagnetic data is presented.

We return to the Fisher-Bingham family in Chapter 4 and discuss how one might simulate these distributions. Some inequalities are derived, and are used to construct suitable envelopes so that an acceptance-rejection procedure can be used.
have robust estimation procedures available. In the case of the Fisher distribution, the maximum likelihood estimator of the mean direction is fairly robust against extreme observations, but it is generally acknowledged that the maximum likelihoor estimator of concentration is not. In Chapter 5, we follow Fisher's (1982) suggestion and use certain L-statistics to estimate concentration. The asymptotic properties of these estimators are obtained, though there are a number of technical difficulties to be overcome in the derivation, and use needs to be made of Dudley's (1978) recent work on the convergence of empirical processes. It is shown, using Hampel's (1974) influence curve, that these estimators have desirable robustness properties; and the results of a simulation study indicate that the best of the L-statistic estimators have good small sample properties when the Fisher distribution is correct. Finally, suggestions are given as to how these ideas can be adapted to other contexts, for example to the robust estimation of the eigenvalues of the covariance matrix of a multivariate Normal distribution.

Possibilities for further research are indicated in Chapter 6.

## CHAPTER 2

## THE FISHER-BINGHAM FAMILY

### 2.1 Introduction

The Fisher-Bingham, or von Mises-Fisher-Bingham, family of distributions on the unit sphere, $S_{3}$, has densities which can be expressed in the form

$$
\begin{equation*}
\{c(\kappa, \mu, A)\}^{-1} \exp \left(\kappa x^{\prime} \mu+x^{\prime} A x\right) \tag{2.1.1}
\end{equation*}
$$

at a point $x \in S_{3}$. $K$, a scalar, $\mu$, a unit vector, and A, a $3 \times 3$ matrix, are the parameters. This family has been named so because each of the densities is proportional to the product of a Fisher density and a Bingham density.

Most distributions in current use in directional statistics possess a considerable amount of symmetry, for example rotational symmetry (Fisher distributions) or antipodean symmetry (Bingham distributions). While for many datasets such symmetry assumptions may be reasonable, it would seem desirable to have distributions available that are more suitable for data which do not exhibit any obvious symmetry. The Fisher-Bingham family is of interest from this point of view, because it contains distributions which possess no symmetry at all.

However, the difficulties involved in its use are correspondingly greater. One of the main practical problems is the calculation of the normalising constant, which is
needed in the maximum likelihood estimation of the parameters. A practicable method of calculating this is outlined in section 2.2 and discussed in more detail in 2.5 .

The Fisher-Bingham family was first mentioned in Mardia (1975), who observed that the maximum entropy distributions for given $E(x)$ and $E\left(x x^{\prime}\right)$ are the FisherBingham distributions.

Beran (1979) proposed a hierarchy of families of directional distributions. In 3 dimensions, the $p^{\text {th }}$ family in the hierarchy is that with distributions whose densities are proportional to $\exp \left\{\sum_{j=1}^{p} S_{j}(x)\right\}$, where each $S_{j}(x)$ is a linear combination of the spherical harmonics of order $j$. When $p=1$, the Fisher family is obtained, and when $p=2$, the Fisher-Bingham family. However, there appear to be certain theoretical and practical problems with the regression estimator that he proposes, which will be briefly mentioned in 2.2.

Kent (1982) has discussed the Fisher-Bingham family, with particular emphasis on a five-parameter subfamily which he suggests is a suitable analogue to the bivariate Normal on the plane. He shows that, for this subfamily, estimation and inference are tractable.

The Fisher-Bingham family on $S_{n}$, the unit hypersphere in $n$ dimensions, is defined as in (2.1.1), but with $\mu$ and $A$ replaced by $n$ dimensional counterparts. In the
main, only the three-dimensional case will be discussed here.

### 2.2 Calculation of the Normalising Constant

In this section, an alternative parametrisation for the Fisher-Bingham family is given. Using this alternative parametrisation it is readily seen that the normalising constant can be expressed as a relatively simple 1-dimensional integral. We need to prove the following straightforward result.

Lemma (2.2.1) Any Fisher-Bingham density $f$ can be written in the form

$$
f\left(x \mid \kappa, \rho, \mu, \mu_{1}, \mu_{2}\right)=c^{-1} \exp \left\{\kappa x^{\prime} \mu+\rho\left(x^{\prime} \mu_{1}\right)\left(x^{\prime} \mu_{2}\right)\right\} \quad \text { (2.2.2) }
$$

where $k$ and $\rho$ are scalars and $\mu, \mu_{1}$ and $\mu_{2}$ are unit vectors, not in general orthogonal.

Note: the converse is obviously true.

Proof Since the elements of $A$ in (2.1.1) only occur in the quadratic form $x^{\prime} A x$, we can without loss of generality take $A$ to be symmetric. Also, since only unit vectors $x$ are being considered, we can replace $A$ with $A+\varepsilon I_{3}$, where $\varepsilon$ is an arbitrary scalar and $I_{3}$ is the $3 \times 3$ identity matrix, without affecting the density in (2.1.1).
$A$ of the form $Q^{\prime} \lambda Q$, where $Q$ is orthogonal and $\lambda=\operatorname{diag}\left\{0, \lambda_{1}, \lambda_{2}\right\}$ with $\lambda_{1} \lambda_{2} \leq 0$. Now define

$$
\mathbf{v}_{+}=(0, \sin \gamma, \cos \gamma) \quad \text { and } \quad v_{-}=(0,-\sin \gamma, \cos \gamma)
$$

Then if $\rho$ and $\gamma$ are chosen to be solutions of

$$
-\rho \sin ^{2} \gamma=\lambda_{1}, \quad \rho \cos ^{2} \gamma=\lambda_{2}
$$

and we put $\mu_{1}=Q^{\prime} v_{+}$and $\mu_{2}=Q^{\prime} v_{2}$, it is easy to check that

$$
\rho\left(x^{\prime} \mu_{1}\right)\left(x^{\prime} \mu_{2}\right)=x^{\prime} Q^{\prime} \lambda Q x=x^{\prime} A x \quad \text { for all } x \in S_{3} \cdot 000
$$

We now make some comments:
i) The density of any Fisher-Bingham distribution on $S_{2}$, the unit circle, can be written as

$$
c^{-1} \exp \left\{\kappa x^{\prime} \mu_{1}+\rho\left(x^{\prime} \mu_{2}\right)^{2}\right\}
$$

where $x^{\prime}=(\sin \theta, \cos \theta)$. In fact $c$, the normalising constant, has a convenient series expansion:

$$
c=2 \pi\left\{\sum_{r=0}^{\infty} I_{r}(\kappa) I_{2 r}(\rho) \cos ^{-1}\left(2 r \cos ^{-1}\left(\mu_{1}^{\prime} \mu_{2}\right)\right)\right\}
$$

$I_{r}$ being the modified Bessel function of order $r$ Further details of the circular case are given in Yfantis and Borgman (1982).
ii) Not every Fisher-Bingham density on $S_{n}, n>3$, can be parameterised as in (2.2.2): in general, additional terms in the exponent are needed. In fact, only densities for which the nxn matrix $A$ in (2.1.1) has at most rank 3 have
a representation of the form (2.2.2).
iii) Kent (1982) lists some of the important Fisher-Bingham subfamilies, defined by imposing simple constraints on the parameters. The corresponding constraints expressed in terms of the new parameters are as follows:
(a) Uniform: $k=\rho=0$
(b) Fisher: $\rho=0$
(c) Dimroth-Watson: $k=0, \mu_{1}= \pm \mu_{2}$
(d) Bingham: $k=0$
(e) $\quad \mathrm{FB}_{4}: \pm \mu= \pm \mu_{1}= \pm \mu_{2}$
(f) $\mathrm{FB}_{5}: \mu, \mu_{1}, \mu_{2}$ mutually orthogonal.
iv) A 6-parameter subfamily of some interest, which we shall be discussing later, is obtained by imposing the constraint $\mu_{1}= \pm \mu_{2}$, so that the exponent in (2.2.2) reduces to the sum of a Fisher and a Dimroth-Watson term. This subfamily, which we shall call $\mathrm{FDW}_{6}$, contains a fairly broad range of skew distributions. It has a 5-parameter subfamily, which we shall call $\mathrm{FDW}_{5}$, obtained by imposing the additional constraint $\mu^{\prime} \mu_{1}=\mu^{\prime} \mu_{2}=0 . \mathrm{FDW}_{5}$ was mentioned by Kent in Barndorf-Neilson and Cox (1979, discussion).

We now use (2.2.2) to express the normalising constant, $c$, as a l-dimensional integral. The axes can be chosen so that $\mu_{1}=(0,0,1), \mu_{2}=(\sin 2 \gamma, 0, \cos 2 \gamma)$ and $\mu^{\prime}=(\sin \alpha \cos \beta, \sin \alpha \sin \beta, \cos \alpha)$. Then, expressing $x$ in polar coordinates, i.e. $x^{\prime}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$,
integrating with respect to $\phi$, and using the substitution $u=\cos \theta$, we find that

$$
c=2 \pi \int_{-1}^{1} \exp \{.\} I_{0}\left\{\left(1-u^{2}\right)^{\frac{1}{2}}[.]^{\frac{1}{2}}\right\} d u
$$

where $\{\}=.u k \cos \alpha+u^{2} \rho \cos 2 \gamma$
and $[\cdot]=\kappa^{2} \sin ^{2} \alpha+2 u \rho \kappa \sin \alpha \cos \beta \sin 2 \gamma+u^{2} \rho^{2} \sin ^{2} 2 \gamma$, $I_{0}$ being the modified Bessel function of degree 0 .

This integral can be speedily calculated with high relative accuracy using a suitable numerical integration procedure. Practical aspects are discussed in 2.5.

Two other methods for calculating the normalising constant will now briefly be mentioned.
(a) An obvious, but crude, way of obtaining $c$ is to integrate the density (2.2.2) over the sphere numerically. However, when the log-likelihood is being maximised numerically, it is likely that the normalising constant will need to be evaluated at a large number of points in the parameter space. It would seem somewhat preferable to be required to evaluate a l-dimensional, rather than a 2-dimensional, integral numerically a large number of times. On the whole, there should be a large reduction in the computer resources used.
(b) The normalising constant can be expressed as a series involving certain moments of a trivariate Normal distribution. This is a particular case of a result given in De Waal (1979) (that in which $p=1$ and $m=3$ ).

If, without loss of generality, we take $A$ in (2.1.1) to be negative definite, and let $(-A)^{-\frac{1}{2}}$ be the (real) positive 'square root' of $(-A)^{-1}$, then, using Corollary 4.1 in De Wal (op.cit.)

$$
\begin{equation*}
c=2 \sum_{r=0}^{\infty} Q_{r} /[(2 r+1):!r!] \tag{2.2.4}
\end{equation*}
$$

where $Q_{r}=E\left\{\left(u+\frac{i K}{\sqrt{2}}(-A)^{-\frac{1}{2}} \mu\right)^{\prime} A\left(u+\frac{i K}{\sqrt{2}}(-A)^{-\frac{1}{2}} \mu\right)\right\}^{r}$
and $u$ is a zero-mean trivariate Normal with covariance the identity matrix, and $(2 r+1):!=1.3 \ldots(2 r+1)$.

De Waal notes that each $Q_{r}$ can be expressed as a polynomial function of the cumulants $C_{1}, \ldots, C_{r}$ (these polynomials are given in Kendall and Stuart (1963, p.69), though it would seem to be preferable to use the formulae given in Morris (1982, Theorem 2)) where each cumulant is given by the formula

$$
c_{j}=2^{j-1}(j-1)!\operatorname{tr}(-A)^{j}-\kappa^{2} \cdot 2^{j-2} \cdot j!\mu \cdot(-A)^{j-1}{ }_{\mu}
$$

If either $k$ or the maximum of the differences between the eigenvalues of $A$, or both, are large (e.g. greater than 10), then a large number of terms may have to be included in (2.2.4) before convergence occurs. However, in view of the formulae in Morris (1982) this should not pose too much of a problem, and we would guess that, overall, there should not be much to choose between De Waal's method and the one suggested here.

We conclude this section by mentioning the method


#### Abstract

proposed in Beran (1979) for parameter estimation in the hierarchical families of directional distributions which he defines (recall that the Fisher-Bingham is one of these families). This estimator, which he calls a regression estimator, is based on a non-parametric ('window') density estimator of the true density. However, the validity of the asymptotic results given seem to be in doubt, because the crucial Lemma 1 in Beran (op.cit.) is wrong. In particular, statement 3.10 in the proof of Lemma 1 is invalid. (The incorrectness of Lemma 1 was pointed out by a referee for $\operatorname{Wood}(1982)$ ).


A practical problem is that it is not clear how to go about choosing the sequence $\left\{c_{n}\right\}$ of positive numbers which are to converge to zero at a certain rate (see Beran (1979, section 3.2)). In our own experience, the regression estimate shows great sensitivity to the choice of $\left\{c_{n}\right\}$.

### 2.3 Fisher-Bingham densities: Stationary Points and Distribution Types in the General Case

Given a Fisher-Bingham density, for convenience parametrised as in (2.2.1), the number and type of its stationary points can be determined numerically : generally, it involves finding the real roots of a polynomial of degree 6.
in (2.1.1) is of the form $A=\operatorname{diag}\left\{a_{1}, a_{2}, a_{3}\right\}$. Then, adding a Lagrangian term for the constraint $x^{\prime} x=1$, with Lagrangian multiplier $\lambda$, to the exponent in (2.1.1), differentiating with respect to $x$ and equating to zero, we obtain

$$
\begin{equation*}
\kappa \mu+2\left(A-\lambda I_{3}\right) x=0 \tag{2.3.1}
\end{equation*}
$$

where $I_{3}$ is the identity matrix.

Now, a unit vector $x$ will be a stationary point of the density if and only if there exists a $\lambda$ such that $\lambda$ and $x$ satisfy (2.3.1). Suppose that $\lambda$ and $x$ are such a pair. Then two cases can arise:
(i) $\lambda=a_{j} j=1,2$ or 3 and $A-\lambda I_{3}$ is singular, or
(ii) $\lambda \neq a_{j} j=1,2$ or 3 and $A-\lambda I_{3}$ is non-singular.

In (ii), $x=-\kappa\left(A-\lambda I_{3}\right)^{-1} \mu / 2$. Using the constraint $x^{\prime} x=1$, it is seen that

$$
\left(\kappa^{2} / 4\right) \sum_{j=1}^{3} \mu_{j} /\left(a_{j}-\lambda\right)^{2}=1
$$

is satisfied or, equivalently

$$
Q(\lambda) /\left\{\left(a_{1}-\lambda\right)\left(a_{2}^{-\lambda}\right)\left(a_{3}-\lambda\right)\right\}^{2}=0
$$

where $\mu^{\prime}=\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$ and

$$
\begin{align*}
Q(\lambda)= & \left(a_{1}-\lambda\right)^{2}\left(a_{2^{-\lambda}}\right)^{2}\left(a_{3}-\lambda\right)^{2} \\
& -\left(\kappa^{2} / 4\right)\left[\mu_{1}\left(a_{2}-\lambda\right)^{2}\left(a_{3}-\lambda\right)^{2}+\mu_{2}\left(a_{1}-\lambda\right)^{2}\left(a_{3}-\lambda\right)^{2}\right. \\
& \left.+\mu_{3}\left(a_{1}-\lambda\right)^{2}\left(a_{2}-\lambda\right)^{2}\right] \tag{2.3.2}
\end{align*}
$$

is a polynomial of degree 6.

To find the stationary points of the density, we solve the polynomial $Q(\lambda)=0$. Then for any real solution $\lambda \neq a_{j}, x=-\kappa\left(A-\lambda I_{3}\right)^{-1} \mu / 2$ will be a stationary point. In exceptional cases, there may be stationary points, possibly an infinite number (consider the subfamily $\mathrm{FB}_{4}$, which contains symmetric small circle distributions), corresponding to $\lambda=a_{1}, a_{2}$ or $a_{3}$. These can easily be found by inspection of (2.3.1). The nature of each stationary point, $x$, is determined by the nature of $\left(A-\lambda I_{3}\right)$, restricted to the tangent plane at $x$.

There are three broad types of distribution in the Fisher-Bingham family: (i) unimodal, (ii) bimodal and (iii) 'closed curve' i.e. the probability is concentrated on a closed curve on $S_{3}$.

### 2.4 Stationary Points and Distribution Types in the Fisher-Dimroth-Watson subfamily

The motivation for focussing attention on FisherBingham subfamilies remains, because it appears that conditions, expressed in terms of the parameters, for a distribution in the full Fisher-Bingham family to be of a particular type would be very difficult to obtain. In this section we shall discuss what we have called FDW 6 , the Fisher-Dimroth-Watson subfamily, obtained by imposing the
constraint $\mu_{1}=\mu_{2}$ in (2.2.2). It contains a broad range of distributions: unimodal distributions, with and without rotational or elliptical symmetry; a wide range of bimodal distributions; and 'closed curve' (c.f. small circle) distributions.

For convenience, we shall use the following parametrisation:

$$
\begin{equation*}
\mathbf{f}(\mathbf{x} \mid \kappa, \rho, \alpha, \beta, \gamma, \delta)=c^{-1} \exp \left\{\kappa x^{\prime} R \mu+\rho\left(x^{\prime} \nu\right)^{2}\right\} \tag{2.4.1}
\end{equation*}
$$

with $k$ and $\rho$ scalars, $\mu$ and $v$ unit vectors and $R$ an orthogonal matrix, where

$$
\begin{aligned}
\mu^{\prime} & =(\sin \alpha \cos \beta, \sin \alpha \sin \beta, \cos \alpha) \\
\nu^{\prime} & =(\sin \gamma \cos \delta, \sin \gamma \sin \delta, \cos \gamma) \\
R & =\left[\begin{array}{ccc}
\cos \gamma \cos \delta & -\sin \delta & \sin \gamma \cos \delta \\
\cos \gamma \sin \delta & \cos \delta & \sin \gamma \sin \delta \\
-\sin \gamma & 0 & \cos \gamma
\end{array}\right] .
\end{aligned}
$$

and

The parameter space is defined by $\kappa \varepsilon[0, \infty), \rho \varepsilon(-\infty, \infty)$, $\alpha \varepsilon[0, \pi / 2], \beta \varepsilon[0,2 \pi), \gamma \varepsilon[0, \pi] \quad$ and $\delta \varepsilon[0,2 \pi)$.
$\beta, \gamma$ and $\delta$ are rotation parameters, $(\gamma, \delta)$ being the polar coordinates for the 'Dimroth-Watson' axis. $\alpha$, which is the acute angle between the 'Fisher' direction and the 'Dimroth-Watson' axis, and $\rho$ and $K$, are shape parameters.

When $\alpha=0, \mathrm{FB}_{4}$ is obtained. This subfamily was discussed by Bingham and Mardia (1978), who were interested
in it as model for data concentrated about a small circle. When $\alpha=\pi / 2$, we obtain the subfamily that we have named $\mathrm{FDW}_{5}$ above. In fact, the part of this subfamily defined by $\alpha=\pi / 2$ and $\rho \geqslant 0$ has the same qualitative features as $\mathrm{FB}_{5}$; we would expect to be able to approximate closely any distribution in $\mathrm{FB}_{5}$ with a distribution in $F D W_{5}$. (Note: we can define the Fisher-Dimroth-Watson subfamily in $n$ dimensions as the collection of distributions with densities of the form (2.4.1), but with $\mu, v$ and $R$ replaced by $n$ dimensional counterparts. In 2 dimensions the Fisher-Bingham and Fisher-Dimroth-Watson subfamilies coincide. When $n>3$, the normalising constant for the latter can be expressed as a l-dimensional integral similar to that in (2.2.3), though with a different Bessel function.)

$$
\text { When } \beta=\gamma=0 \text { in }(2.4 .1) \text { and } x \text { is expressed in }
$$ polar coordinates, the density takes a particularly simple form:

$f(x \mid \kappa, \rho, \alpha)=c^{-1} \exp \left\{\kappa \sin \alpha \sin \theta \cos \phi+\kappa \cos \alpha \cos \theta+\rho \cos ^{2} \theta\right\} .(2.4 .2)$

Our aim now is to determine which ranges of values of $k$, $\rho$ and $\alpha$ correspond to which qualitative types of distribution. We do this by determining how the number (and type) of stationary points of the density $f(x)$ depend on $\kappa$, $\rho$ and $\alpha$. Let
$H(\theta, \phi \mid \kappa, \rho, \alpha)=k \sin \alpha \sin \theta \cos \phi+k \cos \alpha \cos \theta+\rho \cos ^{2} \theta$.

Then
$\partial \mathrm{H} / \partial \theta=k \sin \alpha \cos \theta \cos \phi-k \cos \alpha \sin \theta-2 \rho \sin \theta \cos \theta$
and

$$
\begin{equation*}
\partial \mathrm{H} / \partial \phi=-k \sin \alpha \sin \theta \sin \phi \tag{2.4.5}
\end{equation*}
$$

Any point $(\theta, \phi)$ is a stationary point if and only if $\partial H / \partial \theta$ and $\partial H / \partial \phi$ are zero there. It is clear from (2.4.5) that, unless ksin $\alpha=0$, any stationary point can only occur on a great circle, which can be defined as $\{(\theta, \phi): \theta \varepsilon[0,2 \pi), \phi=0\}$.

When $k \sin \alpha=0$, (2.4.2) reduces to an $\mathrm{FB}_{4}$ density. For $\mathrm{FB}_{4}$ and $\mathrm{FDW}_{5}$ (i.e. when $\alpha=0$ or $\alpha=\pi / 2$ respectively) our problem is easy to solve. We only mention here that in these two cases, the density will have precisely two stationary points (one a maximum, and one a minimum) if and only if $k \geqslant 2|\rho|$.

Now suppose that $k s i n \alpha>0$. Then, putting $\phi=0$, we substitute $t=\tan (\theta / 2)$ and $\sigma=2 \rho / \kappa$ in (2.4.4), and after some manipulation it can be seen that $\partial H / \partial \theta=0$ if and only if
$k\left(1+t^{2}\right)^{-2}\left[(\sin \alpha) t^{4}+2(\cos \alpha-\sigma) t^{3}+2(\cos \alpha+\sigma) t-\sin \alpha\right]=0$.

Since ksin $\alpha$ is assumed to be strictly positive, the term multiplying the brackets can be ignored, and the problem becomes that of determining how the number of real zeros of quartic equations of the form
$P(t \mid \alpha, \sigma)=(\sin \alpha) t^{4}+2(\cos \alpha-\sigma) t^{3}+2(\cos \alpha+\sigma) t-\sin \alpha=0$
depends on $\alpha$ and $\sigma$. We give two results for the collection of quartics $\{P\}=\{P(t \mid \alpha, \sigma): \alpha \varepsilon(0, \pi / 2), \sigma \varepsilon(-\infty, \infty)\}$.

Proposition (2.4.8) For any $P(t \mid \alpha, \sigma) \varepsilon\{P\}$, there is precisely one root in each of the intervals ( 0,1 ) and $(-\infty,-1)$. Further, if $\sigma<0$ these roots lie in $(\tan (\alpha / 2), 1)$ and $-\cot (\alpha / 2),-1)$ respectively; if $\sigma=0$ at $\tan (\alpha / 2)$ and $-\cot (\alpha / 2)$ and if $\sigma>0$, in $(0, \tan (\alpha / 2))$ and $(-\infty,-\cot (\alpha / 2))$.

Proposition (2.4.9) There exist continuous curves $\Sigma_{-}(\alpha), \Sigma_{+}(\alpha)$ defined for $\alpha \varepsilon(0, \pi / 2)$ such that if $\sigma \leqslant \Sigma_{-}(\alpha)$, then $\mathrm{P}(\mathrm{t} \mid \alpha, \sigma)$ has two roots in $(-1,0)$ and none in $(1, \infty)$; if $\sigma \geqslant \Sigma_{+}(\alpha), P(t \mid \alpha, \sigma)$ has no roots in $(-1,0)$ and two roots in $(1, \infty) ;$ and if $\Sigma_{-}(\alpha)<\sigma<\Sigma_{+}(\alpha)$, then $P(t \mid \alpha, \sigma)$ has no roots in either $(-1,0)$ or ( $1, \infty$ ).

In the proof of these results, we shall make use of Budan's Theorem (see Dickson (1945)), which we state here.

Budan's Theorem Let $P(t)$ be a polynomial of degree $n$ with real coefficients, and suppose $c_{1}$ and $c_{2}$ are real numbers. Then, if $V_{i}$ is the number of variations in sign of the sequence $P\left(c_{i}\right), P^{\prime}\left(c_{i}\right), p^{\prime \prime}\left(c_{i}\right) \ldots p^{(n)}\left(c_{i}\right)$ $(i=1,2)$, the number of roots between $c_{1}$ and $c_{2}$ is $\left|V_{1}-V_{2}\right|$, or less than this by a positive even integer. A root of multiplicity $m$ is counted as $m$ roots.

Proof of (2.4.8)
Let $G(\theta \mid \alpha, \sigma)=-\left.\frac{1}{\kappa} \frac{\partial H}{\partial \theta}\right|_{\phi=0}=\sin (\theta-\alpha)+(\sigma / 2) \sin 2 \theta$.

It is easy to show that

$$
\begin{equation*}
\text { (i) } G(\pi / 2-\theta \mid \alpha, \sigma)=-G(\theta \mid \pi / 2-\alpha,-\sigma) \tag{2.4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { (ii) } \quad G(\theta+\pi \mid \alpha, \sigma)=-G(\theta \mid \alpha,-\sigma) \tag{2.4.11}
\end{equation*}
$$

It follows from (i) that $P(t \mid \alpha, \sigma)$ and $P(t \mid \pi / 2-\alpha,-\sigma)$ have the same number of zeros in ( 0,1 ). And from (ii), it is seen that $P(t \mid \alpha, \sigma)$ has the same number of zeros in $(0,1)$ as $P(t \mid \alpha,-\sigma)$ has in $(-\infty,-1)$. So to prove the first part of (2.4.8), we simply need to show that when $\sigma \leqslant 0$ and $\alpha \varepsilon(0, \pi / 2), P(t \mid \alpha, \sigma)$ has precisely one root in $(0,1)$. We do this using Budan's Theorem, taking $c_{1}=0$ and $c_{2}=1$. It is readily seen that when $\sigma \leqslant 0$ and $\alpha \in(0, \pi / 2), V_{1}=1$ and $V_{2}=0$. Hence there is precisely one root in each of the intervals $(0,1)$ and $(-\infty,-1)$.

To prove the second part of (2.4.8), we put

$$
\begin{equation*}
P(t \mid \alpha, \sigma)=Q(\alpha, t)+R(\sigma, t) \tag{2.4.12}
\end{equation*}
$$

where $Q(\alpha, t)=(\sin \alpha) t^{4}+2(\cos \alpha) t^{3}+2(\cos \alpha) t-\sin \alpha$ and $R(\sigma, t)=2 \sigma t\left(1-t^{2}\right)$. It is not difficult to show that $Q(\alpha, t)<0$ for $t \varepsilon(0, \tan (\alpha / 2)), Q(\alpha, t)=0$ at $t=\tan (\alpha / 2)$, and $Q(\alpha, t)>0$ for $t \varepsilon(\tan (\alpha / 2), 1)$. And clearly, for $t \varepsilon(0,1), R(\sigma, t)>0$ if $\sigma>0, R(\sigma, t)=0$ if $\sigma=0$ and $\mathrm{R}(\sigma, \mathrm{t})<0$ if $\sigma<0$.

So, when $\sigma=0$ the root in $(0,1)$ is at $t=\tan (\alpha / 2)$. And when $\sigma<0$ and $t \varepsilon(0, \tan (\alpha / 2)]$, $P(t \mid \alpha, \sigma)<0$ since $Q(\alpha, t) \leqslant 0$ and $R(\sigma)<0$. So in this
case, the root must lie in $(\tan (\alpha / 2), 1)$. The corresponding assertions for $\sigma>0$ and the interval $(-\infty,-1)$ are proved in a similar fashion.
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Proof of (2.4.9) We can deduce the following from Budan's Theorem: when $\sigma \leqslant \cos \alpha+\sin \alpha$, there are no roots in $(1, \infty)$; and when $\sigma>\cos \alpha+\sin \alpha$, there are either no roots or 2 roots in $(1, \infty)$. (Put $c_{1}=1, c_{2}=\infty$. Then $\mathrm{v}_{1}=0$ if $\sigma \leqslant \sin \alpha+\cos \alpha$, and $\mathrm{V}_{1}=2$ if $\sigma>\cos \alpha+\sin \alpha$; and $\left.V_{2}=0.\right)$

We observe that for any $P(t \mid \alpha, \sigma) \in\{P\}, P(1 \mid \alpha, \sigma)>0$ and $P(\infty \mid \alpha, \sigma)>0$. Using (2.4.12) it is clear that for any $t_{0} \varepsilon(1, \infty)$ and $\alpha \in(0, \pi / 2)$ we can find a $\sigma_{0}$ such $t$ hat $P\left(t_{0} \mid \alpha, \sigma_{0}\right)<0$ (take $\left.\sigma_{0}>Q\left(\alpha, t_{0}\right) /\left\{2 t_{0}\left(t_{0}^{2}-1\right)\right\}\right)$. Because of its continuity, $P\left(t \mid \alpha, \sigma_{o}\right)$ must then have one root in $\left(1, t_{0}\right)$ and one root in $\left(t_{0}, \infty\right)$. Also, for any $\varepsilon>0$ $P\left(t_{o} \mid \alpha, \sigma_{0}+\varepsilon\right)<0$ since $P\left(t_{o} \mid \alpha, \sigma_{0}+\varepsilon\right)=P\left(t_{o} \mid \alpha, \sigma_{o}\right)+R\left(\varepsilon, t_{o}\right)$ and both the latter terms are strictly negative. Therefore, if $P(t \mid \alpha, \sigma)$ has two roots in $(1, \infty)$, then, when $\varepsilon>0$, so does $P(t \mid \alpha, \sigma+\varepsilon)$ and in the latter case they must be distinct.

$$
\begin{aligned}
& \text { For each } \alpha \varepsilon(0, \pi / 2) \text {, define } \\
& \Sigma_{+}(\alpha)=\inf \{\sigma \mid P(t \mid \alpha, \sigma) \text { has two roots in }(1, \infty)\} \text { (2.4.13) }
\end{aligned}
$$

From above, $\Sigma_{+}(\alpha) \geqslant \sin \alpha+\cos \alpha>0$. Clearly $\Sigma_{+}$has the desired properties. To obtain $\Sigma_{-}(\alpha)$, we note that (2.4.11) implies that the number of roots $P(t \mid \alpha, \sigma)$ has
in ( $1, \infty$ ) is the same as the number of roots $P(t \mid \alpha,-\sigma)$ has in $(-1,0)$. As a consequence $\Sigma_{-}(\alpha)=-\Sigma_{+}(\alpha)$. It also follows, from (2.4.10), that $\Sigma_{-}(\alpha)=-\Sigma_{+}(\pi / 2-\alpha)$, so that $\Sigma_{+}(\alpha)=\Sigma_{+}(\pi / 2-\alpha)$. 000

It is possible to determine $\Sigma(\alpha) \quad\left(=\Sigma_{+}(\alpha)\right)$ analytically. We already know (from the proof of (2.4.9)) that if $|\sigma|>\Sigma(\alpha)$, then $P(t \mid \alpha, \sigma)$ can not have a double root. In fact, an argument by contradiction shows that when $\sigma= \pm \Sigma(\alpha), P(t \mid \alpha, \sigma)$ does have a double root. So $P(t \mid \alpha, \sigma) \varepsilon\{P\}$ has a double root if and only if $\sigma= \pm \Sigma(\alpha)$.

It can be shown that if $\mathrm{P}(\mathrm{t} \mid \alpha, \sigma)$ has a double root at $t^{*}=\tan \left(\theta^{*} / 2\right)$, then both $\partial H / \partial \theta$ and $\partial^{2} H / \partial \theta^{2}$ are zero at $\theta=\theta^{*}$ and $\phi=0$. So at any double root, $\alpha$ and $\sigma$ must satisfy

$$
\begin{equation*}
-(\sigma / 2) \sin \left(2 \theta^{*}\right)-\sin \left(\theta^{*}-\alpha\right)=0 \tag{2.4.14}
\end{equation*}
$$

and

$$
\begin{equation*}
-\sigma \cos \left(2 \theta^{*}\right)-\cos \left(\theta^{*}-\alpha\right)=0 . \tag{2.4.15}
\end{equation*}
$$

A little manipulation shows that (2.4.14) and (2.4.15) are simultaneously satisfied if and only if

$$
\begin{equation*}
\left[\tan ^{3} \theta^{*}+\tan \alpha\right] /\left\{\tan \theta^{*}\left[\tan \theta^{*}-\tan \alpha\right]\right\}=0 . \tag{2.4.16}
\end{equation*}
$$

The only real solution of (2.4.16) is
$\theta^{*}=\tan ^{-1}\left(-(\tan \alpha)^{1 / 3}\right)$. It follows that
$\Sigma(\alpha)=2 \sin \left(\alpha-\theta^{*}\right) / \sin \left(2 \theta^{*}\right)$. It is sensible to define the end points by $\Sigma(0)=\Sigma(\pi / 2)=1$.

Fisher-Dimroth-Watson distributions applies in any dimension. So, we have in fact extended the results given in Yfantis and Borgman (1982), whose interest is in the circular case.

It is a straightforward matter to determine the manner in which any $P(t \mid \alpha, \sigma)$ changes sign in the vicinity of its zeros (bearing in mind certain statements made in the proof of (2.4.9)). Using this information, we can determine the nature of the Hessian matrix for $H(\theta, \phi \mid \kappa, \rho, \alpha)$, at any stationary point; therefore, we can determine the nature of any stationary point.

We are now in a position to make the following statements for distributions of the form (2.4.2), when $k>0$ and $\alpha \varepsilon(0, \pi / 2)$. We omit the cases $k=0$ (Dimroth-Watson), $\alpha=0 \quad\left(\mathrm{FB}_{4}\right)$ and $\alpha=\pi / 2 \quad\left(\mathrm{FDW}_{5}\right)$ for convenience, since the corresponding details are easily filled in. Firstly a word on nomenclature: if we say that a function $f(x, y)$ has an "A" - "B" stationary point at $\left(x_{0}, y_{0}\right)$ we mean that $f\left(x, y_{0}\right)$ as a function of $x$ bas a type "A" stationary point at $x_{0}$, and $f\left(x_{0}, y\right)$ as a function of $y$ has a type "B" stationary point at $y_{0}$.
(a) There is a mode at $(\theta, \phi)=\left(\theta_{1}, 0\right)$, where if $\rho>0$, then $\theta_{1} \varepsilon(0, \alpha)$, if $\rho=0$ then $\theta_{1}=\alpha$, and $\rho<0$ then $\theta_{1} \varepsilon(\alpha, \pi / 2)$.
(b) There is an antimode at $(\theta, \phi)=\left(\theta_{2}, \pi\right)$, where if $\rho>0, \theta_{2} \varepsilon(\pi-\alpha, \pi)$, if $\rho=0, \theta_{2}=\pi-\alpha$ and if $\rho<0, \theta_{2} \varepsilon(\pi / 2, \pi-\alpha)$.
(c) If $2 \rho>k \cdot \Sigma(\alpha)$, there is a min-max stationary point at $(\theta, \phi)=\left(\theta_{3}, 0\right)$, and a mode at $\left(\theta_{4}, 0\right)$, where $\pi / 2<\theta_{3}<\theta_{4}<\pi \quad$. These distributions are of bimodal type, with modes at $\left(\theta_{1}, 0\right)$ and $\left(\theta_{4}, 0\right)$.
(d) If $-\kappa \cdot \Sigma(\alpha) \leqslant 2 \rho \leqslant \kappa \cdot \Sigma(\alpha)$, there are no further stationary points unless $2 \rho= \pm \kappa \Sigma(\alpha)$. If $2 \rho=\kappa \Sigma(\alpha)$, there is an inflection-max stationary point at $(\theta, \phi)=\left(\theta_{3}, 0\right)$, where $\theta_{3} \varepsilon(\pi / 2, \pi)$. And if $2 \rho=-\kappa \Sigma(\alpha)$, there is an inflection-min stationary point at ( $\left.\theta_{3}, \pi\right)$, where $\theta_{3} \varepsilon(0, \pi / 2)$. These distributions are of unimodal type, with mode at $\left(\theta_{1}, 0\right)$.
(e) If $2 \rho<-\kappa \Sigma(\alpha)$, there is an antimode at $(\theta, \phi)=\left(\theta_{3}, \pi\right)$ and a max-min stationary point at $\left(\theta_{4}, \pi\right)$, where $0<\theta_{3}<\theta_{4}<\pi / 2$. These distributions are unevenly concentrated about the union of the two curves of steepest ascent, with respect to the density, from $\left(\theta_{4}, \pi\right)$ to $\left(\theta_{1}, 0\right)$. In this sense, these are closed-curve distributions.

Note: When $k s i n \alpha$ is greater than about 5 , these distributions are practically indistinguishable from unimodal distributions, though for convenience we still refer to them as closed-curve distributions below.

To summarise: $\mathrm{FDW}_{6}$ distributions fall into one of three categories: if $2 \rho>\kappa . \Sigma(\alpha)$, they are of bimodal type; if $2|\rho| \leqslant \Sigma(\alpha)$, they are of unimodal type; and if $2 \rho<-\kappa \Sigma(\alpha)$, they are of closed-curve type.

One of the interesting features of the FDW $_{6}$ subfamily
is that it contains unimodal distributions with skew contours of constant density: that is, densities with no rotational or elliptical symmetry, though they do bave 'ha1f-elliptical' symmetry. The exact form of the dependence of the shape of the contours on $\kappa, \rho$ and $\alpha$ seems to be complicated. However, we offer a rule-of-thumb, based on limited practical experience.
(i) When $0<\alpha<\pi / 2$ and $0<2 \rho \leqslant K \cdot \Sigma(\alpha)$, the contours are like ellipses which have been distorted into a 2-dimensional egg-shape, but with symmetry about the major axis retained.
(ii) When $0<\alpha<\pi / 2$ and $-K . \Sigma(\alpha) \leqslant 2 \rho<0$, the contours are again like distorted ellipses, but this time with symmetry about the minor axis retained.

### 2.5 Maximum Likelihood Estimation and some Hypothesis Tests

The full Fisher-Bingham family $\left(\mathrm{FB}_{8}\right)$ is a regular exponential family (in the sense of Barndorf-Nielson (1978)) and so, from the point of view of maximum likelihood estimation in particular, it will have some desirable properties. We state two of these:
(i) The log-likelihood is strictly concave in any natural parametrisation. Therefore, if the maximum likelihood estimates (MLE's) exist, they are unique.
(ii) If $x_{1}, \ldots, x_{n}$, where $n>3$, is an independent sample from any spherical distribution which is absolutely continuous with respect to Lebesque measure, then the FisherBingham MLE's exist with probability 1 .

However, most of the subfamilies we have mentioned, in particular Dimroth-Watson, $\mathrm{FB}_{4}, \mathrm{FB}_{5}, \mathrm{FDW}_{5}$ and $\mathrm{FDW}_{6}$, are curved exponential families. Geometrically, each of these subfamilies can be regarded as a curved hypersurface embedded in the natural parameter space of $\mathrm{FB}_{8}$. (which is $R^{8}$ ) . In general, likelihood functions for curved exponential families may have more than one local maximum. So, since the aim of the maximum likelihood procedure is to find the global maximum of the likelihood, there is a problem: to establish whether or not MLE's for one of the subfamilies, obtained numerically, are the global MLE's.

A graphical procedure, which gives the necessary information about the number and approximate location of the local maxima of the likelihood for these curved exponential subfamilies, is suggested below, though it tends to require quite a large amount of computer resources. Firstly, we mention that the likelihood function for the Dimroth-Watson subfamily almost always has precisely 2 maxima: one in the region $\rho>0$ and one in $\rho<0 \quad$ (Mardia (1972, p.253)). For the other 4 subfamilies, although we have no theoretical results to offer, practical experience suggests that the likelihood functions for $\mathrm{FB}_{4}$ and $\mathrm{FB}_{5}$ generally only have one maximum; but for $\mathrm{FDW}_{5}$ and $\mathrm{FDW}_{6}$ two maxima:

```
one in the region }\rho>0\mathrm{ and one in }\rho<0\mathrm{ .
```

The graphical procedure is based upon the following simple observation: for each fixed $\gamma$ and $\delta$, (2.4.1) is a 4-parameter exponential family, which satisfies (i) and (ii) above (though obviously these families are not of statistical interest because they are not closed under rotations).

For a sample $x_{1}, \ldots, x_{n}$ of unit vectors, the loglikelihood based on (2.4.1) is:

$$
\begin{equation*}
\mathbf{L}_{\mathbf{n}}(\kappa, \rho, \alpha, \beta, \gamma, \delta)=\sum_{j=1}^{\mathbf{n}} \log \left\{\mathbf{f}\left(\mathbf{x}_{\mathbf{j}} \mid \kappa, \rho, \alpha, \beta, \gamma, \delta\right)\right\} \tag{2.5.1}
\end{equation*}
$$

Then for each fixed $\gamma$ and $\delta, L_{n}$ maximised over $\kappa, \rho, \alpha$ and $\beta$ has a unique maximum, $L^{*}{ }_{n}(\gamma, \delta)$ say, at

$$
\begin{equation*}
\kappa^{*}=\kappa^{*}(\gamma, \delta), \rho^{*}=\rho^{*}(\gamma, \delta), \alpha^{*}=\alpha^{*}(\gamma, \delta), \beta^{*}=\beta^{*}(\gamma, \delta) . \tag{2.5.2}
\end{equation*}
$$

Clearly, $L^{*}{ }_{n}$ has a local maximum at a point $(\gamma, \delta)$ if $L_{n}$ has one there: so all the required information concerning the local maxima of $L_{n}$ is contained in $L^{*} n$. The function $L^{*}{ }_{n}$ can be computed over a grid of points numerically, and its contours, which yield the required information concerning the local maxima, can be plotted using a graphics routine.

We now mention some practical aspects of the procedure we suggested in 2.2 for obtaining the MLE's. To maximise the log-likelihood function, we have used routine EO4JAF
from the NAG library (see NAG), a routine which does not require specification of the functional form of any of the partial derivatives. This routine allows one to impose simple constraints on the variables of the function being maximised. So, by imposing appropriate constraints, we can fit any of the subfamilies we have mentioned, using essentially the same procedure. However, when fitting $\mathrm{FB}_{8}$, it appears to be better to use a natural parametrisation, though for the subfamilies, the parametrisation (2.2.2) is adequate.

At each point in the parameter space at which the loglikelihood is evaluated, the normalising constant must be calculated. In practice, it is crucial to bear in mind that we only need be concerned with relative accuracy, and not absolute accuracy, in the following sense: if c is the true value of the integral, and $c^{*}$ is an estimate of c such that $c=c^{*}(1+\varepsilon)$, then we only require that $\varepsilon$, the relative error, be small, and we do not need to worry about the magnitude of $\left|c-c^{*}\right|$, the absolute error, because we only need to calculate log c.

The integration routine we have used, DO1AJF from NAG, allows one to choose which aspect of the error is to be controlled, and it can also cope with integrands with sharp peaks, a possibility that may arise when the parameters are large. Since each time the integration routine is called, the integrand is calculated at a number of points, it is important that the modified Bessel function, $I_{0}$, be
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calculated efficiently. This can be done using routine SI8AEF (NAG), in which $I_{0}$ is expressed as a sum of Chebyshev functions, and different expansions are used for different ranges of values of the argument.


We make two further practical points. Firstly, it is better to maximise the log-likelihood without imposing restrictions on the permitted ranges of the parameters, and then to choose the maximum likelihood estimates such that they lie in suitable ranges afterwards, in order to avoid 'solutions' which lie on an artificial boundary.

Secondly, the question of initial estimates. If a natural parameterisation is used for $\mathrm{FB}_{8}$, the choice of initial estimates does not seem to significantly affect the performance of the procedure. For $\mathrm{FDW}_{5}$ and $\mathrm{FDW}_{6}$, initial estimates can be obtained from the graphical procedure mentioned above. If the graphical procedure is not used, then a number of different initial estimates, perhaps based on the Fisher or Dimroth-Watson MLE's, should be tried.

The procedure has worked well, even when the maximum values of the arguments of $I_{o}$ and the exponential in (2.2.2) approach 150, approximately their maximum permitted values on the computer we have used.

Kent (1982) mentions some hypothesis tests for the Fisher-Bingham family. Also, an omnibus goodness-of-fit test for the Fisher distribution, against an unspecified

Fisher-Bingham alternative, is given in Mardia, Holmes and Kent (1984). These tests are based on 'score' statistics. Computationally, such tests tend to be simpler than the corresponding likelihood ratio tests, though in general they have less power asymptotically.

We mention a sequence of likelihood ratio tests suitable for data which we have reason to believe are generated from a unimodal distribution. The reason(s) may be due to prior knowledge, or based on the outcome of a test of unimodality (see 3.5), or the result of a graphical study of the data. See Lewis and Fisher (1982) for a discussion of some graphical methods for spherical data. Tests appropriate for bimodal models and closed-curve models are mentioned in the next Chapter.

Below, $L\left(H_{j}\right)$ will denote the globally maximised loglikelihood under hypothesis $H_{j}$ •
(a) $H_{0}: \mathrm{FDW}_{6}$ versus $\mathrm{H}_{1}: \mathrm{FB}_{8}$.

Under $H_{0},-2\left[L\left(H_{0}\right)-L\left(H_{1}\right)\right]$ is asymptotically $X_{2}^{2}$ • Reject $H_{o}$ if this statistic is too large. In the unimodal case, this can be interpreted as a test of whether the contours have a 'line' of symmetry, as opposed to no symmetry.
(b) $\mathrm{H}_{\mathrm{o}}: \mathrm{FDW}_{5}$ versus $\mathrm{H}_{1}: \mathrm{FDW}_{6}$.

Under $H_{0},-2\left[L\left(H_{0}\right)-L\left(H_{1}\right)\right]$ is asymptotically $x^{2} 1$; reject $H_{o}$ if this statistic is too large. Interpretation: a test of elliptical symmetry versus symmetry about only
one line.
(c) $H_{0}$ :Fisher versus $H_{1}: \mathrm{FDW}_{5}$.

Under $H_{0},-2\left[L\left(H_{0}\right)-L\left(H_{1}\right)\right]$ is asymptotically $X_{2}^{2}$; reject $H_{o}$ if it is too large. Interpretation: a test of rotational symmetry versus elliptical symmetry.

In 2.7 the usefulness of these tests is discussed. It appears that very large samples are required if test (a) is to be effective.

It may sometimes be desirable to include $\mathrm{FB}_{4}$ in this sequence of tests, as it is a more general rotationally symmetric model than the Fisher distribution. The extent. to which $\mathrm{FB}_{4}$ is a useful unimodal, rotationally symmetric generalisation of the Fisher distribution is not yet clear (see section 6.1).

## 2. 6 A confidence Region for the Modal Direction

Suppose we are given an $\mathrm{FDW}_{6}$ distribution $\mathbf{f}(\mathbf{x} \mid \kappa, \rho, \alpha, \beta, \gamma, \delta)$ parametrised as in (2.4.1) with $0<\alpha<\pi / 2$. If $\psi$ is the acute angle between the modal direction and the 'Dimroth-Watson' axis, then the modal direction, $\lambda$ say, is given by $\lambda=R \zeta$, where $\zeta=(\sin \psi \cos \beta, \sin \psi \sin \beta, \cos \psi)$ and $R$ is as in (2.4.1).

Straightforward computation yields

$$
\lambda=\left[\begin{array}{l}
\sin \psi \cos \beta \cos \gamma \cos \delta-\sin \psi \sin \beta \sin \delta+\cos \psi \sin \gamma \cos \delta  \tag{2.6.1}\\
\sin \psi \cos \gamma \sin \delta+\sin \psi \sin \beta \cos \delta+\cos \psi \sin \gamma \sin \delta \\
-\sin \psi \cos \beta \sin \gamma+\cos \psi \cos \gamma
\end{array}\right] \cdot
$$

Now suppose we are given a random sample of $n$ unit vectors from the above distribution, and that we have obtained maximum likelihood estimates $\hat{\kappa}, \hat{\rho}, \hat{\alpha}, \hat{\beta}, \hat{\gamma}$ and $\hat{\delta}$ under the $\mathrm{FDW}_{6}$ hypothesis. Then an approximate (100- $) \%$ confidence region for $\lambda$, the modal direction is given by

$$
\begin{equation*}
\left\{x \mid x \in S_{3},\left(x \cdot \hat{\omega}_{1}\right)^{2} / \hat{v}_{1}+\left(x \cdot \hat{w}_{2}\right)^{2} / \hat{v}_{2} \leqslant t_{\varepsilon} / n\right\} \tag{2.6.2}
\end{equation*}
$$

where: $\hat{\omega}_{1}$ is the unit vector in the direction $\hat{\lambda}-\hat{v} / \cos \hat{\psi}$, $\hat{\omega}_{2}$ is the unit vector in the direction of the vector product of $\hat{\lambda}$ and $\hat{v}, \hat{\lambda} \mathbf{x} \hat{v}$; $v$ is as in (2.4.1), and the MLE's of $\lambda, \nu$ and $\psi$ are defined implicitly; and $t_{\varepsilon}$ is given by $\operatorname{Pr}\left(X_{2}^{2}>t_{\varepsilon}\right)=\varepsilon \cdot \hat{\mathrm{V}}_{1}$ and $\hat{\mathrm{V}}_{2}$ are estimates of positive numbers $V_{1}$ and $V_{2}$ determined below.

The derivation of (2.6.2) is essentially very straightforward, if a little involved, so we shall only give an outline.
(i) From the standard asymptotic theory for MLE's,
(a) the MLE's are consistent,
i.e. $(\hat{\kappa}, \hat{\rho}, \hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta}) \rightarrow(\kappa, \rho, \alpha, \beta, \gamma, \delta) \quad$ in probability.
(b) $\quad \ln [\hat{\kappa}, \hat{\rho}, \hat{\alpha}, \hat{\beta}, \hat{\gamma}, \hat{\delta})-(\kappa, \rho, \alpha, \beta, \gamma, \delta)] \rightarrow N\left(0, I^{-1}\right) \quad$ in distribution, where $I=I(\kappa, \rho, \alpha, \beta, \gamma, \delta)$ is the information matrix,
for a sample size of 1 , evaluated at the true parameter values.
(ii) For computational convenience, we choose a coordinate system such that the true values of the rotation parameters, in the new coordinate system, are $\beta=\delta=0$ and $\quad \gamma=\pi / 2$.
(iii) In this new coordinate system we expand the MLE of $\lambda, \hat{\lambda}$, in a Taylor series about the true modal direction and obtain

$$
\begin{equation*}
\hat{\lambda}=\lambda+A(\hat{\kappa}-\kappa, \hat{\rho}-\rho, \hat{\alpha}-\alpha, \hat{\beta}-\beta, \hat{\gamma}-\gamma, \hat{\delta}-\delta)^{\prime}+o_{p}(1) \tag{2.6.3}
\end{equation*}
$$

where the $3 x 6$ matrix $A$ is given by

$$
\left[\begin{array}{cccccc}
-\sin \psi \frac{\partial \psi}{\partial k} & -\sin \psi \frac{\partial \psi}{\partial \rho} & -\sin \psi \frac{\partial \psi}{\partial \alpha} & -\sin \psi & 0 & 0 \\
0 & 0 & 0 & 0 & \cos \psi & \sin \psi \\
-\cos \psi \frac{\partial \psi}{\partial k} & -\cos \psi \frac{\partial \psi}{\partial \rho} & -\cos \psi \frac{\partial \psi}{\partial \alpha} & -\cos (\psi) & 0 & 0
\end{array}\right]
$$

and the derivatives in $A$ are evaluated at the true parameter values. In fact (2.6.2) can be written

$$
\begin{equation*}
\sqrt{ } n(\hat{\lambda}-\lambda)^{\prime}=-(\sin \psi, 0, \cos \psi) \cdot Z_{1}+(0,1,0) \cdot z_{2} \tag{2.6.4}
\end{equation*}
$$

where $Z_{1}=\sqrt{ } n(\hat{\kappa}-\kappa) \frac{\partial \psi}{\partial \kappa}+\sqrt{ } n(\hat{\rho}-\rho) \frac{\partial \psi}{\partial \rho}+\sqrt{ } n(\hat{\alpha}-\alpha) \frac{\partial \psi}{\partial \alpha}+\sqrt{ } n(\hat{\gamma}-\gamma)$
and

$$
Z_{2}=\sqrt{ } n(\hat{\delta}-\delta) \cos \psi+\sqrt{ } n(\hat{\beta}-\beta) \sin \psi
$$

$\hat{\lambda}$, and the two vectors on the RHS of (2.6.4), are three mutually orthogonal unit vectors.
(iv) We can obtain expression for $\partial \psi / \partial \kappa, \partial \psi / \partial \rho$
and $\partial \psi / \partial \alpha$ by differentiating (2.4.7) implicitly, where $t=\tan (\psi / 2)$.
(v) It follows from (i) that $Z_{1}$ and $Z_{2}$ are asymptotically Normal. When $\gamma=\pi / 2$ and $\beta=\delta=0$, it is easy to see that the information matrix takes the form

$$
I=\left[\begin{array}{ll}
J & 0  \tag{2.6.5}\\
0 & K
\end{array}\right]
$$

where $J=J(K, \rho, \alpha, \gamma)$ is $4 \times 4$ and $K=K(\delta, \beta)$ is $2 \times 2$. As a consequence, $Z_{1}$ and $Z_{2}$ are asymptotically independent.
(vi) $\quad Z_{1} \rightarrow N\left(0, V_{1}\right)$ and $Z_{2} \rightarrow N\left(0, V_{2}\right)$, where $V_{1}=g^{\prime} J^{-1} g$ $\boldsymbol{g}=(\partial \psi / \partial \kappa, \partial \psi / \partial \rho, \partial \psi / \partial \alpha, 1)$, and $J$ as in (2.6.5), evaluated at the true parameter values; and $\mathrm{V}_{2}=(\sin \psi, \cos \psi) K^{-1}(\cos \psi, \sin \psi)^{\prime}$, with $K$ as in (2.6.5). Clearly $V_{1}$ and $V_{2}$ do not depend on the coordinate system chosen.
(vii) Asymptotically, $Z_{1}$ can be interpreted as the angular error of the estimate along the great circle in the plane defined by the Fisher and Dimroth-Watson axes (i.e. along $\left.\omega_{1}\right)$, and $Z_{2}$ as the angular error in the perpendicular direction (i.e. along $\omega_{2}$ ) . Since $\left(Z_{1}^{2} / V_{1}+Z_{2}^{2} / V_{2}\right) \rightarrow X_{2}^{2},(2.6 .2)$ is appropriate as a confidence region for the modal direction.

```
(viii) In practice we shall need to estimate V V ,
```

$V_{2}$ and $\omega_{1}, \omega_{2}$. We can do this by replacing the true parameter values with their MLE's in the appropriate formulae.

### 2.7 Some Numerical Results

Two Fisher-Bingham distributions, which we shall call $D_{1}$ and $D_{2}$ were selected such that, in parametrisation (2.1.1),
(i) $D_{1}$ has parameters $k=4, \mu^{\prime}=(1 / \sqrt{ } 3,1 / \sqrt{ } 3,1 / \sqrt{ } 3)$ and $A=\operatorname{diag}\{0,3,6\}$ and
(ii) $D_{2}$ has parameters $k=8, \mu^{\prime}=(1 / \sqrt{ } 3,1 / \sqrt{ } 3,1 / \sqrt{ } 3)$ and $A=\operatorname{diag}\{0,6,12\}$.

Using the method outlined in 2.3 , it was shown that, in both cases $Q(\lambda)$ has only two real roots. So $D_{1}$ and $D_{2}$ have only two stationary points, a maximum and a minimum, and are therefore unimodal distributions. These particular distributions were chosen as they might be expected, in each case, to be among the more asymmetric unimodal $\mathrm{FB}_{8}$ distributions of similar degrees of concentration.

The first two moments $t_{j}=E\left(x \mid D_{j}\right)$ and $S_{j}=E\left(x x^{\prime} \mid D_{j}\right)$ of $D_{j}(j=1,2)$ were calculated by suitably adjusting the integrand in (2.2.3). Then treating ( $t_{1}, S_{1}$ ) and $\left(t_{2}, S_{2}\right)$ as though they were the first two sample
moments, obtained from independent, identically distributed samples, $\mathrm{FB}_{8}, \mathrm{FDW}_{6}, \mathrm{FDW}_{5}$ and Fisher distributions were fitted to each, by maximum likelihood. Of course, this can be done because the first two sample moments are sufficient statistics for the $\mathrm{FB}_{8}$ family. A selection of the results are presented in Tables 2.1 and 2.2.

$$
\text { Put } \Omega_{j}(\kappa, \mu, A)=-\log (c / 2 \pi)+\kappa t_{j}^{\prime} \mu+\operatorname{tr}\left(A S_{j}\right) . \quad(j=1,2)
$$

Then, if $\left(t_{j}, S_{j}\right)$ had been obtained from a sample size of $n, n \Omega j$ would be the log-likelihood function. Now, in Table $2.1 \Lambda_{1}$ is $\Omega_{1}$ evaluated at the true parameter values, and $\Lambda\left(\mathrm{FB}_{8}\right), \Lambda\left(\mathrm{FDW}_{6}\right), \Lambda\left(\mathrm{FDW}_{5}\right)$ and $\Lambda$ (Fisher) are the global maxima, obtained using the numerical procedure described earlier, of $\Omega_{1}$ over the $\mathrm{FB}_{8}, \mathrm{FDW}_{6}, \mathrm{FDW}_{5}$ and Fisher hypotheses respectively. The integer-valued function $m$ is defined as follows: $m\left(\mathrm{FB}_{8}, \mathrm{FDW}_{6}, 0.05\right)$, for example, is the smallest sample size such that, given sample moments $\left(t_{1}, S_{1}\right)$, the hypothesis $F_{6}$ would be rejected in favour of $\mathrm{FB}_{8}$, at the $95 \%$ level, using the standard large sample likelihood ratio test. (In other words, $m$ is the smallest integer that that $2 m\left[\Lambda\left(\mathrm{FB}_{8}\right)-\Lambda\left(\mathrm{FDW}_{6}\right)\right]>\alpha \quad$ where $\operatorname{Pr}\left(x_{2}^{2}>\alpha\right)=0.05$. And so on.
$\mathrm{SK}_{1}$ and $\mathrm{SK}_{2}$ are non-parametric measures of skewness about the mean direction which are described later.

We note the closeness of the true values of the normalised likelihood $\Lambda_{1}$ and $\Lambda_{2}$ and the estimated values $\Lambda\left(\mathrm{FB}_{8}\right)$ in Tables 2.1 and 2.2. In both cases, the initial

## TABLE 2.1

$$
\begin{aligned}
& D_{1}: k=4, \mu^{\prime}=(1 / \sqrt{3}, 1 / \sqrt{3}, 1 / \sqrt{3}) \quad A=\operatorname{diag}\{0,3,6\} \\
& \text { modal direction: (0.16, 0.274, 0.948)' } \\
& t_{1}{ }^{\prime}=(0.207,0.32,0.7) \quad s_{1}=\left[\begin{array}{lll}
0.119 & 0.063 & 0.123 \\
0.063 & 0.230 & 0.169 \\
0.123 & 0.169 & 0.651
\end{array}\right] \\
& \left(t_{1} t_{1}\right)^{1 / 2}=0.796 \\
& \mathrm{SK}_{1}=0.07 \\
& \mathrm{SK}_{2}=0.199 \\
& \Lambda_{1}=0.8570 \\
& \Lambda\left(\mathrm{FB}_{8}\right)=0.8570 \\
& \Lambda\left(\mathrm{FDW}_{6}\right)=0.8223 \\
& \Lambda\left(\mathrm{FDW}_{5}\right)=0.7335 \\
& \mathrm{~m}\left(\mathrm{FB}_{8}, \mathrm{FDW}_{6}, 0.05\right)=86 \quad \mathrm{~m}\left(\mathrm{FDW}_{6}, \mathrm{FDW}_{5}, 0.05\right)=22
\end{aligned}
$$

Note: Definitions are given on pages 33 and 34 .

## TABLE 2.2

$$
D_{2}: k=8, \mu^{\prime}=(1 / \sqrt{ } 3,1 / \sqrt{3}, 1 / \sqrt{ } 3) \quad A=\operatorname{diag}\{0,6,12\}
$$

modal direction: (0.16, 0.274, 0.948)'

$$
\begin{aligned}
& t_{2}^{\prime}=(0.197,0.303,0.863) \quad s_{2}=\left[\begin{array}{lll}
0.075 & 0.059 & 0.161 \\
0.059 & 0.156 & 0.237 \\
0.161 & 0.237 & 0.769
\end{array}\right] \\
& \left(t_{2}^{\prime} t_{2}\right)^{1 / 2}=0.935 \\
& \mathrm{SK}_{1}=0.034 \\
& \mathrm{SK}_{2}=0.075 \\
& \Lambda_{2}=1.8548 \\
& \Lambda\left(\mathrm{FB}_{8}\right)=1.8548 \\
& \Lambda\left(\text { FDW }_{6}\right)=1.8341 \\
& \Lambda\left(\mathrm{FDW}_{5}\right)=1.8148 \\
& \mathrm{~m}\left(\mathrm{FB}_{8}, \mathrm{FDW}_{6}, 0.05\right)=144 \\
& m\left(\mathrm{FDW}_{6}, \mathrm{FDW}_{5}, 0.05\right)=100
\end{aligned}
$$

Note: Definitions are given on pages 33 and 34.
estimates were some distance from their final values, so that the maximisation procedure has clearly worked well. The final parameter estimates were also accurate to at least 4 significant figures. In both 2.1 and 2.2 the likelihood functions for $\mathrm{FDW}_{5}$ and $\mathrm{FDW}_{6}$ had two maxima. In all cases the global maximum was chosen.

In so far as $D_{1}$ and $D_{2}$ are good representatives of the more asymmetric unimodal $\mathrm{FB}_{8}$ distributions with similar degrees of concentration, these results seem to suggest the following: that for unimodal data, if the concentration about the mode is moderate, departures from elliptical symmetry can be detected, when present, using the likelihood ratio test, even in reasonably small samples (e.g. in Table 2.1, $\mathrm{m}_{\mathrm{L}}\left(\mathrm{FDW}_{6}, \mathrm{FDW}_{5}, 0.05\right)=22$ ). But for data sufficiently highly concentrated about a point, very large samples will be required to detect such departures (e.g. in Table 2.2, $\left.m\left(\mathrm{FDW}_{6}, \mathrm{FDW}_{5}, 0.05\right)=100\right)$.

We shall now describe the measures of skewness $\mathrm{SK}_{1}$ and $\mathrm{SK}_{2}$. Suppose that F is a distribution on $\mathrm{S}_{3}$. If we express the points $x \in S_{3}$ in polar coordinates; $(\theta, \phi)$, relative to a frame of reference defined by $\mu_{l}$, $\mu_{2}$ and $\mu_{3}$, three mutually orthogonal unit vectors, so that

$$
x=\sin \theta \cos \phi \mu_{1}+\sin \theta \sin \phi \mu_{2}+\cos \theta \mu_{3}
$$

then $\mathrm{SK}_{1}$ and $\mathrm{SK}_{2}$ are defined by

$$
S K_{1}=S K_{1}\left(\mu_{3}, F\right)=\left\{[E(\cos \phi)]^{2}+[E(\sin \phi)]^{2}\right\}^{\frac{1}{2}}
$$

and

$$
S K_{2}=S K_{2}\left(\mu_{3}, F\right)=E\left\{[E(\cos \phi \mid \theta)]^{2}+[E(\sin \phi \mid \theta)]^{2}\right\}^{\frac{1}{2}}
$$

$\mathrm{SK}_{1}$ and $\mathrm{SK}_{2}$ do not depend on the choice of $\mu_{1}$ and $\mu_{2}$. It is easily shown that $0 \leqslant \operatorname{SK}_{1}\left(\mu_{3}, F\right) \leqslant \mathrm{SK}_{2}\left(\mu_{3}, F\right) \leqslant 1$.

A meaningful choice for $\mu_{3}$ is the median direction of $F$. In this case, $\mathrm{SK}_{1}$ and $\mathrm{SK}_{2}$ are zero for any Fisher, Bingham, $\mathrm{FB}_{5}$ or $\mathrm{FDW}_{5}$ distribution. $\mathrm{SK}_{1}$ is of more practical interest than $\mathrm{SK}_{2}$ because it can be defined for sample $x_{1}, \ldots, x_{n}$ of unit vectors. Since $S K_{1}=0$ when $\mu_{3}$ is the median direction, the point for which the sum of the arc lengths to $x_{1}, \ldots, x_{n}$ is a minimum, when $\mu_{3}$ is the mean direction $\mathrm{SK}_{1}$ is a measure of skewness based on the discrepancy between the mean and median directions.

The fact that $\mathrm{SK}_{1}$ and $\mathrm{SK}_{2}$ are smaller in Table 2.2 indicates that the contours of the densities (which are the same for $D_{1}$ and $D_{2}$ ) sufficiently close to the mode are only mildy skew. Of course, this is to be expected on theoretical grounds, because of the smoothness of $\mathrm{FB}_{8}$ densities.

We conclude this section with a vague conjecture: that asymmetries will generally be easier to detect in data from bimodal or closed-curve distributions, than in the unimodal case. This is because for unimodal data, especially highly concentrated unimodal data, the mean direction will be 'close' to one of the eigenvectors of the matrix of second
moments, but for bimodal and closed-curve data, this need not be so to the same degree.

## CHAPTER 3

## BIMODAL MODELS

### 3.1 Introduction

In the analysis of directional data, there are occasions when a bimodal model is required. Schmidt (1976) gives an example of spherical data which seem to be of a bimodal nature.

We shall be focussing attention on two bimodal models: one is the family of distributions described in Wood (1982) and the other is the Fisher-Dimroth-Watson family, described in the previous chapter.

We begin by briefly mentioning some bimodal models on the circle. Mardia and Spurr (1973) discuss m-modal distributions (where $m$ is an integer) with densities of the form

$$
\begin{equation*}
\left.\left\{2 \pi I_{0}(\kappa)\right\}^{-1} \exp \left\{\kappa \cos \left(m \theta-\mu_{0}\right)\right)\right\} \tag{3.1.1}
\end{equation*}
$$

obtained by rescaling von Mises distributions. The modes occur at $\mu_{0}+2 \pi r / m \quad(r=0, \ldots, m=1) \quad$ and are of equal magnitude. When $m=2$ (the bimodal case) the modes are $180^{\circ}$ apart.

Another model, the 'discrete mixture' model, is given by mixtures of two von Mises distributions. Conditions under which such mixtures are bimodal, as opposed to unimodal,
are given in Mardia and Sutton (1975). However, in the general (5-parameter) case, inference proves to be awkward. Marida (1972, 0.71 ) discusses the special case in which the modes are $180^{\circ}$ apart; in this case, these difficulties do not arise.

A third possibility is to use the Fisher-Bingham family on the circle, which contains both symmetric and asymmetric bimodal distributions; though there do not appear, as yet, to be examples of the use of this bimodal model in the literature.

The spherical models we shall be considering here can be viewed as analogues of the first and third circular models mentioned above. To obtain the first, we "double the longitude" of a Fisher distribution (analogous to "doubling the angle" of a von Mises distribution). The spherical construction gives bimodal distributions with equal mode strengths (as does the circular construction), and distributions with modal directions having any angular separation can be obtained (unlike the circular case, for which they will always be $180^{\circ}$ apart).

The other bimodal model that we shall be discussing, the Fisher-Dimroth-Watson family, can be regarded as an analogue of the Fisher-Bingham distribution on the circle (for the reasons given in the previous chapter). It contains bimodal distributions with modal directions of any angular separation, and also with differing mode magnitudes.

We omit discussion of the 'discrete mixture' model on the sphere. In the general (7-parameter) case there are difficulties in inference corresponding to those on the circle, but more severe. And rather than consider simplifications of the mixture model, we have decided to concentrate attention on the two models mentioned above.

### 3.2 A 5-parameter family of Bimodal Distributions

Consider the distribution on the unit sphere, $\mathrm{S}_{3}$, which is given by $f^{\prime}(\theta, \phi \mid \alpha, \beta, \kappa) d S=c(\kappa) \exp \{\kappa \cos \alpha \cos \theta+\kappa \sin \alpha \sin \theta \cos (2 \phi-\beta)\} d S .$.
where $(\theta, \phi)$ are the usual polar coordinates for a point on $S_{3}$, $d S=\sin \theta d \theta d \phi$, and $c(\kappa)=\kappa /\left\{2 \pi\left(e^{\kappa}-e^{-k}\right)\right\}$. Denote the family of distributions of this form by $D^{\prime}$ The density $f^{\prime}$ resembles the density of a Fisher distribution whose modal direction is $(\alpha, \beta)$, the difference being that $\cos (2 \phi-\beta)$ replaces $\cos (\phi-\beta)$. In fact, the marginal density of $\theta$ for the distribution in (3.2.1) is the same as that of $\theta$ for a Fisher distribution whose modal direction is $(\alpha, \beta)$.

We note the following properties of the distributions in $D^{\prime}$.
(i) When $k=0$, we obtain the uniform distribution.

In (ii) - (ix) it is supposed that $k>0$.
(ii) When $\alpha>0$, the modes occur at $(\theta, \phi)=(\alpha, \beta / 2)$ and $(\theta, \phi)=(\alpha,(\beta+2 \pi / 2))$. They are of equal magnitude. The anti-modes occur at $(\theta, \phi)=(\pi-\alpha,(\beta+\pi) / 2)$ and $(\theta, \phi)=(\pi-\alpha,(\beta+3 \pi) / 2)$. These are also of equal magnitude.
(iii) The angle between the modal directions (and antimodal directions) is $2 \alpha$.
(iv) When $\alpha>0$ it follows from (ii) that the projections of the two modal directions onto the $X-Y$ plane make angles $\beta / 2$ and $(\beta+2 \pi) / 2$ with the $X$ axis. Hence $\beta$ is a rotation parameter.
(v) $\quad \kappa$ is a concentration parameter - it specifies the concentrations about the modal directions (the larger $\kappa$, the larger the concentration).
(vi) When $\alpha=0$, we obtain the Fisher distribution $F\left((0,0,1)^{\prime}, \kappa\right) \quad$.
(vii) The effective parameter space can be taken to be: $0 \leqslant \alpha \leqslant \pi / 2,0 \leqslant \beta<2 \pi$ and $k \geqslant 0$.
(viii) The mean direction is $(0,0,1)$, i.e. $E x=\lambda(0,0,1)^{\prime}$ where $x=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)^{\prime}$ and $\lambda=\lambda(\alpha, k) \geqslant 0$. In fact, it is straightforward to show that $\lambda=B(\kappa) \cos \alpha$ where $B(\kappa)=\operatorname{coth}(\kappa)-\kappa^{-1}$. So $\lambda=0$ if and only if either $k=0$ or $\alpha=\pi / 2$.
(ix) For the Fisher distribution, the contours of constant density are small circles, i.e. the sets $\{(\theta, \phi): \cos \alpha \cos \theta+\sin \alpha \sin \theta \cos (\phi-\beta)=\operatorname{const}$.$\} are small circles$ on $S_{3}$. For $f^{\prime}$ in (3.2.1), the corresponding sets are given by $C_{\varepsilon}=\{(\theta, \phi): \cos \alpha \cos \theta+\sin \alpha \sin \theta \cos (2 \phi-\beta)=\cos \varepsilon\}$. When $\varepsilon<\alpha, C_{\varepsilon}$ will be the union of two non-intersecting closed curves on $S_{3}$, each one surrounding a mode.

The unit vectors $e_{1}=(1,0,0)^{\prime}, e_{2}=(0,1,0)$, and $\theta_{3}=(0,0,1)$ play a special role in distributions of the form (3.2.1). If we put $x=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ ', then $x^{\prime} \theta_{1}=\sin \theta \cos \phi, x^{\prime} e_{2}=\sin \theta \sin \phi \quad$ and $x^{\prime} \theta_{3}=\cos \theta$. To obtain the form of $f^{\prime}$ after an arbitrary rotation of axes, we generalise from $e_{1}, e_{2}$ and $e_{3}$ to three mutually orthogonal unit vectors
$\mu_{1}=(\cos \gamma \cos \delta, \cos \gamma \sin \delta,-\sin \gamma)^{\prime}, \mu_{2}=(-\sin \delta, \cos \delta, 0)$ ' and $\mu_{3}=(\sin \gamma \cos \delta, \sin \gamma \sin \delta, \cos \gamma)^{\prime}$, say, where $0 \leqslant \gamma \leqslant \pi$ and $0 \leqslant \delta<2 \pi$ (only two parameters, $\gamma$ and $\delta$, are required here as $\beta$ plays the role of the third rotation parameter). Using standard trigonometric formulae, we obtain

$$
\begin{aligned}
& f(x \mid \gamma, \delta, \alpha, \beta, \kappa)=c(\kappa) \exp \left\{\kappa \cos \alpha\left(x^{\prime} \mu_{3}\right)+\right. \\
& \quad+\kappa \sin \alpha \cos \beta\left[\frac{\left(x^{\prime} \mu_{1}\right)^{2}-\left(x^{\prime} \mu_{2}\right)^{2}}{\left(1-\left(x^{\prime} \mu_{3}\right)^{2}\right)^{\frac{1}{2}}}\right]+ \\
& \left.\quad+\kappa \sin \alpha \sin \beta\left[\frac{2\left(x^{\prime} \mu_{1}\right)\left(x^{\prime} \mu_{2}\right)}{\left(1-\left(x^{\prime} \mu_{3}\right)^{2}\right)^{\frac{1}{2}}}\right]\right\}
\end{aligned}
$$

where $f$ is the general form of $f^{\prime}$. Also, we replace $D^{\prime}$ with $D$. Note that $(\gamma, \delta)$ are the polar coordinates for the mean direction, $\mu_{3}$.

### 3.3 Estimation and the Information Matrix. Hypotheses

Testing

Consider a sample of $n$ unit vectors $x_{1}, \ldots, x_{n}$. Then the log-likelihood function with respect to $D$, $L_{n}$ say, is given by
$L_{n}(\gamma, \delta, \alpha, \beta, k)=-n \log 2 \pi-n A(k)+k(u \cos \alpha+(v \cos \beta+w \sin \beta) \sin \alpha)$
where $u(\gamma, \delta)=\sum_{i=1}^{n}\left(\mathbf{x}_{\mathbf{i}}^{\prime} \mu_{3}\right)$,
$v(\gamma, \delta)=\sum_{i=1}^{n}\left\{\left[\left(x_{i} \prime^{\prime} \mu_{1}\right)^{2}-\left(x_{i} \prime^{\prime} \mu_{2}\right)^{2}\right] /\left[1-\left(x_{i}{ }^{\prime} \mu_{3}\right)^{2}\right]^{\frac{1}{2}}\right\}$,
$w(\gamma, \delta)=\sum_{i=1}^{n}\left\{2\left(x_{i}^{\prime} \mu_{1}\right)\left(x_{i} \prime^{\prime} \mu_{2}\right) /\left[1-\left(x_{i} \prime^{\prime} \mu_{3}\right)^{2}\right]^{\frac{1}{2}}\right\} \quad$ and
$A(k)=\log \left[\left(e^{k}-e^{-k}\right) / k\right]$.

A word on the notation in this section: for each $(\gamma, \delta), \alpha^{*}(\gamma, \delta)$ will denote the MLE of $\alpha$ calculated as though ( $\gamma, \delta$ ) were the known true mean direction. Similarly for $\beta *(\gamma, \delta)$ and $\kappa *(\gamma, \delta)$ - ' $\wedge$ ' will be used for the full MLE's. It is clear that $\hat{\alpha}=\alpha *(\hat{\gamma}, \hat{\delta})$,
$\hat{\beta}=\beta *(\hat{\gamma}, \hat{\delta})$ and $\hat{\kappa}=\kappa *(\hat{\gamma}, \hat{\delta})$.

Equating $\partial L_{n} / \partial \alpha, \partial L_{n} / \partial \beta$ and $\partial L_{n} / \partial \kappa$ to 0 , we obtain

$$
\begin{align*}
& \tan \alpha^{*}=\left(v^{2}+w^{2}\right)^{\frac{1}{2}} / u, \alpha^{*}=\alpha^{*}(\gamma, \delta) ; \\
& \tan \beta^{*}=w / v, \quad \beta^{*}=\beta^{*}(\gamma, \delta) \tag{3.2.4}
\end{align*}
$$

and $B\left(\kappa^{*}\right)=\left(u^{2}+v^{2}+w^{2}\right)^{\frac{1}{2}} / n, \kappa^{*}=\kappa^{*}(\gamma, \delta)$, where the function $B($.$) is defined in 3.2,(viii).$

```
We now consider the function
```

$$
\begin{equation*}
L_{n^{*}}(\gamma, \delta)=L_{n}\left(\gamma, \delta, \alpha^{*}, \beta^{*}, \kappa^{*}\right) \tag{3.2.5}
\end{equation*}
$$

Clearly $L_{n}{ }^{*} \geqslant L_{n}$ and $\operatorname{supL}_{n}^{*}=\operatorname{supL}_{n}$. Using (3.2.3) and (3.2.4) $L_{n}{ }^{*}$ can be obtained explicitly. In fact, it takes the same form as for the Fisher distribution:

$$
\begin{equation*}
\mathrm{L}_{\mathrm{n}}^{*}(\gamma, \delta)=-\mathrm{n} \log 2 \pi+\mathrm{n}\left(\kappa^{*} \mathrm{~B}\left(\kappa^{*}\right)-\mathrm{A}\left(\kappa^{*}\right)\right) \tag{3.2.6}
\end{equation*}
$$

The RHS of (3.2.6) is an increasing function of $K^{*}$; and $B\left(K^{*}\right)$ is an increasing function of $K^{*}$. So finding $(\gamma, \delta)$ to maximise $L_{n}{ }^{*}$ is equivalent to finding $(\gamma, \delta)$ to maximise $B\left(\kappa^{*}\right)=\left(u^{2}+v^{2}+w^{2}\right)^{\frac{1}{2}} / n$, or, equivalently, $\left(u^{2}+v^{2}+w^{2}\right)$. That is, to find $(\gamma, \delta)$ we only need to maximise $\left(u^{2}+v^{2}+w^{2}\right)$, which can be done using a numerical maximisation procedure. We have found it a little easier to use a procedure which does not require specification of the functional form of the partial derivatives (egg. subroutine EO4JAF of the NAG library).

The question of an initial estimate for $(\gamma, \delta)$ remains. The sample mean direction, $\left(\gamma_{R}, \delta_{R}\right)$, a consistent estimator of $(\gamma, \delta)$, would appear to be the most sensible initial estimate, at least when the length of the sample resultant is not close to zero. However, when the "true" modal directions are widely separated, that is, $\alpha$ is close to $\pi / 2$, it may be that the length of the sample resultant is close to zero. When this is the case, it may be better to obtain the eigenvector, $t_{2}$, corresponding to the middle eigenvalue of the matrix of sums of products of the sample (see Mardia (1972, equation (8.4.16)) and then to use the procedure twice: in one case, taking the direction of $t_{2}$ as the initial estimate, and the other, the direction of $-t_{2}$. Then the final estimate of ( $\gamma, \delta$ ) which gives the larger value of $\left(u^{2}+v^{2}+w^{2}\right)$ should be taken as $(\hat{\gamma}, \hat{\delta})$.

Let $I=\left\{E\left(-\partial^{2} L / \partial \psi_{i} \partial \psi_{j}\right)\right\}$ be the information matrix, where $\left(\psi_{1}, \ldots, \psi_{5}\right)=(\gamma, \delta, \alpha, \beta, \alpha)$ and $L$ is the loglikelihood for a sample size of 1 . Then straightforward calculation gives

$$
I=\left[\begin{array}{ccccc} 
& & & 0 & 0  \tag{3.2.7}\\
& A & 0 & 0 \\
& & & 0 & 0 \\
0 & 0 & 0 & \kappa B(k) & 0 \\
0 & 0 & 0 & 0 & B^{\prime}(\kappa)
\end{array}\right]
$$

where $A$ is $3 \times 3$ matrix, with element
$A(3,3)=E\left(-\partial^{2} L / \partial \beta^{2}\right)=\kappa B(\kappa) \sin ^{2} \alpha$. As functions of $x$, $\partial L / \partial \gamma$ and $\partial L / \partial \delta$ are bounded, and continuous except at
$x= \pm \mu_{3} ;$ and $\partial L / \partial \alpha, \partial L / \partial \beta$ and $\partial L / \partial K$ are bounded and continuous. However, three of the second partial derivatives, namely $\partial^{2} L / \partial \gamma^{2}, \partial^{2} L / \partial \delta^{2}$ and $\partial^{2} L / \partial \gamma \partial \delta$, are infinite at $x= \pm \mu_{3}$, when $\alpha>0$. Nevertheless, $E\left(\partial^{2} L / \partial \gamma^{2}\right), E\left(\partial^{2} L / \partial \delta^{2}\right)$ and $E\left(\partial^{2} L / \partial \gamma \partial \delta\right)$ all exist. This can be shown by straightforward, but laborious, calculation.

The important point is that there is sufficient regularity for the asymptotic normality of the MLE's to hold when $I$ is non-singular, and in this case they have covariance matrix $I^{-1}$. In fact, $I$ is non-singular as long as $k>0,0<\alpha \leqslant \pi / 2$ and $0<\gamma<\pi$. However, when $\alpha=0$, $\alpha$ and $\beta$ are not asymptotically normal. When $I$ is nonsingular, it follows from the form of $I^{-1}$ that $\widehat{\kappa}$ and $\hat{\alpha}$ will be aymptotically independent of each other, and the other three estimates $\hat{\beta}, \hat{\gamma}$ and $\hat{\delta}$. (of course, in this paragraph we have implicitly assumed that the MLE's and $I$ are based on observations generated from a distribution in $D$ ).

There are several hypotheses concerning this bimodal family which could be of interest. Four are mentioned below, and large sample tests of these hypotheses against the more general alternative, $D$, are suggested.

For any hypothesis $K, L_{K}$ will denote the maximum of the likelihood function when $K$ is assumed. In cases (i)(iv) below, the alternative hypothesis, $G$, is that the
observations are from a distribution in $D$ with no restrictions on the parameters (other than that they lie in the effective parameter space).
(i) Null hypothesis H1: the modal directions are $v_{1}$ and $v_{2}$, where $v_{1}$ and $v_{2}$ are prescribed unit vectors.

Specifying $v_{1}$ and $v_{2}$ is equivalent to specifying $\alpha, \beta, \gamma$ and $\delta$; so $L_{H 1}$, and hence the test statistics $\lambda_{1}=-2 \log \left[L_{H 1} / L_{G}\right]$ should be easy to obtain. Under Hl , $\lambda_{1}$ is asymptotically $x^{2}{ }_{4}$ (chi-squared, with four degrees of freedom); and $H 1$ should be rejected if $\lambda_{l}$ is "large" compared with a $x^{2}{ }_{4}$ random variable.
(ii) Null hypothesis $\mathrm{H} 2: \alpha=\alpha_{0}$, where $\alpha_{o}(>0)$ is specified.

Asymptotically, $\alpha$ is independent of the other MLE's when $G$ is true. When $n$ is large, $n^{\frac{1}{2}}\left(\hat{\alpha}-\alpha_{o}\right)$ is approximately $N\left(0,(\kappa B(K))^{-1}\right)$ if $H 2$ is true. H2 should be rejected if $\left|\hat{\alpha}-\alpha_{0}\right|>M /(n \kappa B(\kappa))^{\frac{1}{2}}$, where $M$ satisfies $\mathrm{P}(|\mathrm{N}(0,1)|>\mathrm{M}>=\varepsilon$, and $\varepsilon$ is the chosen size of the test. This test is asymptotically equivalent to the corresponding likelihood ratio test.
(iii) Null hypothesis $H 3: \alpha=0$ (i.e. the Fisher hypothesis).
$\mathrm{L}_{\mathrm{H} 3}$ is the maximised likelihood under the Fisher hypothesis. To check the degrees of freedom, it is helpful
to reparameterise by putting $L_{1}=\sin \alpha \cos \beta$ and $L_{2}=\sin \alpha \sin \beta$. Then the Fisher hypothesis is equivalent to H3: $L_{1}=L_{2}=0$, and points in the parameter space corresponding to Fisher distributions are in the interior. H3 should be rejected if $\lambda_{3}=-2 \log \left[L_{H 3} / L_{G}\right]$ is "large" compared with a $\chi_{2}^{2}$ random variable.

In fact, a simpler test statistic is available, whose calculation does not involve numerical maximization. In the notation of (3.2.5), we define

$$
\begin{aligned}
& L_{1}{ }^{*}(\gamma, \delta)=\sin \alpha^{*}(\gamma, \delta) \cos \beta^{*}(\gamma, \delta) \quad \text { and } \\
& L_{2}^{*}(\gamma, \delta)=\sin \alpha^{*}(\gamma, \delta) \sin \beta^{*}(\gamma, \delta) \text {. }
\end{aligned}
$$

Then, when the Fisher hypothesis is true (but not otherwise): $\lambda_{3}^{\prime}=n K^{*}\left(\gamma_{R}, \delta_{R}\right) B\left(K^{*}\left(\gamma_{R}, \delta_{R}\right)\right)\left[\left(L_{1}{ }^{*}\left(\gamma_{R}, \delta_{R}\right)\right)^{2}+\left(L_{2} *\left(\gamma_{R}, \delta_{R}\right)\right)^{2}\right] \rightarrow \lambda_{3}$, in probability, where $B($.$) is defined in 3.2(v i i i)$, and $\left(\gamma_{R}, \delta_{R}\right)$ is the direction of the sample resultant. Results of this nature can be found in Cox and Hinkley (1974, pp. 323-324).

The hypothesis $H 3$ is likely to be of interest mainly when the true value of $\alpha$ is small; and when $\alpha$ is small the power of the test based on $\lambda^{\prime} 3^{3}$ should not be substantially less than the power of the full likelihood ratio test.
(iv) Null hypothesis $\mathrm{H} 4: \alpha_{0} \leqslant \alpha \leqslant \pi / 2$ (or $0<\alpha \leqslant \alpha_{0}$ ) where $\alpha_{0}>0$ is specified.

The recommended test for $H 4$ is similar to that for H2, except that a one-sided, rather than two-sided, test should be used.

### 3.4 Further Points

i) It was noted earlier that the distribution in the $D$ family have equal mode strengths. In fact, each of these distributions has reflective symmetry about two perpendicular planes. Frequently, however, there will be no a priori reason for supposing that the underlying distribution (assumed bimodal) from which a given set of data is generated possesses such symmetry. So, given a set of data, assumed to be of a bimodal nature, we may ask: to what extent are these symmetry assumptions justified?

We shall not attempt a full discussion of this problem, though we do propose two simple non-parametric tests which should give useful indications.

Suppose $x_{1}, \ldots, x_{n}$ are independent identically distributed unit vectors from some bimodal distribution $G$, with density $g$, the theoretical modal directions of $G$ being $v_{1}$ and $v_{2}$, say. Define $S^{1}=\left\{x: x \in S_{3}\right.$ and $\left.x^{\prime} v_{1} \geqslant x^{\prime} v_{2}\right\}$ and $S^{2}=\left\{x: x \in S_{3}\right.$ and $\left.x^{\prime} v_{1} \leqslant x^{\prime} v_{2}\right\}$. The $S^{1}$ and $S^{2}$ are complementary closed unit hemispheres. We define marginal
densities on $S^{j}(j=1,2)$ by $h_{j}(u)=\int_{A(j, u)} g(x) d x(j=1,2)$, where $A(j, u)=\left\{x: x \varepsilon S^{j}, x^{\prime} v_{j}=u\right\}$, with corresponding distribution $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$.

We now consider the null hypothesis:
$K: P\left(x \varepsilon S^{1}\right)=P\left(x \varepsilon S^{2}\right)$ and $H_{1} \equiv H_{2}$.
(The dependence of $(3.4 .1)$ on $v_{1}$ and $v_{2}$ has been suppressed.) Any bimodal distribution with modal directions $v_{1}$ and $v_{2}$, and the double reflective symmetry mentioned above, will satisfy this null hypothesis. In particular, it will be satisfied by any distribution from $D$ with modal directions $v_{1}$ and $v_{2}$. However, it seems that it is possible to construct bimodal distributions with modal directions $v_{1}$ and $v_{2}$ which satisfy the null hypothesis but do not have this double reflective symmetry; but, since only quick diagnostic tests are being proposed, we shall not pursue this point further.

Put $r=\sum_{j=1}^{n} u\left(x_{j}\right)$, where $u(x)=\begin{array}{ll}0 & \text { if } x \in S^{1} \\ 1 & \text { if } \quad x \in S^{2}\end{array}$

Then, under the null hypotheses, $r \sim B i\left(\frac{1}{2}, n\right)$ i.e. $r$ is binomially distributed with parameters $\frac{1}{2}$ and $n$. Under any alternative, $r \sim \operatorname{Bi}(p, n)$ for some $p \varepsilon[0,1]$. Using suitable estimates of $v_{1}$ and $v_{2}$, such as their maximum likelihood estimates under $D$, we can test the hypothesis that $p=\frac{1}{2}$ (i.e. that $P\left(x \varepsilon S^{1}\right)=P\left(x \varepsilon S^{2}\right)$ ) using $r$, in standard fashion. If this hypothesis is firmly rejected,
then we should infer that the double symmetry assumption is inappropriate.

The second test is a Wilcoxon two sample test, conditional on the value of $r$, of whether $H_{1} \equiv H_{2}$. Suppose, without loss of generality, that $x_{1}, \ldots, x_{n-r} \varepsilon S^{1}$ and $x_{n-r+1}, \ldots, x_{n} \varepsilon S^{2}$. Define $s_{j}=x_{j}{ }^{\prime} v_{1}(j=1, \ldots n-r) \quad$ and $\quad t_{j}=x_{j} v_{2}(j=n-r+1, \ldots n)$. Then the s's are i.i.d. from $H_{1}$ and the t's are i.i.d. from $H_{2}$. A version of the Wilcoxon statistic for two samples (conditional on the value of $r$ ) is given by

$$
w=\sum_{i=1}^{r} \sum_{j=1}^{n-r} \operatorname{sgn}\left(s_{i}-t_{j}\right) \text {, where }
$$

$\operatorname{sgn}(a)=1(-1)$ if $a>0(a<0)$. Under the null hypothesis, $w$ is asymptotically Normal, with mean 0 and variance $r(n-r)(n+1) / 3$. So, again using suitable estimates for $v_{1}$ and $v_{2}$, the null hypothesis, and therefore the double symmetry assumption, should be rejected if $|w| .\{3 /(r(n-r)(n+1))\}^{\frac{1}{2}}>\Phi(1-\alpha / 2)$ where $\Phi$ is the standard normal distribution function and $\alpha$ is the chosen size of the test.
ii) Consider the density on $S_{3}$ given by

$$
\mathbf{f}(\theta, \phi, m)=\mathbf{c}(\kappa) \exp \{\kappa \cos \alpha \cos \theta+\kappa \sin \alpha \sin \theta \cos (m \phi-\beta)\}
$$

When $m=2$, we obtain a member of $D$. For general $m$, where $m$ is a positive integer, this will be the density of the m-modal distribution in which the modes are equally spaced on the small circle $\theta=\alpha$. It is straightforward
to obtain the general form of these distributions, with the functions $v$ and $w$ of 3.3 suitably re-defined. Of course, as $m$ increases, $v$ and $w$ become correspondingly more complicated, and the model more specialised. Nevertheless, the results given in 3.3 for the case $m=2$ hold for any integer greater than 2.
iii) In principle, the Dimroth-Watson distributions can be extended in the same way that the Fisher distributions have been here. However, neither the maximum likelihood estimation of the parameters, nor the information matrix, simplify as in the Fisher case.
iv) Bimodal distributions on $S_{n}, n>3$, can be constructed by 'doubling the longitude' of von Mises-Fisher distributions in analogous fashion.

$$
\text { Any point } x \varepsilon S_{n} \text { can be expressed in polar coordinates }
$$ as follows:

$$
\begin{aligned}
x^{\prime}= & \left(\sin \theta_{1} \ldots \sin \theta_{n-2} \cos \phi, \sin \theta_{1} \ldots \sin \theta_{n-2}^{\sin \phi},\right. \\
& \left.\sin \theta_{1} \ldots \sin \theta_{n-3} \cos \theta_{n-2}, \ldots, \sin \theta_{1} \cos \theta_{2}, \cos \theta_{1}\right)
\end{aligned}
$$

where $\theta_{1}, \ldots, \theta_{n-2} \varepsilon[0, \pi]$ and $\phi \varepsilon[0,2 \pi)$. von MisesFisher densities, expressed in polar coordinates are of the form

$$
\begin{equation*}
c_{n}(\kappa) \exp \left\{\kappa x^{\prime} \mu\right\} \sin ^{n-2} \theta_{1}, \ldots, \sin \theta_{n-2} \tag{3.4.2}
\end{equation*}
$$

where $x$ is as above and $\mu$ is an n-dimensional unit vector.

If we 'double the longitude', i.e. replace $\phi$ by $2 \phi$ in (3.4.2), then the normalising constant remains unchanged and, analogously to the 3 -dimensional case, $\theta_{l}, \ldots, \theta_{n-2}$ have the same marginal distribution as $\theta_{1}, \ldots, \theta_{n-2}$ from the corresponding von Mises-Fisher distribution.

After an arbitrary rotation of axes, and expressed in Cartesian coordinates, these distributions are of the form

$$
\begin{aligned}
f(x)= & c_{n}(\kappa) \exp \left\{\kappa \cos \alpha\left(x^{\prime} v_{3}\right)+\ldots\right. \\
& \ldots+\kappa \sin \alpha\left[\left(x^{\prime} v_{1}\right)^{2}-\left(x^{\prime} v_{2}\right)^{2}\right] /\left[\left(x^{\prime} v_{1}\right)^{2}+\left(x^{\prime} v_{2}\right)^{2}\right]^{\frac{1}{2}}
\end{aligned}
$$

where $v_{1}, v_{2}$ and $v_{3}$ are any 3 orthogonal unit vectors. There are $(3 n-4)$ parameters. The modal directions are $\cos \alpha v_{3} \pm \sin \alpha \quad v_{1}$.

### 3.5 The Fisher-Dimroth-Watson family as a Bimodal Model

In 2.4, it was shown that a Fisher-Dimroth-Watson distribution is bimodal if and only if $2 \rho>\kappa . \Sigma(\alpha)$, where $k$, $\rho$ and $\alpha$ are defined in (2.3.1) and the curve $\Sigma($.$) is obtained from (2.4.16). In the special cases$ $\alpha=0, \alpha=\pi / 4$ and $\alpha=\pi / 2$, this condition reduces to $2 \rho>\kappa, \rho>k$ and $2 \rho>\kappa$ respectively.

With choice of axes as in (2.3.2) we have shown that the modes, expressed in polar coordinates, occur at $\left(\theta_{1}, 0\right)$, where $0 \leqslant \theta_{1} \leqslant \alpha$ and $\left(\theta_{4}, 0\right)$ where $\pi / 2<\theta_{4} \leqslant \pi$
(we include here the possibilities that $k=0$ and $\alpha=0$ ). Intuition should suggest that the value of the density (2.3.2) at the mode $\left(\theta_{1}, 0\right)$ is greater than (or equal to) that at the mode $\left(\theta_{4}, 0\right)$, and in fact it is easy to show that this is the case.

Proposition (3.5.1) If $2 p>k . \Sigma(\alpha)$, then
(i) $H\left[\theta_{1}, o \mid K, \rho \alpha\right] \geqslant H\left[\theta_{4}, 0 \mid K, \rho, \alpha\right]$ where $H$ is defined in (2.3.6) and (ii) $\theta_{4} \leqslant \pi-\theta_{1}$.

## Proof

(i) $\mathrm{H}[\theta, 0]-\mathrm{H}[\pi-\theta, 0]=\mathrm{k}(\cos (\theta-\alpha)-\cos (\theta+\alpha))=2 k \cos \theta \cos \alpha$ which is nonnegative for $\theta \varepsilon[0, \pi / 2]$.

So, since $\left(\pi-\theta_{4}\right) \varepsilon[0, \pi / 2]$ we have:

$$
H\left[\theta_{1}, 0\right]=\sup _{\theta \varepsilon[0, \pi / 2]} H[\theta, 0] \geqslant H\left[\pi-\theta_{4}, 0\right] \geqslant H\left[\theta_{4}, 0\right] \text {. }
$$

(ii) It follows from results in 2.3 that:

$$
\begin{aligned}
& \frac{\partial H}{\partial \theta}[\theta, 0] \geqslant 0 \text { when } 0 \leqslant \theta \leqslant \theta_{1} \\
& \frac{\partial H}{\partial \theta}[\theta, 0] \leqslant 0 \text { when } \theta_{1} \leqslant \theta \leqslant \pi / 2 \\
& \frac{\partial H}{\partial \theta}[\pi-\theta, 0] \geqslant 0 \text { when } 0 \leqslant \theta \leqslant\left(\pi-\theta_{4}\right)
\end{aligned}
$$

and $\quad \frac{\partial H}{\partial \theta}[\pi-\theta, 0] \leqslant 0$ when $\left(\pi-\theta_{4}\right) \leqslant \theta \leqslant \pi / 2$.

But from (i), $\frac{\partial H}{\partial \theta}[\theta, 0]-\frac{\partial H}{\partial \theta}(\pi-\theta, 0]=-2 k \sin \theta \cos \alpha \leqslant 0$ for $\theta \varepsilon[0, \pi / 2]$. As a consequence $\theta_{4} \leqslant \pi-\theta_{1}$. Equality occurs only when either $k=0, \alpha=0$ or $\alpha=\pi / 2$.

We now mention some statistics and bypothesis tests of interest. Suppose we are in the situation of 2.6: that the MLE's under $F D W 6, \hat{K}, \hat{\rho}, \hat{\alpha}, \hat{\gamma}, \hat{\delta}, \hat{\beta}$, have been obtained, and that the true parameter values are $k, \rho, \alpha, \beta, \gamma$ and $\delta$. It would clearly be desirable to have a statistic which distinguishes between unimodality and bimodality. In view of the results given in 2.4, a suitable statistic, based on the MLE's of the shape parameters would be

$$
\hat{\tau}=\tau(\hat{\kappa}, \hat{\rho}, \hat{\alpha})=(\hat{\kappa} \cdot \Sigma(\hat{\alpha}) / 2 \hat{\rho})^{-1}
$$

For bimodal distributions, $\tau(\kappa, \rho, \alpha)>1$, for unimodal distributions $-1 \leqslant \tau(\kappa, \rho, \alpha) \leqslant 1$, and for closed curve distributions $\tau(k, \rho, \alpha)<-1$. Then, the hypotheses of interest would be:

$$
\mathrm{H}_{1}: \tau>1 \quad \mathrm{H}_{2}:-1 \leqslant \tau \leqslant 1 \quad \mathrm{H}_{3}: \tau<-1
$$

If $\hat{\tau}>1$, we may wish to assess the extent to which this value is compatible with the underlying distribution being unimodal. To do this, we could test $H_{2}$ (null hypothesis) against $H_{1}$; similarly, when $-1 \leqslant \tau \leqslant 1$ we could test the null hypothesis $H_{1}$ (or $H_{3}$ ) against $H_{2}$, using the asymptotic normality of $\hat{\tau}$. Asymptotically, $\ln (\hat{\tau}-\tau(\kappa, \rho, \alpha))$ is $N(0, V)$, where

$$
V=L^{\prime} I^{-1} L \quad \text { and } \quad L^{\prime}=\left(\frac{\partial \tau}{\partial \kappa}, \frac{\partial \tau}{\partial \rho}, \frac{\partial \tau}{\partial \alpha}\right)
$$

and $I=I(\kappa, \rho . \alpha)$ the information matrix for a sample of size 1 , are both evaluated at the true parameter values.

```
In practice it will be necessary to estimate V , for example with its MLE, \(\widehat{V}\).
```

Formally, the tests are as follows, though probably the real feature of interest will be the significance levels. For $H_{2}$ versus $H_{1}$ : reject $H_{2}$ if $V_{n}(\hat{\tau}-1)>C \hat{V}^{\frac{1}{2}}$, where $C$ satisfies $P(N(0, \hat{V})<C)=\alpha_{C}, \alpha_{C}$ being the chosen size of the test. And for $H_{1}$ versus $H_{2}$ : reject $H_{1}$ if $\quad V_{n}(\hat{\tau}-1)<C \hat{V}^{\frac{1}{2}}$, where here $P(N(0, \hat{V})<C)=\alpha_{C}$. The corresponding details for the closed curve hypothesis are similar.

A test of the double symmetry assumptiom, discussed in 3.4 , is readily available in the $\mathrm{FDW}_{6}$ bimodal model. In view of proposition (3.5.1), the double symmetry assumption is satisfied if and only if $k \cos \alpha=0$. For this, we can use a standard likelihood ratio test; the resulting likelihood ratio statistic is $\chi_{1}^{2}$ under the hypothesis that $k \cos \alpha=0$. So we should reject the double symmetry assumption if this statistic is too large.

An estimate of the angular distance between the modal directions, based on the MLE's is given by

$$
2\left[\tan ^{-1}\left(t_{4}(\hat{\kappa}, \hat{\rho}, \hat{\alpha})\right)-\tan ^{-1}\left(t_{1}(\hat{\kappa}, \hat{\rho}, \hat{\alpha})\right)\right]
$$

where $t_{1}$ and $t_{4}$ are, respectively, the smallest and largest positive roots of the quartic equation $P(t \mid \alpha, \sigma)$ (see 2.3.10). To test hypotheses concerning the angle between the modal directions, such as the second and fourth
hypotheses mentioned in 3.3 for the $D$ family, or to obtain an approximate confidence interval for this angle, one can use the asymptotic normality of the statistic (3.5.3). It has asymptotic mean

$$
2\left[\tan ^{-1}\left(\tan _{4}(\kappa, \rho, \alpha)\right)-\tan ^{-1}\left(t_{1}(\kappa, \rho, \alpha)\right)\right]
$$

and variance given by

$$
4 L^{\prime} I^{-1} L / n
$$

where

$$
L^{\prime}=\left(1+t_{4}^{2}\right)^{-1}\left(\frac{\partial t_{4}}{\partial \kappa}, \frac{\partial t_{4}}{\partial \rho}, \frac{\partial t_{4}}{\partial \alpha}\right)-\left(1+t_{1}^{2}\right)^{-1}\left(\frac{\partial t_{1}}{\partial K}, \frac{\partial t_{1}}{\partial \rho}, \frac{\partial t_{1}}{\partial \alpha}\right)
$$

As in similar cases above, $I=I(\kappa, \rho, \alpha)$ and $L$ should in theory be evaluated at the true parameter values; but in practice, they will need to be estimated. The terms $\frac{\partial t_{4}}{\partial K}$ (etc) can be estimated by implicitly differentiating $\mathrm{P}(\mathrm{t} \mid \alpha, \sigma)$, rearranging, and then substituting $t=t_{4}(\hat{\kappa}, \hat{\rho}, \hat{\alpha}), \alpha=\hat{\alpha}$ and $\sigma=2 \hat{\rho} / \hat{\kappa} \quad($ etc $)$.

We conclude this section by noting that to test whether two prescribed unit vectors are the modal directions (the first hypothesis given in 3.3) is a rather awkward problem in the (full) FDW $_{6}$ model. This is because the modal directions depend on all 6 parameters, in a fairly complicated way. In the context of the parameter space, any such hypothesis corresponds to a (complicated) 4dimensional hypersurface, embedded in a 6-dimensional rectangle. However, the details are somewhat simpler when
double symmetry is assumed (i.e. under the constraint $k \cos \alpha=0$ ).

### 3.6 A Palaөomagnetic Example

Table 3.1 gives a set of estimates of a previous magnetic pole position (Table 2 in Schmidt, 1976) obtained using palaeomagnetic techniques. Each estimate is associated with a different site, the 33 sites being spread over a large area of Tasmania. A plot of the data is given in Figure 3.1.

Schmidt shows that a Fisher model is not appropriate (using the test described by Watson and Irving, 1957) and says that "the data [i.e. pole estimates] appear to fall into two main groups which are derived from two distinct geographical regions". But since it is not known a priori how these two regions should be defined, it is not clear how the data should be separated into two groups. This indicates the need for a bimodal model.

An analysis using $D$ was performed. The length and direction of the sample resultant were found to be 30.76 and $\left(37.7^{\circ}, 155.7^{\circ}\right)$ respectively. The MLE's were obtained numerically, using NAG routine EO4JAF, to a satisfactory approximation:
$(\gamma, \delta)=\left(37.7^{\circ}, 152.5^{\circ}\right), \alpha=10.7^{\circ}, \beta=178^{\circ}$ and $\kappa=19.3$.

## TABLE 3.1

Estimates of a previous magnetic pole position of the Earth

|  | $\theta^{0}$ | $\phi^{0}$ |  | $\theta^{\circ}$ | $\phi^{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | 34.3 | 148.3 | 18. | 42.2 | 159.6 |
| 2. | 42.8 | 176.5 | 19. | 37.4 | 164.8 |
| 3. | 26.2 | 162.2 | 20. | 27.0 | 168.6 |
| 4. | 40.9 | 196.5 | 21. | 48.5 | 193.6 |
| 5. | 38.0 | 147.3 | 22. | 38.1 | 164.4 |
| 6. | 33.3 | 178.5 | 23. | 50.7 | 138.5 |
| 7. | 59.8 | 183.9 | 24. | 41.1 | 107.8 |
| 8. | 56.5 | 184.1 | 25. | 40.7 | 173.3 |
| 9. | 67.7 | 109.4 | 26. | 45.9 | 170.8 |
| 10. | 47.1 | 133.4 | 27. | 36.7 | 174.4 |
| 11. | 42.7 | 125.9 | 28. | 38.9 | 174.6 |
| 12. | 34.4 | 124.4 | 29. | 44.6 | 144.7 |
| 13. | 37.5 | 148.5 | 30. | 49.5 | 125.6 |
| 14. | 44.3 | 75.2 | 31. | 49.2 | 173.5 |
| 15. | 40.5 | 142.0 | 32. | 36.7 | 165.7 |
| 16. | 30.5 | 94.9 | 33. | 48.1 | 187.8 |
| 17. | 21.3 | 209.2 |  |  |  |

$(90-\theta)$ is the latitude $\left(S^{\circ}\right)$ and $\phi$ is the longitude ( $E^{\circ}$ )

$\lambda_{3}$, the statistic for testing $H_{3}$ : Fisher versus $G$ : the bimodal alternative $D$, was calculated as 17.8. Under $\mathrm{H}_{3}, \lambda_{3}$ has $\chi_{2}^{2}$ distribution for large $n$. Hence the conclusion is that the Fisher hypothesis should be rejected strongly, since $P\left(X_{2}^{2}>10.597\right)=0.005 . \lambda^{\prime} 3$, the alternative test statistic given, was found to be 19.37. So the alternative test rejects the Fisher hypothesis even more emphatically.

Confidence intervals for $\alpha$ and $k$ can be obtained using the large sample normality and independence of $\alpha$ and $K$. For $n$ large, $\sqrt{ } n(\hat{\kappa}-\kappa) \sim N\left(0,1 / B^{\prime}(\kappa)\right)$ and, when $\alpha>0, \quad \ln (\hat{\alpha}-\alpha) \sim N(0,1 /(\kappa B(\kappa)))$. So, estimating $\kappa$ with $\widehat{\kappa}$, an approximately $95 \%$ confidence interval for $\alpha$ is $\left[6.1^{\circ}, 15.3^{\circ}\right]$ and for $k$ is $[12.7,25.9]$.

The estimates for the modal directions based on the MLE's are $\left(39^{\circ}, 135.7^{\circ}\right)$ and $\left(39.5^{\circ}, 170^{\circ}\right)$. The non-parametric tests, described in $3.4(i)$, were performed using these estimates for the modal directions, to assess the appropriateness of the double symmetry assumption. It was found that $r=14$ and w. $\sqrt{ } 3 /(19 \times 14 \times 34)=0.0364$. Under the hypothesis of double symmetry, these statistics have distributions $B i\left(\frac{1}{2}, 33\right)$ and $N(0.1)$ respectively. So the values of $r$ and $w$ are quite compatible with the double symmetry assumption.

These estimates of the modal directions are in fairly reasonable agreement with results obtained from a more
recent investigation by Schmidt and McDougall (1977) (they give $\left(42.3^{\circ}, 123.5^{\circ}\right)$ and $\left(39.3^{\circ}, 174.5^{\circ}\right)$ ), except that in the later investigation the angle between the modal directions is somewhat larger. $\quad \lambda_{1}$, the test statistic for $H_{1}: v_{1}=\left(42.3^{\circ}, 123.5^{\circ}\right)$ and $v_{2}=\left(39.3^{\circ}, 174.5^{\circ}\right)$ versus G : D , unrestricted, was calculated as 8.8. Hence the null hypothesis, $H_{1}$, is (just) accepted at the 5 per cent level, and the two investigations appear to corroborate each other at least to some extent.

An analysis was also performed using the Fisher-Bingham family. Maximum likelihood estimates were obtained under the $\mathrm{FDW}_{6}$ and $\mathrm{FDW}_{5}$ hypotheses. However, in both cases the distributions fit were unimodal (for $\mathrm{FDW}_{6}, \hat{\tau}=0.97$ and for $\mathrm{FDW}_{5}, \hat{\tau}=0.99$; see (3.5.2) for the definition of $\tau$ ) though they were close to the 'borderline' between unimodal and bimodal distributions. We should bear in mind that, since $\mathrm{FDW}_{5}$ and $\mathrm{FDW}_{6}$ contain unimodal distributions which do not have rotational symmetry, there will be a tendency for 'best-fit' distributions to be unimodal when the angle between the modes is small. So the values of $\hat{\tau}$ are not that surprising, since the angle between the modes, as estimated using $D$, is in fact quite small.

We conclude by suggesting that analyses using the $D$ family are preferable (and far simpler) in cases in which there is a priori, or graphical, support for an assumption of bimodality, except when there is a considerable
difference in the mode magnitudes, in which case $F_{6}$ should be used.

## CHAPTER 4

## THE SIMULATION OF DISTRIBUTIONS

IN THE FISHER-BINGHAM FAMILY

### 4.1 Introduction

We return now to the Fisher-Bingham family, described in Chapter 2, and discuss how one might draw psuedo random samples from these distributions. As, in the most general case, there are five shape parameters involved, and there is no obvious way to proceed, it appears that compromises of one sort or another have to be made. Two distinct approaches, vaguely specified, are as follows: one might look for a computationally quick-and-simple acceptancerejection procedure, likely to be substantially more efficient than those based on the crudest envelopes, but which perhaps, in the more extreme cases, would have small acceptance ratio. Alternatively, one might look for a globally efficient procedure, in which a substantial amount of prior computation may be required.

As long as the acceptance ratio is not too small, the first approach will be preferable if a small-to-moderate simulation study is to be performed, and the second will be preferable in sufficiently large simulation studies.

Most of our attention is focussed on the first approach.

A relatively simple two-stage simulation procedure is presented. The first stage involves simulating from the marginal distribution of the colalitude, $\theta$, in an appropriately chosen coordinate system, and the second stage involves simulating from the conditional distribution of $\phi$ (the longitude) given $\theta$. Envelopes for the marginal densities of $u=\cos \theta$, and $\phi$ given $u$ (which, in the most general case, has a circular Fisher-Bingham distribution), are presented in section 4.2. The envelopes for the marginal density of $u$ are based on the marginal Fisher distribution, which has density

$$
\begin{equation*}
f^{*}\left(u \mid K^{*}, \alpha^{*}\right)=\left[\kappa^{*} /\left(2 \sinh K^{*}\right)\right] I_{0}\left(K^{*} \sin \alpha^{*} v\right) \exp \left\{\kappa^{*} \cos \alpha^{*} u\right\} \tag{4.1.1}
\end{equation*}
$$

where $I_{o}$ is the modified Bessel function of degree zero, $\kappa^{*}$ and $\alpha^{*}$ are the parameters, $v=\left(1-u^{2}\right)^{\frac{1}{2}}$, and the differential is du . If we were to put $\theta=\cos ^{-1} \mathbf{u}$, then (4.1.1) would be the marginal density of the colatitude of a unit vector from a Fisher distribution with concentration parameter $K^{*}$, and mean direction with colatitude $\alpha^{*}$. The envelopes for the circular Fisher-Bingham distribution are based on the von Mises distribution.

As the technical details will not be spelt out in later sections, we mention here that it is easy to generate a variable $u$ with marginal Fisher distribution (4.1.1): it simply involves generating a Fisher unit vector, with concentration parameter $K^{*}$, by inversion (Mardia (1972,
p. 232)) and then calculating the scalar product of the vector so generated with $\left(\sin \alpha^{*}, 0, \cos \alpha^{*}\right)$. . The generation of von Mises variables is less straightforward, but globally efficient methods are available (Best and Fisher (1979), Ulrich (1984)).

In section 4.3 the procedure is described and in section 4.4 special cases of interest are discussed. Indications are siven as to what bappens to the acceptance ratio in limiting cases. As might be expected, the acceptance ratio is not bounded away from zero.

In section 4.5 , it is noted that any Fisher-Bingham distribution can be represented as mixture of Fisher distributions. Implications of this observation are mentioned briefly. However, the mixing distribution is fairly complicated, so the mixture representation does not appear to be of much use from the point of view of simulation. Finally, in section 4.6 , a summary and a further discussion are given.

Note: in an earlier version of this Chapter, and in Wood (1984), envelopes based on the bimodal distribution described in Chapter 3 were suggested. The referee for Wood (1984) made some helpful general suggestions which have led to a substantial change in the method proposed. I am responsible for all the technicalities in the new version, such as the formulation and proof of the Lemmas in section 4.2. Nevertheless, I am pleased to acknowledge
his contribution.

### 4.2 Some Envelopes

In this section we shall obtain envelopes for an appropriate marginal density of a general Fisher-Bingham distribution. Envelopes will also be given for the 2dimensional analogue of the Fisher-Bingham distribution. As a preliminary, we shall introduce several inequalities which are needed in the derivations of the envelopes. It is likely that these inequalities are well-known, but we have been unable to find suitable references, so their validity will also be proved.

Lemma (4.2.1) If $\rho \geqslant 0$, then

$$
\left(e^{\rho u}+e^{-\rho u}\right) /\left(1+e^{-2 \rho}\right) \geqslant e^{\rho u^{2}} \text { for } u \varepsilon[-1,1]
$$

Proof Because of the symmetry, we need only consider $u \varepsilon[0,1]$. If $\rho=0$, there is nothing to prove, so assume $\rho$ is positive and fixed. Consider the function $g(u)=\log \left(e^{\rho u}+e^{-\rho u}\right)-\rho u^{2}$ and its derivatives $g^{\prime}(u)=\rho \sinh (\rho u) / \cosh (\rho u)-2 \rho u$ and $g^{\prime \prime}(u)=\rho^{2} / \cosh ^{2}(\rho u)-2 \rho$. Two cases can arise. (i) $\rho \leq 2$.

Here, $g^{\prime \prime}(u)<0$ for $u \varepsilon(0,1]$. So $g^{\prime}(u)$ is strictly decreasing for $u \varepsilon(0,1]$ and therefore has only one zero
in $[0,1]$, at $u=0$; this zero corresponds to a stationary maximum of $g$. Therefore $g(u)$ takes its minimum value on $[0,1]$ at $u=1$.
(ii) $\rho>2$.

It can be checked that there is a $\psi \varepsilon(0,1)$ such that $g^{\prime \prime}(\mathrm{u})>0$ when $\mathrm{u} \varepsilon(0, \psi)$ and $g^{\prime \prime}(\mathrm{u})<0$ when $u \varepsilon(\psi, 1]$. Therefore $g$ can not have a minimum on ( 0,1 ) since $g^{\prime}(u)$ is strictly positive on $(0, \psi]$. It happens that g has a stationary minimum at $u=0$; but it is easy to see that $g(1) \leqslant g(0)$.

So in both (i) and (ii) the minimum occurs at $u=1$, and the result follows. 000

Lemma (4.2.2) If $\rho \geqslant 0$, then

$$
2\left\{\left(1+e^{-2 \rho}\right) I_{0}(\rho / 2)\right\}^{-1} e^{\rho / 2} I_{o}(\rho v) \geqslant e^{\rho v^{2}} \text { for } v \varepsilon[-1,1]
$$

Proof Let $u=\operatorname{voos} \phi$ in (4.2.1). Then after putting $\cos ^{2} \phi=(1+\cos 2 \phi) / 2$ on the RHS of (4.2.1), and integrating both sides with respect to $\phi$ over $[0, \pi]$, it is seen that

$$
\begin{equation*}
I_{0}(\rho v) /\left(1+e^{-2 \rho}\right) \geqslant e^{\rho v^{2} / 2} I_{0}\left(\rho v^{2} / 2\right) / 2 \tag{4.2.3}
\end{equation*}
$$

Since the function $e^{-x} I_{0}(x)$ is monotonic decreasing for $x \geqslant 0$, it follows that

$$
\begin{equation*}
I_{0}\left(\rho v^{2} / 2\right) \geqslant e^{\rho v^{2} / 2} e^{-\rho / 2} I_{0}(\rho / 2) \tag{4.2.4}
\end{equation*}
$$

and (4.2.3) and (4.2.4) together yield (4.2.2).

## Lemma (4.2.5)

(i) For $x, y \geqslant 0, \quad I_{o}(x+y) \geqslant I_{o}(x) I_{o}(y)$
(ii) $\left\{I_{o}(\rho)\right\}^{-1}\left[I_{0}(2 \rho)\right]^{\frac{1}{2}} I_{0}(\rho v) \geqslant\left[I_{0}(2 \rho v)\right]^{\frac{1}{2}}$ for $v \varepsilon[-1,1]$.

Proof of (i) This follows easily from the monotonicity of the functions $I_{o}$ and $A(y)=\partial\left(\log I_{o}(y)\right) / \partial y$.

Proof of (ii) When $\rho=0$, there is nothing to prove, since $I_{0}(0)=1$; and because $I_{0}$ is an even function, we can restrict attention to $v \varepsilon[0,1]$. For fixed $\rho>0$, consider the function $h(v)=2 \log \left(I_{o}(\rho v)\right)-\log \left(I_{o}(2 \rho v)\right)$. Since for $v \varepsilon(0,1], h^{\prime}(v)=2[A(\rho v)-A(2 \rho v)]<0, h$ takes its minimum value in $[0,1]$ at $v=1$. Therefore

$$
I_{0}(2 \rho)\left[I_{0}(\rho v) / I_{0}(\rho)\right]^{2} \geqslant I_{0}(2 \rho v)
$$

and (4.2.5) part (ii) follows when square roots are taken.
000

We shall now obtain some envelopes. Consider the Fisher-Bingham distribution for convenience parametrised as follows:

$$
\begin{aligned}
f(u, \phi \mid \lambda)=[c(\lambda)]^{-1} \exp \left\{\lambda_{1}\right. & v \cos \phi+\lambda_{2} v \sin \phi+\lambda_{3} u \\
& \left.+\lambda_{4} v^{2} \cos 2 \phi+\lambda_{5} u^{2}\right\}
\end{aligned}
$$

The ranges of $u$ and $\phi$ are $[-1,1]$ and $[0,2 \pi)$ respectively; $\quad v=\left(1-u^{2}\right)^{\frac{1}{2}}, \quad \lambda=\left(\lambda_{1}, \ldots \lambda_{5}\right)$ is the vector of parameters, and, without loss of generality,
$\lambda_{1}, \lambda_{2}, \lambda_{3}$ and $\lambda_{4}$ are assumed to be nonnegative; and the differential is dud 申. Usually one would use the colatitude, $\theta=\cos ^{-1} u$, instead. of $u$.

Let $g(u)$ be the marginal distribution of $u$, i.e.

$$
g(u)=\int_{\phi=0}^{2 \pi} f(u, \phi \mid \lambda) d \phi \quad, \quad u \varepsilon[-1,1]
$$

Two general envelopes will be obtained for $g(u)$, one for when $\lambda_{5}$ is positive, and the other for when it is negative. Putting $f_{1}(u, \phi)=\exp \left\{\lambda_{1} v \cos \phi+\lambda_{2} v \sin \phi\right\}$ and $f_{2}(u, \phi)=\exp \left\{\lambda_{4} v^{2} \cos 2 \phi\right\}$ and using the Cauchy-Schwartz inequality, it is seen that

$$
\begin{equation*}
(2 \pi)^{-1} \int_{\phi=0}^{2 \pi} f_{1} f_{2} d \phi \leqslant\left\{I_{0}\left[2 v\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}\right] I_{0}\left(2 \lambda_{4} v^{2}\right)\right\}^{\frac{1}{2}} \tag{4.2.7}
\end{equation*}
$$

Since $I_{o}$ is a monotonic increasing function and $v \varepsilon[0,1]$, we can replace $I_{0}\left(2 \lambda_{4} v^{2}\right)$ by $I_{0}\left(2 \lambda_{4} v\right)$ and still preserve the inequality. So using part (ii) of Lemma $(4.2 .5)$ on $\left\{I_{0}\left[2 v\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}\right]\right\}^{\frac{1}{2}}$ and $\left\{I_{0}\left(2 \lambda_{4} v\right)\right\}^{\frac{1}{2}}$, and then using part (i) of Lemma (4.2.5), a more convenient bound for the LHS of (4.2.7) is obtained, namely

$$
B\left(\lambda_{1}, \lambda_{2}, \lambda_{4}\right) I_{o}\left\{\left[\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}+\lambda_{4}\right] v\right\}
$$

where $B\left(\lambda_{1}, \lambda_{2}, \lambda_{4}\right)=$

$$
\begin{equation*}
2 \pi\left[I_{0}\left(2\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}\right) I_{0}\left(2 \lambda_{4}\right)\right]^{\frac{1}{2}} /\left\{I_{0}\left(\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}\right) I_{0}\left(\lambda_{4}\right)\right\} \tag{4.2.8}
\end{equation*}
$$

Note: if $\lambda_{4}$ or $\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}$ is zero, take $B=2 \pi$.
Two cases now arise, $\lambda_{5} \geqslant 0$ and $\lambda_{5}<0$.
(i) $\lambda_{5} \geqslant 0$. After using Lemma (4.2.1) on $\exp \left(\lambda_{5}{ }^{2}\right)$,
the following inequality is obtained:

$$
\begin{align*}
g(u) & \leqslant\{c(\lambda)\}^{-1} B\left(\lambda_{1}, \lambda_{2}, \lambda_{4}\right)\left\{1+\exp \left(-2 \lambda_{5}\right)\right\}^{-1} \times \ldots \\
\ldots & \times I_{0}\left(\left[\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}+\lambda_{4}\right] v\right)\left[\exp \left\{\left(\lambda_{3}+\lambda_{5}\right) u\right\}+\ldots\right. \\
& \left.\ldots+\exp \left\{\left(\lambda_{3}-\lambda_{5}\right) u\right\}\right] \tag{4.2.9}
\end{align*}
$$

The RHS of (4.2.9) is proportional to a discrete mixture of two marginal Fisher distributions, with the modal directions of the two original Fisher distributions lying on the same axis.
(ii) $\lambda_{5}<0$. From Lemma (4.2.2), it is seen that

$$
\begin{equation*}
D\left(\lambda_{5}\right) I_{0}\left(-\lambda_{5} v\right) \geqslant \exp \left(\lambda_{5} u^{2}\right) \tag{4.2.10}
\end{equation*}
$$

where $D\left(\lambda_{5}\right)=2 \exp \left(\lambda_{5} / 2\right)\left\{\left(1+\exp \left(2 \lambda_{5}\right)\right) I_{0}\left(\lambda_{5} / 2\right)\right\}^{-1}$ - So, in this case, an envelope for $g(u)$ is given by

$$
\begin{align*}
& \{c(\lambda)\}^{-1} B\left(\lambda_{1}, \lambda_{2}, \lambda_{4}\right) D\left(\lambda_{5}\right) \times \ldots \\
& \ldots \times I_{0}\left\{\left[\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}+\lambda_{4}-\lambda_{5}\right] v\right\} \exp \left(\lambda_{3} u\right) \tag{4.2.11}
\end{align*}
$$

which is of marginal Fisher form.

We shall discuss the use of envelopes (4.2.9) and (4.2.11) in the general case in section 4.3, and specialise to Fisher-Bingham subfamilies of interest in section 4.4.

To complete the simulation procedure, it will be necessary to have a method for generating $\phi$, conditional on the value of a previously generated $u$. The conditional
distribution of $\phi$ can be obtained from (4.2.6). Four cases arise.
(a) $\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}=\lambda_{4}=0$.

In this case, $\phi$ is uniform on $[0,2 \pi)$.
(b) $\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}} \neq 0, \quad \lambda_{4}=0$.

Here, $\phi$ given $u$ is von Mises.
(c) $\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}=0, \lambda_{4} \neq 0$.

In this case, $2 \phi$ given $u$ is von Mises.
(d) $\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}} \neq 0, \quad \lambda_{4} \neq 0$.

In this case, $\phi$ given $u$ has a 2-dimensional Fisher-Bingham distribution.

Case (a) poses no problem; cases (b) and (c) can be dealt with using the procedure described in Best and Fisher (1979), in which a wrapped Cauchy envelope is used. An alternative would be to use the procedure described in Ulrich (1984).

As case (d), the simulation of the 2-dimensional Fisher-Bingham distribution, appears not to have been discussed in the literature, we shall suggest a procedure here. The acceptance ratio for the procedure will not be globally bounded away from zero. However, it should be reasonably efficient for all but the very highly concentrated distributions in the family.

Consider the general 2-dimensional Fisher-Bingham
density

$$
\begin{equation*}
h\left(\phi \mid \alpha, \beta_{1}, \beta_{2}\right)=\left\{d\left(\alpha, \beta_{1}, \beta_{2}\right)\right\}^{-1} \exp \left\{\beta_{1} \cos \phi+\beta_{2} \cos [2(\phi-\alpha)]\right\} \tag{4.2.12}
\end{equation*}
$$

where $\phi \varepsilon[0,2 \pi), \beta_{1}, \beta_{2} \geqslant 0$, and $\alpha \varepsilon[0, \pi / 2]$. Three envelopes will be presented.
(i) $\quad($ for $\alpha \geqslant \pi / 2)$
$h(\phi) \leqslant\left\{d\left(\alpha, \beta_{1}, \beta_{2}\right)\right\}^{-1} \exp \left\{\beta_{2}\right\} \exp \left\{\beta_{1} \cos \phi\right\}$
(ii) (for $\alpha<\pi / 2)$

With an application of Lemma (4.2.1) it can be seen that

$$
\begin{align*}
& h(\phi) \leqslant\left\{d\left(\alpha_{1} \beta_{1}, \beta_{2}\right)\right\}^{-1} \exp \left\{\beta_{2} \sin 2 \alpha+\left(\beta_{2} \cos 2 \alpha\right) / 2\right\} \times \ldots \\
& \ldots \\
& \ldots\left\{1+\exp \left(-\beta_{2} \cos 2 \alpha\right)\right\}^{-1}\left[\exp \left\{\left(\beta_{1}+\left(\beta_{2} \cos 2 \alpha\right) / 2\right) \cos \phi\right\}+\ldots\right.  \tag{4.2.14}\\
& \left.\ldots+\exp \left\{\left(\beta_{1}-\left(\beta_{2} \cos 2 \alpha\right) / 2\right) \cos \phi\right\}\right]
\end{align*}
$$

(iii) Transform to $\psi=\phi-\alpha$. Then, using Lemma (4.2.1) again, it can be seen that

$$
\begin{aligned}
h(\psi+\alpha) & \left\{d\left(\alpha, \beta_{1}, \beta_{2}\right)\right\}^{-1} \exp \left\{\beta_{2} / 2\right\}\left\{1+\exp \left(-\beta_{2}\right)\right\}^{-1} \times \ldots \\
\ldots & \times\left[\exp \left\{\left(\beta_{1} \cos \alpha+\beta_{2} / 2\right) \cos \psi-\beta_{1} \sin \alpha \sin \psi\right\}+\ldots\right. \\
\ldots & \left.+\exp \left\{\left(\beta_{1} \cos \alpha-\beta_{2} / 2\right) \cos \psi-\beta_{1} \sin \alpha \sin \psi\right\}\right] \ldots(4.2 .15)
\end{aligned}
$$

Envelope (i) is proportional to a von Mises density, and envelopes (ii) and (iii) are each proportional to mixtures of two von Mises densities. We recommend (iii) as an all-purpose envelope, and, in particular, it should
usually perform better on average than envelopes (i) and (ii) when the parameters $\alpha, \beta_{1}$ and $\beta_{2}$ in (4.2.12) are different for each $\phi$ generated. However, there do exist particular cases in which (i) and (ii) have larger acceptance ratio than (iii).

### 4.3 The Simulation Procedure

We begin this section with a general point. Suppose that we transform in (4.2.6) to cartesian cooordinate,

$$
x=v \cos \phi, \quad y=v \sin \phi \quad \text { and } \quad z=u
$$

Then it is seen that the eigenvectors of the 'Bingham' matrix (that is, the eigenvalues of the matrix $A$ in (2.1.1)) are parallel to the coordinate axes. Since $\lambda_{4}$ in (4.2.6) is assumed non-negative, there are three (as opposed to six) ways of reducing a general Fisher-Bingham density to the form (4.2.6) by orthogonal transformation, each one corresponding to the alignment of a 'Bingham' eigenvector with the z -axis. In each case, the X -axis lies parallel to the remaining 'Bingham' eigenvector with larger eigenvalue, so that $\lambda_{4} \geqslant 0$ is satisfied. The positive directions on the coordinate axes are also determined since $\lambda_{1} \geqslant 0, \lambda_{2} \geqslant 0$ and $\lambda_{3} \geqslant 0$.

In general, these three permutations of the coordinate axes lead to different envelopes and different acceptance
ratios. Thercfore, one should check which of the three has largest acceptance ratio, and then choose the corresponding envelope. In what follows, we shall assume implicitly that this has been done.

The simulation procedure will now be described. The general case will be dealt with first, and then in section 4.4 the procedure will be discussed further in four special cases of interest: those in which the distribution to be simulated lies in either $\mathrm{FB}_{4}, \mathrm{FB}_{5}, \mathrm{FDW}_{6}$ or the Bingham subfamily. Throughout, it will be assumed that the FisherBingham density to be simulated is of the form (4.2.6) with parameters $\lambda_{1}, \ldots \lambda_{5}$; and that $g(u)$ is the marginal density of u.
(i) The General Case $\left(\lambda_{5}>0\right)$

From (4.2.9), it is seen that the envelope for g(u) is proportional to a mixture of two marginal Fisher distributions. This envelope is given by

$$
\begin{equation*}
\left(a^{*}\right)^{-1}\left[p^{*} f^{*}\left(u \mid \kappa_{1}^{*}, \alpha_{1}^{*}\right)+\left(1-p^{*}\right) f^{*}\left(u \mid \kappa_{2}^{*}, \alpha_{2}^{*}\right)\right] \tag{4.3.1}
\end{equation*}
$$

where $f^{*}$ is the marginal Fisher density given in (4.1.1), $p^{*}$ is the mixing proportion and $a^{*}$ is the acceptance ratio. The envelope parameters $\kappa_{1}^{*}, \alpha_{1}^{*}, \kappa_{2}^{*}, \alpha_{2}^{*}, p^{*}$ and a* are given by:

$$
\begin{align*}
& \kappa_{1}^{*}=\left\{2\left[\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}} \lambda_{4}+\lambda_{3} \lambda_{5}\right]+\sum_{j=1}^{5} \lambda_{j}^{2}\right\}^{\frac{1}{2}}  \tag{4.3.2}\\
& \alpha_{1}^{*}=\tan ^{-1}\left\{\left[\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}+\lambda_{4}\right] /\left[\lambda_{3}+\lambda_{5}\right]\right\}
\end{align*}
$$

$$
\begin{align*}
& \kappa_{2}^{*}=\left\{2\left[\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}} \lambda_{4}-\lambda_{3} \lambda_{5}\right]+\sum_{j=1}^{5} \lambda_{j}^{2}\right\}^{\frac{1}{2}} \\
& \alpha_{2}^{*}=\tan ^{-1}\left\{\left[\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}+\lambda_{4}\right] /\left[\lambda_{3}-\lambda_{5}\right]\right\} \\
& p^{*}=\left[\kappa_{2}^{*} \sinh \kappa_{1}^{*}\right] /\left[\kappa_{1}^{*} \sinh \kappa_{2}^{*}+\kappa_{2}^{*} \sinh \kappa_{1}^{*}\right] \\
& a^{*}=p^{*} \kappa_{1}^{*} c(\lambda)\left[1+\exp \left(-2 \lambda_{5}\right)\right] /\left[2 B\left(\lambda_{1}, \lambda_{2}, \lambda_{4}\right) \sinh \kappa_{1}^{*}\right]
\end{align*}
$$

In (4.3.7), $c(\lambda)$ is the normalising constant in (4.2.6) and the function $B\left(\lambda_{1}, \lambda_{2}, \lambda_{4}\right)$ is defined in (4.2.8). The simulation procedure is as follows:

Procedure (i)
Step C. Calculate $\kappa_{1}^{*}, \alpha_{1}^{*}, \kappa_{2}^{*}, \alpha_{2}^{*}, p^{*}$ and $a^{*}$ using (4.3.2)(4.3.7).

Step 1. Generate a uniform variable $s \varepsilon[0,1]$. If $s \leqslant p^{*}$ put $\kappa^{*}=\kappa_{1}^{*}, \alpha^{*}=\alpha_{1}^{*}$; if $s>p^{*}$, put $k^{*}=\kappa_{2}^{*}, \alpha^{*}=\alpha_{2}^{*}$.

Step 2. Generate a variable $u \in[-1,1]$ from a marginal Fisher distribution with parameters $K^{*}$ and $\alpha^{*}$ (calculated in Step 1).

Step 3. Generate a uniform variable $t \in[0,1]$ and check whether

$$
\begin{equation*}
a^{*} g(u) /\left[p^{*} f^{*}\left(u \mid \kappa_{1}^{*}, \alpha_{1}^{*}\right)+\left(1-p^{*}\right) f^{*}\left(u \mid \kappa_{2}^{*}, \alpha_{2}^{*}\right)\right] \geqslant t \tag{4.3.8}
\end{equation*}
$$

```
is satisfied. If it is, accept u ; otherwise,
return to Step 1. (Note: the calculation of g
and f* will be discussed at the end of the
section.)
```

(ii) The General Case $\left(\lambda_{5} \leqslant 0\right)$

From (4.2.11), it is seen that the envelope for $g(u)$ is proportional to a marginal Fisher distribution. This envelope is given by

$$
\begin{equation*}
\left(a^{*}\right)^{-1} f^{*}\left(u \mid \kappa^{*}, \alpha^{*}\right) \tag{4.3.9}
\end{equation*}
$$

where, as before, $f^{*}$ is the marginal Fisher density and $a^{*}$ is the acceptance ratio. The envelope parameters $\kappa^{*}$, $\alpha^{*}$ and $a^{*}$ are given by:

$$
\begin{align*}
& \kappa^{*}=\left\{2\left[\left(\lambda_{4}-\lambda_{5}\right)\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}-\lambda_{4} \lambda_{5}\right]+\sum_{j=1}^{5} \lambda_{j}^{2}\right\}^{\frac{1}{2}} \\
& \alpha^{*}=\tan ^{-1}\left\{\left[\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}+\lambda_{4}-\lambda_{5}\right] / \lambda_{3}\right\}  \tag{4.3.11}\\
& a^{*}=\kappa^{*} c(\lambda) /\left[2 B\left(\lambda_{1}, \lambda_{2}, \lambda_{4}\right) D\left(\lambda_{5}\right) \text { sinh } K^{*}\right] \tag{4.3.12}
\end{align*}
$$

where again $c(\lambda)$ is the normalising constant in (4.2.6), and $B$ and $D$ are the functions defined (4.2.8) and (4.2.10) respectively. In this case, the simulation procedure is:

## Procedure (ii)

Step 0. Calculate $\kappa^{*}, \alpha^{*}$ and $a^{*}$ using (4.3.10)-(4.3.12).

Step 1. Generate a variable $u \in[-1,1]$ from a marginal Fisher distribution with parameters $\kappa^{*}$ and $\alpha^{*}$ (calculated in Step 0).

Step 2. Generate a uniform variable $s \varepsilon[0,1]$ and check whether

$$
\begin{equation*}
a^{*} g(u) / f^{*}\left(u \mid \kappa^{*}, \alpha^{*}\right) \geqslant s \tag{4.3.13}
\end{equation*}
$$

is satisfied. If it is, accept $u$; otherwise return to Step 1.

We now specify how to generate the longitude, $\phi$, for a given value of $u$. The von Mises density will be denoted by

$$
\mathrm{m}^{*}\left(\phi \mid \sigma^{*}, \gamma^{*}\right)=\left\{2 \pi I_{0}\left(\sigma^{*}\right)\right\}^{-1} \exp \left\{\sigma^{*} \cos \left(\phi-\gamma^{*}\right)\right\}
$$

where $\phi \varepsilon[0,2 \pi)$. When $\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}=0$, the distribution of $2 \phi$ given $u$ is von Mises; and when $\lambda_{4}=0$, the distribution of $\phi$ given $u$ is von Mises. In both cases it is easy to obtain the appropriate values of $\sigma^{*}$ and $\gamma^{*}$ in terms of $\lambda_{1}, \lambda_{2}, \lambda_{4}$ and the given value of $u$. For convenience we shall omit these formulae, and just deal with the case in which both $\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}$ and $\lambda_{4}$ are non-zero. When this is the case, we recommend that envelope (4.2.15) be used unless there is concrete evidence to suggest that envelope (4.2.13) or (4.2.14) will perform better.

$$
\text { For fixed } u \text {, define }
$$

$$
\begin{align*}
& \mathrm{v}=\left(1-\mathrm{u}^{2}\right)^{\frac{1}{2}} ; \lambda_{1}^{*}=\lambda_{1} \mathrm{v}, \lambda_{2}^{*}=\lambda_{2} \mathrm{v}, \lambda_{4}^{*}=\lambda_{4} \mathrm{v}^{2} ; \\
& n^{*}=\left[\left(\lambda_{1}^{*}\right)^{2}+\left(\lambda_{2}^{*}\right)^{2}\right]^{\frac{1}{2}}, \delta^{*}=\tan ^{-1}\left(\lambda_{2}^{*} / \lambda_{1}^{*}\right) . \tag{4.3.15}
\end{align*}
$$

Then the conditional density of $\phi$ given $u$ is, in the notation of (4.2.12), $h\left(\phi+\delta^{*} \mid-\delta^{*}, \eta^{*}, \lambda_{4}^{*}\right)$. The envelope (based on (4.2.15)) for this density is:

$$
\left(\mathrm{r}^{*}\right)^{-1}\left[\mathrm{q}^{*} \mathrm{~m}^{*}\left(\phi \mid \sigma_{1}^{*}, \gamma_{1}^{*}\right)+\left(1-\mathrm{q}^{*}\right) \mathrm{m}^{*}\left(\phi \mid \sigma_{2}^{*}, \gamma_{2}^{*}\right)\right]
$$

where $\mathrm{m}^{*}$ is the von Mises density given in (4.3.14), $\mathrm{r}^{*}$ is the acceptance ratio for given $u$ and $q^{*}$ is the mixing proportion. The envelope parameters $\sigma_{1}^{*}, \gamma_{1}^{*}, \sigma_{2}^{*}, \gamma_{2}, q^{*}$ and $r^{*}$ are given by:

$$
\begin{align*}
& \sigma_{1}^{*}=\left(\eta^{*}\right)^{2}+\left(\lambda_{4}^{*}\right)^{2}+\eta^{*} \lambda_{4}^{*} \cos \delta{ }^{*} \\
& \gamma_{1}^{*}=\tan ^{-1}\left\{\left[\eta^{*} \cos \delta^{*}+\lambda_{4}^{*} / 2\right] /\left[-n^{*} \sin \delta^{*}\right]\right\}  \tag{4.3.18}\\
& \sigma_{2}^{*}=\left(\eta^{*}\right)^{2}+\left(\lambda_{4}^{*}\right)^{2}-\eta^{*} \lambda_{4}^{*} \cos \delta^{*}  \tag{4.3.19}\\
& \gamma_{2}^{*}=\tan ^{-1}\left\{\left[\eta^{*} \cos \delta^{*}-\lambda_{4}^{*} / 2\right] /\left[-\eta^{*} \sin \delta^{*}\right]\right\}  \tag{4.3.20}\\
& q^{*}=I_{0}\left(\sigma_{1}^{*}\right) /\left[I_{0}\left(\sigma_{1}^{*}\right)+I_{0}\left(\sigma_{2}^{*}\right)\right] \tag{4.3.21}
\end{align*}
$$

$$
\begin{equation*}
r^{*}=q^{*} d\left(-\delta^{*}, n^{*}, \lambda_{4}^{*}\right) \exp \left(-\lambda_{4}^{*} / 2\right)\left[1+\exp \left(-\lambda_{4}^{*}\right)\right] \tag{4.3.22}
\end{equation*}
$$

In $(4.3 .17)-(4.3 .22), \lambda_{4}^{*}, n^{*}$ and $\delta^{*}$ are defined in (4.3.15); in (4.3.21), $I_{o}$ is the modified Bessel function of degree zero; and in (4.3.22), $d$ is the normalising
constant in (4.2.12). The procedure for generating a pair ( $u, \phi$ ) from the Fisher-Bingham distribution (4.2.6) can now be given.

## Procedure (iii)

Step 0. Generate $u \varepsilon[-1,1]$ using Procedure (i) if $\lambda_{5}>0$. If $\lambda_{5} \leqslant 0$, use Procedure (ii).

Step 1. Calculate $\lambda_{4}^{*}, \eta^{*}, \delta^{*}, \sigma_{1}^{*}, \gamma_{1}^{*}, \sigma_{2}^{*}, \gamma_{2}^{*}, q^{*}$ and $r^{*}$ using $(4 \cdot 3 \cdot 15)$ and $(4 \cdot 3 \cdot 17)-(4.3 .22)$.

Step 2. Generate a uniform variable $s \varepsilon[0,1]$. If $\mathrm{s} \leq \mathrm{q}^{*}$, put $\sigma^{*}=\sigma_{1}^{*}, \gamma^{*}=\gamma_{1}^{*}$. If $\mathrm{s}>\mathrm{q}^{*}$, put $\sigma^{*}=\sigma_{2}^{*}, \gamma^{*}=\gamma_{2}^{*}$.

Step 3. Generate a von Mises variable $\phi \varepsilon[0,2 \pi)$ with distribution parameters $\sigma^{*}$ and $\gamma^{*}$ (calculated in Step 2).

Step 4. Generate a uniform variable $t \varepsilon[0,1]$. Check whether

$$
\begin{aligned}
& r^{*} h\left(\phi+\delta^{*} \mid-\delta^{*}, \eta^{*}, \lambda_{4}^{*}\right) /\left[q^{*} m^{*}\left(\phi \mid \sigma_{1}^{*}, \gamma_{1}^{*}\right)\right. \\
& \left.+\left(1-q^{*}\right) m^{*}\left(\phi \mid \sigma_{2}^{*}, \gamma_{2}^{*}\right)\right] \quad(4.3 .23) \\
& \text { is satisfied. If it is, accept } \phi \quad \text {. Otherwise, } \\
& \text { return to Step } 2 .
\end{aligned}
$$

Then (u, $\phi$ ) will have been generated from the FisherBingham distribution (4.2.6).

Comment: in evaluating the LHS of (4.3.23), there is no need to calculate the normalising constant $d\left(-\delta^{*}, n^{*}, \lambda_{4}^{*}\right)$ since it cancels out. This comment also applies to $c(\lambda)$ in (4.3.8) and (4.3.13).

We return now to the evaluation of the LHS of (4.3.8). Note: all that we say below also applies to the LHS of (4.3.13) ; but for simplicity we assume $\lambda_{5}>0$. A speedy method of evaluating the modified Bessel function $I_{0}$ is required, since this is needed in the evaluation of $f^{*}$ (the marginal Fisher density), and $g$ (the marginal distribution of $u$ ) if either $\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}$ or $\lambda_{4}$ is zero. We have used NAG subroutine SIBAEF. If neither $\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}$ or $\lambda_{4}$ is zero, the evaluation of $g$ is more problematic, because it involves the evaluation of $d$, the normalising constant for the circular Fisher-Bingham distribution. However, there is a short cut available. To see this, observe that

$$
g(u)=\{c(\lambda)\}^{-1} \exp \left\{\lambda_{3} u+\lambda_{5} u^{2}-\lambda_{4} v^{2}\right\} w\left(u ; \lambda_{1}, \lambda_{2}, \lambda_{4}\right)
$$

where $w\left(u ; \lambda_{1}, \lambda_{2}, \lambda_{4}\right)=\int_{0}^{2 \pi} \exp \left\{\lambda_{1} v \cos \phi+\lambda_{2} v \sin \phi+2 \lambda_{4} v^{2} \cos ^{2} \phi\right\} d \phi$. It is not difficult to check that, when $\lambda_{1}, \lambda_{2}$ and $\lambda_{4}$ are non-negative, $w\left(u ; \lambda_{1}, \lambda_{2}, \lambda_{4}\right)$ is an even function of $u$ and a monotonic decreasing function of $|u|$.

We suggest the following: as a preliminary, calculate $w\left(\xi_{j} ; \lambda_{1}, \lambda_{2}, \lambda_{4}\right)$ at appropriate points $0=\xi_{0}<\xi_{1} \ldots<\xi_{N}<\xi_{N+1}=1$. It is desirable that $\xi_{1}, \ldots \xi_{N}$ be chosen such that

$$
\operatorname{Prob}\left(|u| \geqslant \xi_{j}\right) \simeq j /(N+1)
$$

Then for a given $u$ (generated in Step 1 of Procedure (i)) find the integer $p$ such that $\xi_{p-1}<|u| \leqslant \xi_{p}$, and then replace $w\left(u ; \lambda_{1}, \lambda_{2}, \lambda_{4}\right)$ in $g(u)$ by $w\left(\xi_{p} ; \lambda_{1}, \lambda_{2}, \lambda_{4}\right)$. If (4.3.8) is satisfied, then accept $u$; otherwise, replace $w\left(u ; \lambda_{1}, \lambda_{2}, \lambda_{4}\right)$ in $g(u)$ by $w\left(\xi_{p-1} ; \lambda_{1}, \lambda_{2}, \lambda_{4}\right)$. If (4.3.8) is still not satisfied, reject $u$; otherwise evaluate $w\left(u ; \lambda_{1}, \lambda_{2}, \lambda_{4}\right)$ using the formula presented in comment (i) of section 2.2. This involves the computation of Bessel function ratios, and can be done comparatively quickly using the method proposed in Amos (1974).

In effect, the test of whether (4.3.8) holds has been decomposed into a quick check and a slow check, such that the quick check will be used with high probability, and the slow check with low probability. When $\xi_{1}, \ldots \xi \mathrm{~N}$ are equally spaced on the probability scale, the probability that the slow check will be used is $N^{-1}$. The larger the choice for $N$, the more initial computation will be required (though note that $\xi_{1}, \ldots \xi_{N}$ will only need to be computed once for given $\lambda_{1}, \lambda_{2}$ and $\lambda_{4}$ ); but the greater the probability that the quick check will be used. For many purposes, $N=64$ or $N=128$ should be a reasonable choice for $N$.

### 4.4 The Procedure in Some Special Cases of Interest

The simulation procedure will now be discussed in more detail in four special cases of interest: those in which the Fisher-Bingham distribution to be simulated lies in either $\mathrm{FB}_{4}, \mathrm{FB}_{5}, \mathrm{FDW}_{6}$ or the Bingham subfamily. In particular, the behaviour of the acceptance ratio in the simulation of the marginal distribution of $u$ is indicated. The Dimroth-Watson subfamily is the only one in which the acceptance ratio is bounded away from zero. In each of the other cases, the acceptance ratio will in general converge to zero when the shape of the distribution to be simulated is held fixed, but the concentration about the mode (s) is allowed to tend to infinity. It is not difficult to see why this should happen: in general, the mode(s) of the envelope will not exactly coincide with those of the distribution to be simulated, and for sufficiently highly concentrated distributions one pays the price. We know of no way around this except at a heavy cost in prior computation (see section 4.6).

As above, $\lambda_{1}, \ldots \lambda_{5}$ refer to the parameters in (4.2.6). In none of the subfamilies discussed below are both $\left(\lambda_{1}^{2}+\lambda_{2}^{2}\right)^{\frac{1}{2}}$ and $\lambda_{4}$ non-zero; therefore we can take $B\left(\lambda_{1}, \lambda_{2}, \lambda_{4}\right)$ to be $2 \pi$.
(a) $\mathrm{FB}_{4} \quad\left(\lambda_{1}=\lambda_{2}=\lambda_{4}\right)$

When $\lambda_{5}<0$, $u$ has a Normal distribution, with mean $\lambda_{3} /\left[2\left(-\lambda_{5}\right)^{\frac{1}{2}}\right]$ and variance $-1 / \lambda_{5}$, which is truncated at
$u= \pm 1$. So when $\lambda_{5}<0$, an alternative simulation procedure is to generate $u$ from the Normal distribution with mean and variance given above, and accept it if it lies in $[-1,1]$, but reject it otherwise. From (4.3.10) and (4.3.12), it can be seen that the condition for this alternative procedure to have greater acceptance ratio than the procedure based on envelope (4.2.11) is:

$$
\begin{equation*}
\left(\lambda_{3}^{2}+\lambda_{5}^{2}\right)^{\frac{1}{2}} /\left\{2 \mathrm{D}\left(\lambda_{5}\right) \sinh \left[\left(\lambda_{3}^{2}+\lambda_{5}^{2}\right)^{\frac{1}{2}}\right]\right\}<1 \tag{4.4.1}
\end{equation*}
$$

where $D$ is defined in (4.2.10). Condition (4.4.1) will be satisfied if either $\lambda_{3}$ or $-\lambda_{5}$ is sufficiently large.

Let $\lambda_{3}=\rho, \lambda_{5}=\rho t$. Then holding $t$ fixed and allowing $\rho$ to vary is equivalent to keeping the distribution shape fixed, and allowing the concentration to vary. When $t \geqslant 0$ and envelope (4.2.9) is used, it can be checked that as $\rho$ tends to infinity, the acceptance ratio tends to $(1+t) /(1+2 t)$, which is always greater than $1 / 2$ for $t \geqslant 0$. lie omit the technical details, which are straightforward. Therefore, for $\lambda_{5} \geqslant 0$, the acceptance ratio is bounded away from zero.

When $t<0$, two procedures are available: the one mentioned above, and that based on envelope (4.2.11). If the procedure with larger acceptance ratio is chosen, two cases arise: when $-1 / 2<t<0$, the acceptance ratio is not bounded away from zero; but when $t<-1 / 2$, it is.

The calculation of these positive lower bounds appears not to be straightforward. When $-1 / 2<t<0$ and $\rho$ tends to infinity, the acceptance ratio converges to zero at the same rate as $\Phi\left[\rho^{\frac{1}{2}}\left((-t)^{\frac{1}{2}}-(-t)^{-\frac{1}{2}} / 2\right)\right]$, where $\Phi$ is the standard Normal cumulative distribution function.

It should be clear from this discussion that the acceptance ratio for the Dimroth-Katson subfamily is bounded away from zero.
(b) $\mathrm{FB}_{5} \quad\left(\lambda_{1}=\lambda_{2}=\lambda_{5}=0\right)$

In this case, $D=1$. Let $\lambda_{3}=\rho, \lambda_{4}=\rho t$. For fixed $t$, the acceptance ratio converges to zero as $\rho$ tends to infinity, but the rate at which it does so depends on $t$. When $0<t<1 / 2$, the unimodal case, it is not too difficult to show that the rate of convergence to zero is given by

$$
\left[\left(1+t^{2}\right) /\left(1-4 t^{2}\right)\right]^{\frac{1}{2}} \exp \left\{\rho\left[1-\left(1+t^{2}\right)^{\frac{1}{2}}\right]\right\}
$$

When $t \geqslant 1 / 2$, the calculation is more complicated.
(c) $\mathrm{FDW}_{6} \quad\left(\lambda_{4}=0\right)$

As in the other cases the acceptance ratio is not bounded away from zero. Because of the lack of symmetry of these distributions, it appears to be difficult to calculate the rate at which this occurs. However, it is straightforward to perform these calculations for unimodal FDW 5 distributions, and the rates are similar in form to those for $\mathrm{FB}_{5}$.
(d) The Bingham Subfamily $\left(\lambda_{1}=\lambda_{2}=\lambda_{3}=0\right)$

The acceptance ratio is not bounded away from zero except in the Dimroth-Watson case $\left(\lambda_{4}=0\right)$. The rates are, again, similar in form to those for $\mathrm{FB}_{5}$.

In some of these cases it should certainly be worth 'permuting the axes', as described at the beginning of section 4.3, in order to find a better envelope. One would particularly expect this to be so for Bingham and bimodal $\mathrm{FB}_{5}$ and $\mathrm{FDW}_{5}$ distributions.
4.5 A Mixture Representation for the Fisher-Bingham family

We now briefly describe a mixture representation for the Fisher-Bingham family. Only the 3-dimensional case will be referred to, but all the results in this section have analogues in other dimensions. Although this representation seems not to be of much use from the point of view of simulation, because the mixing distribution appears to be difficult to simulate, it does have some interesting imp1ications.

Consider the Fisher-Bingham density

$$
\begin{equation*}
c^{-1} \exp \left\{k(x \cdot \mu)+\sum_{j=1}^{3} \lambda_{j}\left(x \cdot v_{j}\right)^{2}\right\} \quad x \in S_{3} \tag{4.5.1}
\end{equation*}
$$

and without loss of generality assume that $\lambda_{1}, \lambda_{2}$ and $\lambda_{3}$ are positive; and let $h(x, y)$ be the density on
$S_{3} \times R^{3}$ given by

$$
\begin{equation*}
\left[(2 \pi)^{3 / 2} c\right]^{-1} \exp \left\{k\left(x^{\prime} \mu\right)+\sum_{j=1}^{3} \lambda_{j}^{\frac{1}{2}} z_{j}\left(x^{\prime} v_{j}\right)-\frac{1}{2} z^{\prime} z\right\} \tag{4.5.2}
\end{equation*}
$$

with $x \in S_{3}$ and $z=\left(z_{1}, z_{2}, z_{3}\right) \cdot \varepsilon R^{3}$, and $c$ the same as in (4.5.1). Then it is easy to check that
(a) $h(x \mid z)$, the density of $x$ given $z$, is a Fisher density with parameters $k(z) \varepsilon R, \mu(z) \varepsilon S_{3}$ given by

$$
\kappa(z)=\left\{\left(\kappa \mu+\sum_{j=1}^{3} \lambda_{j}^{\frac{1}{2}} z_{j} \nu_{j}\right) \prime\left(\kappa \mu+\sum_{j=1}^{3} \lambda_{j}^{\frac{1}{2}} z_{j} \nu_{j}\right)\right\}^{\frac{1}{2}}
$$

and

$$
\mu(z)=\left(\kappa \mu+\sum_{j=1}^{3} \lambda_{j}^{\frac{1}{2}} z_{j}^{\nu}{ }_{j}\right) / \kappa(z)
$$

(b) The marginal density of $x$ is precisely (4.5.1), a Fisher-Bingham density.
(c) $h(z \mid x)$, the density of $z$ given $x$, is Normal.
(d) The marginal density of $z$ is

$$
\left[(2 / \pi)^{\frac{1}{2}} \sinh (\kappa(z)) /(c \kappa(z))\right] \exp \left\{-\frac{1}{2} z^{\prime} z\right\}
$$

with $k(z)$ given in (4.5.3). So, the Fisher-Bingham density (4.5.1) is a mixture of Fisher distributions with parameters $k(z)$ and $\mu(z)$, and the mixing distribution has density (4.5.4).

We now mention two implications of this representation of the Fisher-Bingham distribution. Firstly, by entirely elementary methods one can easily obtain a neat expression for the normalising constant of the Fisher-Bingham distribution.

Replacing $\sinh (\kappa(z)) / k(z)$ by its Taylor series

$$
\sum_{r=0}^{\infty}[k(z)]^{2 r} /(2 r+1)!
$$

and integrating term by term with respect to $z$, it is seen that $c$, the normalising constant, can be expressed as a (weighted) sum of the moments of a non-central quadratic form in Normal variables. In fact, given a minor reparametrisation, this expression is identical to that given in De Waal (1979) and discussed in section 2.2 above, though he obtains it via some complicated distribution theory.

A second implication of the mixture representation is that any Fisher-Bingham distribution can be represented as a (fairly complicated) mixture of the spherical Brownian motion distributions, discussed in Roberts and Ursell (1960), though the mixing is both over 'fixed stopping time' and initial position. This follows immediately from results in Hartman and Watson (1974), who show that the Fisher distribution is a mixture over 'fixed stopping times' of spherical Brownian motions.

### 4.6 Summary and Discussion

In this Chapter a method for simulating distributions in the Fisher-Bingham family is presented. The required envelopes are derived in section 4.2 and details of the procedure are given in section 4.3. The proposed method is rather more simple and effective for the $\mathrm{FB}_{4}, \mathrm{FB}_{5}, \mathrm{FDW}_{6}$ and Bingham subfamilies than it is in the general case. In none of these subfamilies is the acceptance ratio bounded away from zero, though the method should prove adequate if the distribution to be simulated is not too highly concentrated about its mode(s).

The question arises as to how, if one were prepared to perform heavy prior computation, one might arrive at a globally efficient procedure. One possibility would be to use the integrand in (2.2.3) as an alternative marginal distribution. The form of this distribution is too complicated for there to be much hope of deriving good envelopes by theoretical means. But it would, of course, be possible to obtain a good envelope numerically for any given parameter values, though presumably heavy initial computation would be required. However, since the conditional distribution of the longitude is always von Mises in this case, the second part of the simulation would be straightforward.

## CHAPTER 5

## ROBUST ESTIMATION OF THE CONCENTRATION

PARAMETER OF A FISHER DISTRIBUTION

### 5.1 Introduction

It has been noted by several authors, including Mardia (1972), Watson (1973) and Collett (1978), that the maximum likelihood estimator of concentration, for both the von Mises distribution on the circle and the Fisher distribution on the sphere, can be dramatically influenced by extreme observations. This is especially true when the majority of observations are highly concentrated about a particular direction, which frequently bappens with directional data occurring in practice. In many contexts, the concentration parameter may be viewed as a nuisance parameter; however, even in these situations it would still be desirable to have a robust estimator available, so as to avoid making inferences about the mean direction which are sensitive to changes in a small proportion of the observations.

A promising class of potentially robust estimators of concentration would seem to be the L-statistic estimators which were suggested by Fisher (1982) in a brief note. Here we follow Fisher's suggestion and investigate their properties in the spherical case in some detail.

An outline of the chapter is as follows. A brief survey of estimators of concentration, with reference to robustness properties, is given in section 5.2. In sections 5.3 and 5.4 it is shown that if the underlying distribution has oval symmetry, and mild regularity conditions are satisfied, then the asymptotic distributions of L-estimators of concentration do not depend on whether the mean direction is known or estimated. This result is not at all surprising, but its proof does require some work.

Results from a simulation study of the small sample properties of some L-estimators are presented in section 5.5. These indicate that the best of the L-estimators may be expected to perform rather well for a Fisher distribution with at least moderate concentration.

Finally, in section 5.6 , the possibility of using estimators broadly of this type in other contexts is discussed, in particular as robust estimators of the eigenvalues of the covariance matrix of a multivariate Normal distribution.

### 5.2 A Brief Survey of Estimators of Concentration

We now briefly mention some estimators of the concentration parameter, $k$, of a Fisher distribution, with reference to their robustness properties. To assess the
robustness of estimators we have used their influence curves, and in particular the gross error sensitivity, which is defined to be the supremum of the absolute value of an influence curve (Hampel (1974)).
(i) The MLE and related estimators. Schou's estimator (Schou (1978)).

The maximum likelihood estimator (MLE) is given by

$$
\widehat{\kappa}=B^{-1}(\mathrm{R} / \mathrm{n}) \text { where } \mathrm{B}(.)=\operatorname{coth}(.)-1 /(.)
$$

and $R$ is the sample resultant length for $n$ observations. The related estimators are of the form $\rho_{n} \hat{k}$, where the multiplier $\rho_{n}$ depends only on $n$ and is introduced to reduce the bias of the MLE. Mardia (1972), McFadden (1980) and Best and Fisher (1981) have suggested

$$
\rho_{n}=(n-1) / n,(n-2) / n \quad \text { and }\{(n-1) / n\}^{3 / 2}
$$

respectively. These estimators perform well when the Fisher model is correct, but their robustness properties leave something to be desired. In particular, the gross error sensitivity is approximately $2 \kappa^{2}$ as $k$ increases. This supremum is, not surprisingly, attained at the point diametrically opposed to the mean direction.

The estimator suggested by Schou (1978) is the maximum likelihood estimator, $\tilde{\kappa}_{S}$ say, based on the marginal distribution of the resultant length, $R$, and is the solution of

$$
B\left(\tilde{\kappa}_{S}\right)=(R / n) B\left(\tilde{\kappa}_{S} R\right)
$$

This estimator has reasonably good small sample properties when the Fisher model is correct, and as $n \rightarrow \infty$ it becomes indistinguishable from the full MLE; bowever, it suffers from a similar lack of robustness.

$$
\begin{equation*}
\text { An eigenvalue estimator, } \tilde{K} E \tag{ii}
\end{equation*}
$$

This estimator is defined to be the solution of

$$
\lambda / n=1-2 B\left(\tilde{\kappa}_{E}\right) / \tilde{\kappa}_{E}
$$

where $\lambda$ is the largest eigenvalue of the matrix of sums and products (see Mardia (1972, 8.4.16)). It is related, though not quite analogous, to Collett's (1978) estimator for the circular case.
$\tilde{K}_{E}$ is certainly robust against extreme outliers, but the gross error sensitivity is again proportional to $\kappa^{2}$, when $k$ is not too small, the most influential directions being those perpendicular to the mean direction.
(iii) Estimators based on the set of resultants of pairs of observations

Suppose we are given an independent sample of unit vectors $x_{1}, \ldots x_{n}$ from a Fisher distribution. Then the set of resultants of pairs of observations is

$$
\underline{R}=\left\{r_{i j}: 1 \leqslant i<j \leqslant n\right\} \quad \text { where } \quad r_{i j}=2 \cos \left(\theta_{i j} / 2\right)
$$

and $\theta_{i j}=\cos ^{-1}\left(x_{i}{ }^{\prime} x_{j}\right)$. It so happens that the marginal distribution of $r_{i j}$ is quite simple (Mardia (1972, 8.6.32)) though the joint distribution of the pairs ( $r_{i j}, r_{i k}$ ) is
rather complicated.

One plausible estimator of this type is based on the median, $\tilde{\psi}_{n}$ say, of the set $\underline{R}$. (This was suggested by T. Lewis in a private communication.) We would certainly expect this estimator to have good robustness properties. It can be shown that with probability 1

$$
\tilde{\psi}_{n} \rightarrow k^{-1} \cosh ^{-1}([1+\cosh 2 k] / 2),
$$

the RHS being the median of the marginal distribution of $r_{i j}$; and $\tilde{\psi}_{n}$ is asymptotically Normal (using results in Serfling (1984)). However, the asymptotic variance of $\tilde{\psi}_{n}$ depends on the joint distribution of $\left(r_{i j}, r_{i k}\right)$, and appears to be a very complicated function of $k$. This seems to be a feature of estimators based on the set $\underline{R}$ : their asymptotic variances are difficult to calculate.

We now discuss the L-estimators suggested by Fisher (1982). It will be helpful to introduce some notation. Let $\{F\}$ be the space of distribution functions on $S_{3}$, the unit sphere in 3 dimensions, and for any $F \varepsilon\{F\}$ and $\gamma \in S_{3}$, define

$$
F_{\gamma}(t)=\operatorname{prob}_{F}\left\{x \varepsilon S_{3}: x^{\prime} \gamma \geqslant t\right\} \text { for } t \varepsilon[-1,1] \text {. }
$$

Consider the functionals $T:\{F\} \times S_{3} \rightarrow R$ of the form

$$
\begin{equation*}
T(F, \gamma)=\int_{-1}^{1} t J\left(F_{\gamma}(t)\right) d F_{\gamma}(t) \tag{5.2.1}
\end{equation*}
$$

for fixed $J:[0,1] \rightarrow R$. The choice of $J$ will be discussed shortly.

Suppose we are given a sample $x_{1}, \ldots x_{n}$ of independent unit vectors from a Fisher distribution $F(\mu, \kappa)$. Let $\tilde{F}_{n}$ be the empirical distribution function for the sample, and $\mu_{n}$ some estimator of $\mu$ such as the sample mean or median direction. Then an L-estimator of $\kappa$ is, by definition, of the form

$$
\tilde{k}=H^{-1}\left(T\left(\tilde{F}_{n}, \tilde{\mu}_{n}\right)\right) \quad \text { where } H(\kappa)=T(F(\mu, \kappa), \mu) .(5.2 .2)
$$

Now $T\left(\tilde{F}_{n}, \mu\right)$ is a linear combination of order statistics from a sample of independent, identically distributed variables. In sections 3 and 4 we show that

$$
n^{\frac{1}{2}}\left[T\left(\tilde{F}_{n}, \tilde{\mu}_{n}\right)-T\left(\tilde{F}_{n}, \mu\right)\right] \rightarrow 0
$$

in probability when the underlying distribution is Fisher, and mild restrictions are imposed on $J$. In fact, the same result also holds for any suitably well-behaved distribution with oval symmetry about $\mu$. It is worth noting that if the underlying distribution does not have oval symmetry, then in general (5.2.3) is false.

An immediate consequence of (5.2.3) is that the asymptotic distribution of $n^{\frac{1}{2}}{ }_{K}^{\sim}$, where $\tilde{\kappa}$ is defined in (5.2.2), does not depend on whether $\mu$ is known or estimated, so that in particular we can calculate the variance and influence curve of $\tilde{\kappa}$ as though $\mu$ were known.

We shall be considering three types of J-function, each parameterised by a $\varepsilon(0,1)$.

Case I (Trimmed estimators)
$J_{1}(y)=0$ if $0 \leqslant y<a$ and $J_{1}(y)=(1-a)^{-1}$ if $a \leqslant y \leqslant 1$. Case II (Quantile estimators)
$J_{2}(y)=\delta_{a}(y)$, where $\delta_{a}(y)$ is the Dirac delta function with unit mass at $y=a$.

Case III (Winsorised estimators)
$J_{3}(y)=(1-a) J_{1}(y)+a J_{2}(y)$.

The corresponding functions $\mathrm{H}_{1}, \mathrm{H}_{2}$ and $\mathrm{H}_{3}$, which will be monotonic because $J_{1}, J_{2}$ and $J_{3}$ are nonnegative, the functionals $T_{1}, T_{2}$ and $T_{3}$, and estimators $\tilde{\kappa}_{1}, \tilde{k}_{2}$ and $\tilde{k}_{3}$ are defined by (5.2.2). Straightforward calculation yields the functions $\mathrm{H}_{1}, \mathrm{H}_{2}$ and $\mathrm{H}_{3}$, and expressions for the asymptotic variances and influence curves for $\tilde{\kappa}_{1}, \tilde{\kappa}_{2}$ and $\tilde{\kappa}_{3}$ can be obtained. In the situation of most practical significance, that in which $K$, the concentration, is at least moderately large, e.g. $\kappa \geqslant 3$, it is reasonable to ignore terms of order $e^{-2 k}$, and in this case the formulae have simple approximations. However, when $k<3$, these approximations are likely to be unreliable. If there is some doubt as to their validity the function $H$ should be inverted numerically to obtain the estimate. This will not be a problem for the three types of L-estimator we are considering, because $H_{1}, H_{2}$ and $\mathrm{H}_{3}$ have reasonably simple closed form.

The approximate formulae, for $k$ not too small, are given below. For convenience, we have presented the
inverse functions $H_{i}^{-1}($.$) , rather than H_{i}($.$) ; and$ expressed the influence curves as functions of probability values, rather than quantiles on $[-1,1]$. I(.) denotes the indicator function.

## Case I

$$
\begin{aligned}
& \mathrm{H}_{1}^{-1}(y)=\{1+a \operatorname{loga} /(1-a)\} /(1-y) \\
& \lim _{n \rightarrow \infty} \operatorname{var}\left(n^{\frac{1}{2}} T_{1}\right)=\left(2 a \log a+1-a^{2}\right) /\left[\kappa^{2}(1-a)^{2}\right]
\end{aligned}
$$

$\lim _{n \rightarrow \infty} \operatorname{var}\left(n^{\frac{1}{2}}{ }_{k}^{\sim}\right)=\kappa^{2}\left(2 a \log a+1-a^{2}\right) /(1-a+a \log a)^{2}$
$I C_{1}(y)=\{\kappa /(1-a+a \log a)\}\{1-a+I(y \leq a) \log a+I(y>a) \log y\}$

Case II
$\mathrm{H}_{2}^{-1}(\mathrm{y})=-\log a /(1-y)$
$\lim _{n \rightarrow \infty} \operatorname{var}\left(n^{\frac{1}{2}} T_{2}\right)=(1-a) /\left(\kappa^{2} a\right)$
$\lim _{n \rightarrow \infty} \operatorname{var}\left(n^{\frac{1}{2}} \tilde{\kappa}_{2}\right)=k^{2}(1-a) /\left[a(\text { log })^{2}\right]$
$I C_{2}(y)=\{\kappa /(-a \log a)\}\{a-I(y \leq a)\}$

Case III
$\mathrm{H}_{3}^{-1}(\mathrm{y})=(1-a) /(1-y)$
$\lim _{n \rightarrow \infty} \operatorname{var}\left(n^{\frac{1}{2}} T_{3}\right)=(1-a) / k^{2}$
$\lim _{n \rightarrow \infty} \operatorname{var}\left(n^{\frac{1}{2} \tilde{K}_{3}}\right)=k^{2} /(1-a)$
$I C_{3}(y)=\{\kappa /(1-a)\}\{1-I(y \leqslant a)+I(y \leqslant a) \log a+I(y>a) \log y\}$

The gross error sensitivity of each of $\tilde{\kappa}_{1}, \tilde{\kappa}_{2}$ and
$k_{3}$ is proportional to $k$. This is in contrast to estimators based on the sample resultant and the eigenvalue estimator, mentioned earlier, whose gross error sensitivities are proportional to $\kappa^{2}$. This indicates that these $L$ estimators will be substantially less influenced by observations lying some way from a concentrated cluster of points.

The maximum and minimum values of the influence curves, scaled by $k$, and the asymptotic efficiencies of the three estimators relative to the maximum likelihood estimator, are given in Table 5.1. It can be seen that there is some, though not a dramatic, increase in the asymptotic variances, compared with the maximum likelihood estimator, which should be acceptable for the more sensible choices of a.

### 5.3 Convergence of the Empirical Process

To prove (5.2.3), an approach close to that in Randles (1982) can be used. Although his results are not directly applicable, they can be modified.

The main preliminary task is to choose a suitable psuedo metric, d say, on $\{F\}$, the space of distribution functions on $S_{3}$, which satisfies

$$
\begin{equation*}
n^{\frac{1}{2}} d\left(\tilde{F}_{n}, F\right)=o_{p}(1) \quad \text { as } \quad n \rightarrow \infty \tag{5.3.1}
\end{equation*}
$$

## TABLE 5.1

The maximum and minimum values, GES ${ }_{+}$and GES respectively, of the influence curves scaled by $k$, and the asymptotic efficiencies of the estimators $\tilde{\kappa}_{1}, \tilde{k}_{2}$ and $\tilde{k}_{3}$, for different values of a.

| $a=$ | 0.1 | 0.15 | 0.2 | 0.25 | 0.3 | 0.35 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{GES}_{+} / \kappa$ | 1.34 | 1.50 | 1.67 | 1.86 | 2.07 | 2.30 |
| $\mathrm{K}_{1} \mathrm{GES} / \mathrm{/K}$ | -2.54 | -1.85 | -1.69 | -1.58 | -1.49 | -1.42 |
| AE | 0.85 | 0.78 | 0.72 | 0.67 | 0.61 | 0.56 |
| $\mathrm{GES}_{+} / \mathrm{K}$ | 0.43 | 0.53 | 0.62 | 0.72 | 0.83 | 0.95 |
| $K_{2}$ GES_/K | -3.91 | -2.99 | -2.49 | -2.16 | -1.94 | -1.77 |
| AE | 0.59 | 0.64 | 0.65 | 0.64 | 0.62 | 0.59 |
| $\mathrm{GES}_{+} / \kappa$ | 1.11 | 1.18 | 1.25 | 1.33 | 1.43 | 1. 54 |
| $\tilde{\kappa}_{3} \mathrm{GESS}_{-} / \kappa$ | $-2.56$ | $-2.32$ | -2.01 | -1.85 | -1.72 | -1.62 |
| AE | 0.90 | 0.85 | 0.80 | 0.75 | 0.70 | 0.65 |

where $F$ is the underlying distribution and $\tilde{F}_{n}=n^{-1} \sum_{i=1}^{n} \delta_{x}($.$) \quad is the empirical distribution function$ for a random sample $x_{1}, \ldots x_{n}$ from $F$. The natural (psuedo) metric for our problem is based on the spherical caps, the collection of sets of the form

$$
A(\gamma, t)=\left\{x \varepsilon S_{3}: x^{\prime} \gamma \geqslant t\right\} \quad \gamma \varepsilon S_{3}, t \varepsilon[-1,1]
$$

This metric is defined by

$$
d(F, G)=\sup _{\gamma, t}\left|\operatorname{prob}_{F}\{A(\gamma, t)\}-\operatorname{prob}_{G}\{A(\gamma, t)\}\right| \quad F, G \varepsilon\{F\}
$$

or, in the notation of section 5.2,

$$
d(F, G)=\sup _{\gamma, t}\left|F_{\gamma}(t)-G_{\gamma}(t)\right| \quad F, G \varepsilon\{F\}
$$

That $d$ is a psuedo metric is obvious. Also, $d(F, G)=0$ implies that $F=G$, since if $d(F, G)=0, F$ and $G$ agree on $\{A\}$, the set of spherical caps, and therefore (since this is a probability space) on the completed $\sigma$ field generated by $\{A\}$, which is precisely the usual Lebesgue $\sigma$-field. Hence $d$ is a metric.

Note: in certain simple cases this distance between two distributions can be calculated. If $F_{1}$ and $F_{2}$ are Fisher distributions with common mean direction $\mu$ and concentrations $k_{1}$ and $k_{2}$ respectively, then if $\kappa_{1}>\kappa_{2}$

$$
d\left(F_{1}, F_{2}\right)=\left(e^{\kappa_{1}}-e^{\kappa_{1}^{\zeta}}\right) /\left(e^{\kappa_{1}}-e^{-\kappa_{1}}\right)-\left(e^{\kappa_{2}}-e^{\kappa_{2}^{\zeta}}\right) /\left(e^{\kappa_{2}}-e^{-\kappa_{2}}\right)
$$

where $\zeta .=\left[\log \left\{\left(\kappa_{2} \sinh \kappa_{1}\right) /\left(\kappa_{1} \sinh \kappa_{2}\right)\right\}\right] /\left(\kappa_{1}-\kappa_{2}\right)$. However,
except in such special cases, these distance calculations cannot be handled analytically.

It will be necessary to consider the empirical process associated with $d$. The empirical process, indexed by the spherical caps, is defined as

$$
\nu_{n}(A)=n^{\frac{1}{2}}\left[\operatorname{prob}_{F_{n}}(A)-\operatorname{prob}_{F}(A)\right] \quad A \varepsilon\{A\}
$$

It is easy to see that

$$
E\left[v_{n}(A)\right]=0 \text { for all } A \varepsilon\{A\}
$$

and

$$
\operatorname{cov}\left(\nu_{n}\left(A_{1}\right), \nu_{n}\left(A_{2}\right)\right)=\operatorname{prob}_{F}\left(A_{1} \cap_{A_{2}}\right)-\operatorname{prob}_{F}\left(A_{1}\right) \operatorname{prob}_{F}\left(A_{2}\right)
$$

Our aim is to check that (5.3.1) holds, which is equivalent to

$$
\begin{equation*}
\sup _{A \varepsilon\{A\}}\left|v_{n}(A)\right|=O_{P}(1) \quad \text { as } \quad n \rightarrow \infty \tag{5.3.7}
\end{equation*}
$$

This will follow if statements (D1) and (D2) below are valid:
(D1) The empirical process $\nu_{n}(A)$ converges in distribution in the supremum norm to a zero-mean Gaussian process, $G_{F}(A)$ say indexed by the spherical caps, and with covariance function given by (5.3.6). In particular, this implies that

$$
\sup _{A}\left|\nu_{n}(A)\right| \rightarrow \sup _{A}\left|G_{F}(A)\right| \text { in distribution. }
$$

(D2) The supremum of the limiting process $G_{F}(A)$ is
bounded in probability, i.e. $\sup _{A}\left|G_{F}(A)\right|=O_{p}(1)$.

Certain measure-theoretical difficulties arise in the checking of (DI) (see Billingsley (1968, section 18)), which are bound up with the non-separability of function spaces with the 'uniform' topology. However, a weak convergence theory, described by Dudley (1978), has been designed specifically to cope with such problems. We shall explain how his results can be applied in this case.

The first point to note is that (D1) and (D2), plus (D3) which is stated below, are tantamount to necessary and sufficient conditions for the set of spherical caps, \{A\}, to be a Donsker class (Dudley (1978, p.902)). (NB: the measurability condition referred to by Dudley in his definition of Donsker class is clearly satisfied by $\{A\}$.)

From Corollary 7.18 in Dudley (op. cit.) it follows that $\{A\}$ is, in fact, a universal Donsker class: in particular, (D1) and (D2) are satisfied for any underlying distribution $F$. Three things need to be checked.
(i) $S_{3}$ is a Polish space.
(ii) \{A\} is a Vapnic-Cervonenkis class in $S_{3}$.
(iii) $\{A\}$ is a 'Suslin measurable collection of closed sets for the Effros Borel structure'.

A Polish space is a topological space metrizable by a complete separable metric (Dudley (op. cit., p.909)). So

```
clearly S_ is Polish, and (i) is satisfied. That (ii)
is also satisfied follows immediately from the definition
of Vapnic-Cervonenkis class (see Dudley (op. cit., p.920);
the Vapnic-Cervonenkis number, in his notation V({A}),
is 5). Condition (ii), in effect, means that {{A} is not
'too large'.
```

A set in a metric space is, by definition, Suslin if it is the range of a continuous function on a Polish space (Dudley (op. cit., p.909)). Since we can parameterise the spherical caps by $(\gamma, t) \varepsilon S_{3} x[-1,1]$, it follows that $\{A\}$ is Suslin, and a 'measurable collection of closed sets'. Then Corollary 7.18 follows directly from Propositions 3.2 and 4.3 and Theorem 7.1 in Dudley (op. cit.).

To summarise: the statements (5.3.7), and therefore (5.3.1), are true for any underlying distribution $F$ on $\mathrm{S}_{3}$.

The third characteristic of a Donsker class may be stated as follows:
(D3) The sample paths of the limiting process $G_{F}(A)$ (have versions which) are uniformly continuous with probability 1. (This is the 'GpUC' property in Dudley's terminology.)

Continuity is with respect to the psuedo metric $m_{F}$ on $\{A\}$ defined by

$$
m_{F}\left(A_{1}, A_{2}\right)=\operatorname{prob}_{F}\left(A_{1} \backslash A_{2}\right)+\operatorname{prob}_{F}\left(A_{2} \backslash A_{1}\right) \quad A_{1}, A_{2} \varepsilon\{A\}
$$

Of course, it is also possible to define a fixed metric $m_{0}$ on $\{A\}$ by

$$
m_{0}\left(A\left(\gamma_{1}, t_{1}\right), A\left(\gamma_{2}, t_{2}\right)\right)=\left\|\left(\gamma_{1}-\gamma_{2}, t_{1}-t_{2}\right)\right\|
$$

where $\|\cdot\|$ is the Euclidean metric on $R^{4}$. When $F$ is absolutely continuous, the metrics $m_{0}$ and $m_{F}$ are equivalent; but if $F$ bas atomic points they lead to different topologies on \{A\} . Since we shall only be considering absolutel.y continuous distributions $F$ in section 5.4 , this difference need not concern us.

In the next section, we shall need to make use of the fact that $\nu_{n}(A)$ is asymptotically uniformly continuous, i.e. given $\varepsilon>0$ there exists a $\delta=\delta(\varepsilon)$ such that $\operatorname{prob}_{F}\left[\sup _{A_{1}, A_{2}}\left|\nu_{n}\left(A_{1}\right)-\nu_{n}\left(A_{2}\right)\right| \geqslant \varepsilon: A_{1}, A_{2} \varepsilon\{A\}, m_{0}\left(A_{1}, A_{2}\right)<\delta\right] \rightarrow 0$ (5.3.9)
as $n \rightarrow \infty$. This follows from Theorem 2 in Wichura (1970), which implies that for almost all fixed 'outcomes' $\omega$, $\nu_{n}(A)(\omega) \rightarrow \nu_{\infty}(A)(\omega)$ uniformly over $A \varepsilon\{A\}$ as $n \rightarrow \infty$; plus property (D3) .

It should be clear from the discussion in this section that the circular arcs in $S_{2}$, the hyperspherical caps in $S_{p}, p>3$, and the closed balls in $R^{q}$ are all universal Donsker classes, so that in particular (5.3.1) and (5.3.7) hold in these cases, with no restriction on the underlying distribution F .

### 5.4 The Asymptotic behaviour of L-statistic Estimators of Concentration

In this section it is shown that, when the underlying distribution $F$ has oval symmetry about $\mu$, (5.2.3) is true if some mild conditions are satisfied by $J, F$ and ${ }^{\mu} n$, the estimator of $\mu$. These sufficient conditions may be stated as follows.
(J1) The function $J$ in (5.2.1) is non-negative, and piecewise continuously differentiable with at most a finite number of points of discontinuity, the jumps being bounded both in $J$ and $J$.
(J2) $J$ is a non-negative linear combination of a finite number of delta functions,

$$
J(.)=\Sigma \lambda_{j} \delta_{a_{j}}(.) \quad \lambda_{j} \geqslant 0, a_{j} \varepsilon(0,1)
$$

(F1) $F$ has a continuous density $f$ which is bounded away from zero.
(F2) $F$ has a continuously differentiable density $f$. In other words, the tangent plane to $f$ at every point $x \in S_{3}$ is well-defined, and these tangent planes vary continuously as $x$ varies.
(M) The estimator $\tilde{\mu}_{n}$ is $n^{\frac{1}{2}}$ - consistent, i.e.

$$
n^{\frac{1}{2}} \cos ^{-1}\left(\mu_{n} \mu^{\prime}\right)=o_{P}(1) \text { as } n \rightarrow \infty
$$

(F1) implies that, in the notation of (5.2.1)
(i) and $\quad f_{\gamma}(t)(t)=\partial F_{\gamma}(t) / \partial t$ are jointly continuous in $\gamma$ and $t$, and the latter is bounded away from zero, i.e.

$$
\begin{equation*}
\inf _{\gamma, t} f_{\gamma}(t)>0 \tag{5.4.1}
\end{equation*}
$$

(F2) implies that:
(ii) $\quad F_{\gamma}(t), f_{\gamma}(t) \quad$ and $\quad f_{\gamma}^{\prime}(t)=\partial f_{\gamma}(t) / \partial t$ are jointly continuous in $\gamma$ and $t$, and therefore bounded since they are defined on compact sets.
(iii) If $F$ has oval symmetry about $\mu \varepsilon S_{3}$ then $\lim _{\gamma \rightarrow \mu}|T(F, \gamma)-T(F, \mu)|=o\left(\cos ^{-1}\left(\gamma^{\prime} \mu\right)\right) \quad \gamma \varepsilon S_{3} \quad$ (5.4.3) It is in principle a very straightforward matter to prove (5.4.1) - (5.4.3) though the details tend to be a little messy.

Our strategy is as follows: firstly, we shall show that either conditions (J1) and (F1), or (J2), (F1) and (F2), ensure that an expansion of the form

$$
T\left(\tilde{F}_{n}, \gamma\right)-T(F, \gamma)=S\left(F, \gamma ; \tilde{F}_{n}-F\right)+R_{n}\left(\tilde{F}_{n}, F, \gamma\right)
$$

is valid where the functional $S$, which will be given explicitly in each case, is linear in $\left(\tilde{F}_{n}-F\right)$, and plays the role of a derivative; and in addition,

$$
\sup _{\gamma \in S_{3}}\left|R_{n}\left(\tilde{F}_{n}, F, \gamma\right)\right| \quad \text { is } \quad o_{p}\left(n^{-\frac{1}{2}}\right)
$$

Now consider the identity

$$
\begin{align*}
& n^{\frac{1}{2}}\left[T\left(\tilde{F}_{n}, \tilde{\mu}_{n}\right)-T\left(\tilde{F}_{n}, \mu\right)\right] \\
& =n^{\frac{1}{2}}\left[T\left(F, \tilde{\mu}_{n}\right)-T(F, \mu)\right]+n^{\frac{1}{2}}\left[S\left(F, \tilde{\mu}_{n} ; \tilde{F}_{n}-F\right)-S\left(F, \mu ; \tilde{F}_{n}-F\right)\right] \\
& \quad+n^{\frac{1}{2}}\left[R_{n}\left(F, \tilde{F}_{n}, \tilde{\mu}_{n}\right)-R_{n}\left(F, \tilde{F}_{n}, \mu\right)\right] \tag{5.4.5}
\end{align*}
$$

Then, if $F$ has oval symmetry about $\mu$, all three terms on the RHS of (5.4.5) will converge to zero in probability: the first because of (5.4.3) and (M) ; the third, because of the validity of the expansion (5.4.4); and the second because (F1) and (F2) are sufficient to ensure that we can apply Theorem 2.8 in Randles (1982), about which further details will be given later. This will be sufficient to ensure that (5.2.3) holds.

Theorem (5.4.6) If $J$ satisfies (JI) and $F$ satisfies (F1) then $T\left(F_{n}, \gamma\right)$ has an expansion of the form (5.4.4) with differential

$$
S\left(F, \gamma ; \tilde{F}_{n}-F\right)=-\int_{-1}^{1}\left(\tilde{F}_{n, \gamma}(t)-F_{\gamma}(t)\right) J\left(F_{\gamma}(t)\right) d t \quad \text { (5.4.7) }
$$

Proof Without loss of generality, assume that $J$ (or $J^{\prime}$ ) has one point of discontinuity, at a $\varepsilon(0,1) \cdot$ It will be shown that $T(F, \gamma)$ is uniformly Frechet differentiable (see Randles (1982, section 3) for definition). Namely, that

$$
\sup _{\gamma \in S_{3}}|T(G, \gamma)-T(F, \gamma)-S(F, \gamma ; G-F)|=o_{P}(d(F, G))
$$

Then the theorem will follow as an immediate consequence of (5.3.1).

Using integration by parts (as in Boos (1979, Theorem 1)) on $[T(G, \gamma)-T(F, \gamma)]$, it can be seen that

$$
T(G, \gamma)-T(F, \gamma)=-\int_{-1}^{1}\left[K\left(G_{\gamma}(t)\right)-K\left(F_{\gamma}(t)\right] d t\right.
$$

where $K($.$) is the function K(y)=\int_{0}^{y} J(u) d u$. Hence $[T(G, \gamma)-T(F, \gamma)-S(F, \gamma ; G-F)]$, where $S$ is given in (5.4.7), is equal to

$$
\int_{-1}^{1}\left[K\left(G_{\gamma}(t)\right)-K\left(F_{\gamma}(t)\right)-\left[G_{\gamma}(t)-F_{\gamma}(t)\right] J\left(F_{\gamma}(t)\right] d t \quad\right. \text { (5.4.9) }
$$

Now suppose $d(F, G)<\varepsilon / 2$ where $\varepsilon$ is small. On the intervals $\left[-1, F_{\gamma}^{-1}(a-\varepsilon)\right)$ and $\left(F_{\gamma}^{-1}(a+\varepsilon), 1\right]$ we can use Taylor's theorem. Therefore, since (J1) implies that $\sup _{u \varepsilon[0,1]}\left|J^{\prime}(u)\right|=M<\infty$, the absolute value of the integrand in (5.4.9) is bounded above by $d^{2}(F, G) M / 2$. Therefore the absolute value of (5.4.9) is bounded above by

$$
\begin{equation*}
(1-(-1)) d^{2}(F, G) M / 2=M d^{2}(F, G)<M \varepsilon^{2} / 4 \tag{5.4.10}
\end{equation*}
$$

To bound the integral over $\left[F_{\gamma}^{-1}(a-\varepsilon), F_{\gamma}^{-1}(a+\varepsilon)\right]$, define

$$
\begin{aligned}
V_{G, F, \gamma}(t) & =\left[K\left(G_{\gamma}(t)\right)-K\left(F_{\gamma}(t)\right)\right] /\left[G_{\gamma}(t)-F_{\gamma}(t)\right]-J\left(F_{\gamma}(t)\right) \\
& \text { if } \quad G_{\gamma}(t) \neq F_{\gamma}(t) \\
& =0 \text { if } \quad G_{\gamma}(t)=F_{\gamma}(t)
\end{aligned}
$$

Because $J$ is bounded, and $K$ is continuous, it is clear
that $V_{G, F, \gamma}(t)$ is bounded over $t$, by $V$ say. Therefore the integrand in (5.4.9) is bounded by $\operatorname{Vd}(F, G)$; and the integral over $\left[F_{\gamma}{ }^{-1}(a-\varepsilon), F_{\gamma}^{-1}(a+\varepsilon)\right]$ is bounded by

$$
\begin{equation*}
\operatorname{Vd}(F, G)\left[F_{\gamma}^{-1}(a+\varepsilon)-F_{\gamma}^{-1}(a-\varepsilon)\right] . \tag{5.4.11}
\end{equation*}
$$

Then (5.4.1) plus an application of the Mean Value Theorem ensure that (5.4.11) is bounded above by

$$
\begin{equation*}
v \varepsilon^{2} / 4 m \tag{5.4.12}
\end{equation*}
$$

where $m>0$ (independent of $\gamma$ ) is a lower bound for $f_{\gamma}(t)$. Finally, putting (5.4.10) and (5.4.12) together, it is seen that (5.4.8) holds.
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Theorem (5.4.13) If $J$ satisfies (J2) and $F$ satisfies (F1) and (F2), then $T\left(F_{n}, \gamma\right)$ has an expansion of the form (5.4.4) with

$$
S\left(F, \gamma ; \tilde{F}_{n}-F\right)=\left[a-\tilde{F}_{n, \gamma}\left(F_{\gamma}^{-1}(a)\right)\right]\left[f_{\gamma}\left(F_{\gamma}^{-1}(a)\right)\right]^{-1} \quad \text { (5.4.14) }
$$

where (without loss of generality) $J()=.\delta_{a}($.$) for some$ a $\varepsilon(0,1)$.

Proof It happens that $T(F, \gamma)$ is not uniformly Frechet differentiable in this case. A more direct approach is required. Now when $J=\delta_{a}$, it is immediate that

$$
T\left(\tilde{F}_{n}, \gamma\right)-T(F, \gamma)=\tilde{F}_{n, \gamma}^{-1}(a)-F_{\gamma}^{-1}(a)
$$

Expressing $\tilde{F}_{n, \gamma}^{-1}(a)$ as $F_{\gamma}^{-1}\left(a+\left[F_{\gamma}\left(\tilde{F}_{n, \gamma}{ }^{-1}(a)\right)-a\right]\right)$ and, for each fixed $\gamma$ using Taylor's Theorem to expand $F_{\gamma}^{-1}($. about a , it is seen that

$$
\begin{align*}
\tilde{F}_{n, \gamma} & -1(a)-F_{\gamma}^{-1}(a) \\
= & {\left[F_{\gamma}\left(\tilde{F}_{n, \gamma}{ }^{-1}(a)\right)-a\right]\left[f_{\gamma}\left(F_{\gamma}^{-1}(a)\right)\right]^{-1} } \\
& -\frac{1}{2}\left[F_{\gamma}\left(\tilde{F}_{n, \gamma}-1(a)\right)-a\right]^{2}\left[f_{\gamma}\left(c^{*}\right) / f_{\gamma}^{3}\left(c^{*}\right)\right] \tag{5.4.15}
\end{align*}
$$

where $c^{*}=\theta F_{\gamma}\left(\tilde{F}_{n, \gamma}{ }^{-1}(a)\right)+(1-2 \theta) a$ and $\theta(\gamma) \varepsilon[0,1]$. (Fl) and (F2) ensure the validity of this expansion. Since $f_{\gamma}^{\prime} / f_{\gamma}^{3}$ is bounded above, the theorem will follow from (5.3.1), provided it can be shown that, in probability,

$$
\begin{equation*}
n^{\frac{1}{2}} \sup _{\gamma}\left|\left[F_{\gamma}\left(\tilde{F}_{n, \gamma}^{-1}(a)\right)-a\right]-\left[a-\tilde{F}_{n, \gamma}\left(F_{\gamma}^{-1}(a)\right)\right]\right| \rightarrow 0 \tag{5.4.16}
\end{equation*}
$$

Define $\quad V_{n}(\gamma)=n^{\frac{1}{2}}\left[\tilde{F}_{n, \gamma}^{-1}(a)-F_{\gamma}^{-1}(a)\right] \quad$ and $W_{n}(\gamma)=n^{\frac{1}{2}}\left[a-\tilde{F}_{n, \gamma}\left(F_{\gamma}^{-1}(a)\right)\right] / f_{\gamma}\left(F_{\gamma}^{-1}(a)\right)$. Dependence of $V_{n}$ and $W_{n}$ on $a$ is suppressed, since the latter is fixed. An application of Taylor's Theorem (a second order expansion is required) plus (5.3.1), (5.4.1) and (5.4.2) show that (5.4.16) is equivalent to

$$
\begin{equation*}
\sup _{\gamma}\left|V_{n}(\gamma)-W_{n}(\gamma)\right| \rightarrow 0 \quad\left(\operatorname{Pr}^{*}\right) \tag{5.4.17}
\end{equation*}
$$

where $\operatorname{Pr}^{*}$, the outer probability, is needed because sets involved in the statement of (5.4.17) will not in general be measurable.

$$
\text { Now define } Y_{n, V}(\gamma)=n^{\frac{1}{2}}\left[F_{\gamma}\left(h^{*}\right)-\tilde{F}_{n, \gamma}\left(h^{*}\right)\right] / f_{\gamma}\left(F_{\gamma}^{-1}(a)\right)
$$

where $h^{*}=F_{\gamma}^{-1}(a)+V_{n}(\gamma) / n^{\frac{1}{2}}$. We need three lemmas.
Lemma (5.4.18) If $F$ satisfies (F1) then for any $k>0$, $n_{\gamma, t}^{\frac{1}{2}} \sup _{\gamma, \gamma}\left|\tilde{F}_{n, \gamma}(t)-F_{\gamma}(t)\right| \leqslant k \quad$ implies that
$\sup _{\gamma}\left|v_{n}(\gamma)\right| \leqslant\left(k+n^{-\frac{1}{2}}\right) / m$ where $m=\inf _{\gamma, t} f_{\gamma}(t)$.
Proof Put $t=\tilde{F}_{n, \gamma}^{-1}(a)$ and for each fixed $\gamma$ use Taylor's Theorem to expand $F_{\gamma}(t)$ about $F_{\gamma}^{-1}(a)$, noting that $\left|\tilde{F}_{n, \gamma}\left(\tilde{F}_{n, \gamma}^{-1}(a)\right)-a\right|<n^{-1}$

Lemma (5.4.19) If $F$ satisfies (F1) and (F2), then $\left|v_{n}(\gamma)-Y_{n, V}(\gamma)\right| \leqslant\left[\left|v_{n}(\gamma)\right|^{2} M+1\right] /\left(n^{\frac{1}{2}} m\right)$ where $M=\sup _{\gamma, t}\left|f_{\gamma}^{\prime}(t)\right|$ and $m$ is as above.

Proof Again, this involves a straightforward application of Taylor's Theorem. A second-order expansion is required here.
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Lemma (5.4.20) If $F$ satisfies (F1) and (F2) then $\left|Y_{n, V}(\gamma)-W_{n}(\gamma)\right| \rightarrow 0 \quad\left(P^{*}\right)$.

Proof $Y_{n, V}(\gamma)$ and $W_{n}(\gamma)$ can be expressed in the form $\nu_{n}\left(A\left(\gamma, t_{1}\right)\right), \nu_{n}\left(A\left(\gamma, t_{2}\right)\right)$ respectively where $t_{2}=F_{\gamma}^{-1}(a)$ and $t_{1}=t_{2}+v_{n}(\gamma) / n^{\frac{1}{2}}$. It follows from lemma (5.4.18) and (5.3.1) that

$$
\sup _{\gamma} m_{0}\left(A\left(\gamma, t_{1}\right), A\left(\gamma, t_{2}\right)\right) \rightarrow 0 \quad\left(\operatorname{Pr} r^{*}\right)
$$

because then $\left|t_{1}-t_{2}\right|=\left|V_{n}(\gamma)\right| / n^{\frac{1}{2}} \rightarrow 0\left(\operatorname{Pr}^{*}\right)$ uniformly in $\gamma$. Here, $m_{o}$ is the metric on $\{A\}$ defined in (5.3.8).

Now consider the inequality

$$
\begin{align*}
& \operatorname{Pr}^{*}\left(\sup _{\gamma}\left|V_{n}(\gamma)-W_{n}(\gamma)\right|\right) \\
& \leqslant \operatorname{Pr}^{*}\left(\sup _{\gamma}\left|V_{n}(\gamma)-Y_{n, v}(\gamma)\right|\right)+\operatorname{Pr}^{*}\left(\sup _{\gamma}\left|Y_{n, V^{\prime}}(\gamma)-W_{n}(\gamma)\right|\right) \tag{5.4.21}
\end{align*}
$$

That the first term on the RHS of (5.4.21) becomes small for $n$ sufficiently large follows from lemmas (5.4.18), (5.4.19), plus (5.3.1). That the second term becomes small follows from lemma (5.4.20).
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Finally, we need to check that the second term on the RHS of ( 5.4 .5 ) converges to zero in probability. Observe that (Fl) implies that both $\sup _{t}\left|F_{\gamma}(t)-F_{\mu}(t)\right|$ and $\sup _{t}\left|F_{\gamma}^{-1}(t)-F_{\mu}^{-1}(t)\right|$ are $o\left(\cos ^{-1}\left(\gamma^{\prime} \mu\right)\right)$ as $\gamma \rightarrow \mu$; and (F2) implies that $\sup _{t}\left|f_{\gamma}(t)-f_{\mu}(t)\right|$ is $o\left(\cos ^{-1}\left(\gamma^{\prime} \mu\right)\right)$ (the details are straightforward). With these results, it is then easy to show that the conditions for Theorem 2.8 in Randles (1982) to apply are satisfied.

We now make some comments.
(i) Since the functional $T$ is linear in $J$, our results also apply to linear combinations of the form $\lambda_{1} J_{1}+\lambda_{2} J_{2}$ where $J_{1}$ and $J_{2}$ satisfy (J1) or (J2). The differential $S$ is then the corresponding linear combination of the differentials of $J_{1}$ and $J_{2}$.
(ii) The proof that $\sup _{\gamma}\left|V_{n}(\gamma)-W_{n}(\gamma)\right| \rightarrow 0\left(\operatorname{Pr}{ }^{*}\right)$ in

Theorem (5.4.13) is based on the proof of an analogous (though simpler) result in Ghosh (1971, Theorem 1).
(iii) Theorems (5.4.6) and (5.4.13) apply if $S_{3}$ is replaced by $S_{p}, p=2$ or $p>3$; they also apply in $R^{q}$ if $J:[0,1] \rightarrow R$ has support on $[\psi, 1]$ for some $\psi>0$. (iv) Clearly (5.4.6) and (5.4.13) could be proved under weaker assumptions, but such extensions seem to be uninteresting.

### 5.5 Small Sample Properties

The form of the influence curves of the L-estimators presented in section 5.2 lead one to expect that these estimators will be substantially more robust, in large samples, than the maximum likelihood estimator. As it seems safe to assume that these robustness properties transfer to the small sample case, attention will now be focussed on their small sample properties when the Fisher distribution is in fact correct.

A simulation study was undertaken to investigate the performance of these estimators when the concentration parameter, $k$, is at least moderately large. In the simulation procedure, use was made of the fact that if $\theta$ is the colatitude, measured from the mean direction, of a
unit vector from a Fisher distribution, and $\phi$ is the longitude, then, for $k$ at least moderately large

$$
\begin{equation*}
z_{1}=\sin \theta \cos \phi \quad \text { and } \quad z_{2}=\sin \theta \sin \phi \tag{5.5.1}
\end{equation*}
$$

will, effectively, be independent zero-mean Normal variables with variance $\kappa^{-1}$.

A large value of $k, k_{0}=100$, was chosen for convenience. For sample sizes $n=10,20,30,40$ and $50, n$ pairs of $N(0,0.01)$ variables were generated using routine GO5DDF from NAG (1983). For each pair $\left(z_{1}, z_{2}\right)$ generated, polar coordinates $(\theta, \phi)$ were obtained from (5.5.1); and for each sample, the estimators $\tilde{k}_{0}(=\hat{\kappa}$, the maximum likelihood estimator), $\tilde{\kappa}_{1}, \tilde{\kappa}_{2}$ and $\tilde{\kappa}_{3}$, based on the sample mean direction, were computed. This was repeated 3,000 times for each sample size, and for $a=0.1,0.2$ and 0.3 ; and, in each case, estimates of the variances and mean square errors of $\tilde{\kappa}_{0}, \tilde{K}_{1}, \tilde{\kappa}_{2}$ and $\tilde{\kappa}_{3}$ were obtained. The estimates of the variances and mean square errors were then normalised by multiplying through by $n / \kappa_{0}^{2}\left(=n / 10^{4}\right)$, so that, as a consequence of (5.5.1), corresponding estimates for other values of $k$ not too small, say $k>3$, can be obtained by multiplying by $k^{2}$. The results are presented in Table 5.2.

Crude and somewhat pessimistic calculations suggest that, with high probability, the most inaccurate estimates in Table 5.2 should be within $10 \%$ of the true values; but most of the estimates should be rather more accurate than

## TABLE 5.2

Normalised estimates of the variances and mean square errors, $n \operatorname{var}\left(\tilde{\kappa}_{j} / \kappa_{o}\right)$ and $n E\left(\tilde{\kappa}_{j} / \kappa_{o}-1\right)^{2}$ respectively, for $j=0,1,2,3$.

this.

As one might expect, the normalised estimates of the variance and mean square error of the maximum likelihood estimator decrease monotonically to their asymptotic value of 1.0. For each fixed a, the same appears to happen with the quantile estimator $\tilde{K}_{2}$. However, the trimmed and Winsorised estimators, $\kappa_{1}$ and $\tilde{k}_{3}$ respectively, appear to behave differently: for each fixed a, they fluctuate, moderately, about their asymptotic values as the sample size increases.

It is interesting to see in Table 5.2 that for sufficiently small sample sizes, $\tilde{\kappa}_{1}$ and $\tilde{\kappa}_{3}$ have estimated variance and mean square error which are somewhat smaller than those of the maximum likelihood estimator; though of course the large sample optimality of the maximum likelihood estimator implies that the reverse should be the case in sufficiently large samples. The results in Table 5.2 appear to suggest that, at least for the range of values of a considered, the smaller the value of $a$, the larger the sample size needs to be for the maximum likelihood estimator to perform better on these two criteria.

There appears to be little to choose between the trimmed and Winsorised estimators, though both seem to perform somewhat better than the quantile estimator. An estimator which, overall, should be as good as any is
$k_{1}$, when $a=0.2$.

An attempt was made to improve the performance of these estimators by reducing the bias, in similar fashion to Best and Fisher (1981). The fact that $\mu$, the mean direction, is being estimated does complicate matters, but multipliers (see section 5.2 (i)) can still be obtained, assuming (incorrectly) that the bias of each order statistic due to the estimation of $\mu$ is the same.

However, the estimators $\tilde{\kappa}_{1}$ and $\tilde{\kappa}_{3}$, in each case considered in Table 5.2, were negatively biased (unlike the maximum likelihood estimator and $\tilde{\kappa}_{2}$ ); and although the 'multiplied' estimators usually did have less bias, their mean square errors never decreased noticably, and in some cases even increased. So there seems little to be gained from this approach, at least for the L-estimators we have considered.

### 5.6 L-estimators in Other Contexts

As mentioned earlier, (5.2.3) has analogues in other situations. In particular, this includes the Von-Mises distribution on the circle; and it would be reasonable to expect that the best of the L-estimators of concentration have favourable properties in this case as well. However, computational matters are a little less straightforward;
essentially because the $x_{1}^{2}$ and Von-Mises distribution functions are somewhat less tractable than those of the exponential and truncated exponential distributions. The position is similar for the Von-Mises-Fisher distribution in more than three dimensions.

We recall that $\mathrm{FB}_{5}$, described by Kent (1982) has a density which may be written

$$
c^{-1} \exp \left\{\kappa x^{\prime} \mu_{3}+\beta\left[\left(x^{\prime} \mu_{1}\right)^{2}-\left(x^{\prime} \mu_{2}\right)^{2}\right]\right\}
$$

where $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are three mutually orthogonal unit vectors. One would expect the maximum likelihood estimators of the shape parameters, $K$ and $\beta$, to suffer from a lack of robustness similar to that of the maximum likelihood estimator of the concentration parameter of a Fisher distribution. For a random sample $x_{1}, \ldots x_{n}$ of unit vectors from $\mathrm{FB}_{5}$, consider the squares of the scalar products

$$
\begin{aligned}
& u_{1}=\left(x_{1} \cdot \mu_{1}\right)^{2}, \ldots u_{n}=\left(x_{n} \prime_{1}\right)^{2} \\
& v_{1}=\left(x_{1}^{\prime} \mu_{2}\right)^{2}, \ldots v_{n}=\left(x_{n}^{\prime} \mu_{2}\right)^{2}
\end{aligned}
$$

It is not difficult to show that estimators of $k$ and $\beta$ based on $\left(u_{1}, \ldots u_{n}\right)$ and $\left(v_{1}, \ldots v_{n}\right)$, with $\mu_{1}$ and $\mu_{2}$ replaced by suitable estimates, satisfy a property analogous to (5.2.3). In other words, the asymptotic properties of such estimators of $k$ and $\beta$ doe not depend on whether $\mu_{1}$ and $\mu_{2}$ are known or estimated, suitable estimates for
$\mu_{1}$ and $\mu_{2}$ being the appropriate normalised eigenvectors
of the matrix of sums and products (Mardia (1972)) for the sample.

As a consequence, one could, in principle, construct robust estimators of $\kappa$ and $\beta$ based on linear combinations of the order statistics

$$
\sum_{i=1}^{n} a j^{u}(j) \quad \text { and } \quad \sum_{i=1}^{n} b_{j} v(j)
$$

with suitable choices for $a_{1}, \ldots a_{n}$ and $b_{1}, \ldots b_{n}$. If the underlying $\mathrm{FB}_{5}$ distribution were highly concentrated about its mean direction, then $u_{1} \ldots u_{n}$ and $v_{1}, \ldots v_{n}$ would be effectively independent $X_{1}^{2}$ variables, and so the calculations would not be daunting if the J-function were reasonably simple. However, if the underlying distribution were not highly concentrated, the calculations would be prohibitively complicated, and for this reason estimators of $K$ and $\beta$ of this type appear unattractive, bocause one does not want to have to make an a priori assumption of high concentration.

We conclude by briefly mentioning the possibility of using L-estimators for the eigenvalues of the covariance matrix of a multivariate Normal distribution. For Normal distributions whose covariance matrices have no special structure, one could follow a broadly similar approach to that suggested for $\mathrm{FB}_{5}$. In other words, one could project the observations onto estimates of the canonical axes, and use linear combinations of the squares of the projected values to estimate the corresponding eigenvalues. The
squares of the projected values would, asymptotically, be independent with $\quad x_{1}^{2}$ distribution, because elliptical symmetry, plus some mild regularity conditions, are sufficient to ensure that a result analogous to (5.2.3) holds in this case as well.

However, it is important that the estimators of the canonical axes be robust. For situations in which the component Normal variables were, in some sense, measured on compatible scales, a sensible choice of estimator for the mean would be the spatial median, described by Brown (1983), if the ratio of the smallest eigenvalue of the covariance matrix to the largest were not too close to zero. Then one could estimate the orientations of the canonical axes using the normalised eigenvectors of the matrix of sums and products, referred to above, but formed from the projections of the observations onto the hypersphere with centre the estimate of the mean, and radius 1. These estimators of the orientations would be consistent, asymptotically Normal, $\varepsilon$ iven a suitable parameterisation, and should be robust against extreme observations. The computation of L-estimators of the eigenvalues of the covariance matrix, given estimates of the canonical axes, is particularly straightforward, because function inversion is not required.

The estimators of the mean and covariance matrix of a Normal distribution described here are translation and rotation invariant, but not affine invariant, unlike the M-estimators suggested by Maronna (1976) and Campbell (1980).

Nevertheless, it would be interesting to know how the estimators described here compare with these M-estimators in situations in which affine invariance is not a strict requirement.

## CHAPTER 6

## FURTHER RESEARCH

### 6.1 Rotationally Symmetric Distributions

The Fisher distribution is, for statistical purposes, the most commonly used spherical model. In some situations encountered in practice, it may be reasonable to suppose that the population distribution is unimodal and rotationally symmetric; however, the particular choice of distributional form is usually one of practical convenience. Specifically, the maximum likelihood estimates of the parameters have explicit form, and methods of inference based on the Fisher distribution are quite well developed (see Mardia (1972)). The same comments apply to the von Mises distribution on the circle.

An obvious but important question is: how restrictive is the assumption of a Fisher distribution? Before we can discuss this, it is necessary to specify an alternative class of distributions. If, in this alternative class, we include distributions which do not have rotational symmetry, or even distributions which have rotational symmetry but are not unimodal, then the answer is likely to be: very restrictive. If, however, we define the alternative class to be precisely the unimodal rotationally symmetric distributions, the answer is not so clear. In particular, it
is not obvious how to define a measure of 'restrictiveness' in a fruitrul way.

One alproach would be to find the distribution (in the class of unimodal rotationally symmetric distributions) with given first moment which maximises the distance (according to some suitably chosen metric) to the Fisher distribution with the same first moment. Expressed mathematically, the problem is:

$$
\begin{aligned}
& \text { max } d(f, g) \text { where } f(u)=[k /(2 \sinh k)] e^{k u} \text {, } \\
& \text { g } \\
& g:[-1,1] \rightarrow R \quad ; \quad(6.1 .1) \\
& \varepsilon \geqslant 0, g^{\prime} \geqslant 0, \quad \int_{-1}^{1} g(u) d u=1, \quad \int_{-1}^{1} u g(u) d u=t(=B(\kappa))
\end{aligned}
$$

where $d$ is a metric, perhaps related to the metric defined in Chapter 5, in which case bounds on the error in probability statements would result. Problem (6.1.1) appears not to have an analytic solution, in view of the constraints $g \geqslant 0, \varepsilon^{\prime} \geqslant 0$. However, it may be possible to obtain good approximations to the solution of (6.1.1) numerically, though exactly how one would do this is not clear.

There are other possible approaches to measuring the 'restrictiveness' of the Fisher distribution. For example, something along the lines of Efron and Olshen (1978), who consider the broadness of the class of Normal scale mixtures. Or, alternatively, it might be helpful to express the problem as one in discrimination, in which case the ideas in Collett and Lewis (1981), who consider the problem of discriminating
between the von Mises and wrapped Normal distributions, may prove useful.

It may well turn out that in some contexts, particularly those in which very large samples are available, the Fisher family is inadequate, even within the class of unimodal, rotationally symmetric distributions. Solomon and Stephens, in the discussion of Kendall's (1974) paper, express the opinion that (on the circle) it would be belpful to have access to distributions which are more (and less) 'peaked' than the Von-Mises distribution, and suggest the need for a rotationally symmetric family with 2 shape parameters. If this applies on the circle, one would also expect it to apply on the sphere. One such generalisation, $\mathrm{FB}_{4}$, was referred to in Chapters 2 and 4. There are other ad hoc generalisations which we have looked at in some detail (but which have not been referred to in earlier Chapters). The $\mathrm{FB}_{4}$ family seems to be the most attractive generalisation, but it would perhaps be worth mentioning other possibilities briefly.

If $\theta$ is the colatitude of a Fisher distribution, measured from the mean direction, then $u_{\_}=(1-\cos \theta) / 2$ has negative exponential distribution, truncated at $u_{-}=1$. Two obvious possibilities are to generalise from truncated negative exponential on $[0,1]$ to truncated Gamma and Weibull distributions on $[0,1]$. One can do something similar with $u_{+}=(1+\cos \theta) / 2$. These families are not without interest, but several difficulties do arise. One
of these is that the 4 -parameter likclihood function (2 shape parameters and 2 location parameters) is unbounded above. The problem i.s similar to that which arises in maximum likelihood estimation for the 3-parameter Gamma and Weibull distributions.

Another possibility is the Fisher 'mean-mixture'. If the mean direction, $\mu$, of the Fisher distribution $F(\mu, \kappa)$ is itself assumed to have Fisher distribution $F\left(\mu_{0}, \kappa_{0}\right)$, then the 'mean-mixture' has density

$$
\begin{equation*}
g\left(x \mid \kappa, k_{0}, \mu_{0}\right)=p(t) /\left[p(k) p\left(\kappa_{0}\right)\right] \quad x \in S_{3} \tag{6.1.2}
\end{equation*}
$$

where $p()=.[4 \pi \sinh ().] /($.$) \quad and \quad t=\left(k^{2}+\kappa_{0}^{2}+2 \kappa_{0} x^{\prime} \mu_{0}\right)^{\frac{1}{2}}$. At first (naive) glance, the likelihood function based on this family looks as though, while complicated, it should be well-bohaved. However, empirical evidence suggests that the maximum always occurs at a boundary rather than a stationary point. Two cases occur: (i) $\hat{\kappa}_{0}=\hat{\kappa}$ and (ii) $\hat{\kappa}_{0}=\infty$ (or $\hat{\kappa}=\infty$ ). In view of the properties of the analogous Normal mixture, this is not at all surprising. T. Lewis, in some unpublished notes, has provided approximations which illustrate clearly what is happening. This 'degeneracy' in the likelihood problem seems a serious drawback, and it indicates that the mixture is not much different from a Fisher distribution.

So $\mathrm{FB}_{4}$ does appear to be the most attractive 2-parameter rotationally symmetric generalisation of the Fisher distribution. As in the Fisher case, it would be
useful to have an idea of bow 'general' this family is.

There is an interesting generalisation of the 'meanmixture'. If $x_{1}, \ldots x_{r}$ are independent $F(\mu, k)$ and $\mu$ is $F\left(\mu_{o}, k_{o}\right)$., then the joint marginal distribution of $x_{1}, \ldots x_{r}$ is:

$$
\begin{equation*}
g\left(x_{1}, \ldots x_{r} \mid \kappa, k_{c}, \mu_{o}\right)=p(t) /\left[[p(k)]^{r_{p}}\left(k_{o}\right)\right] \tag{6.1.3}
\end{equation*}
$$

where $p($.$) is the same as in (6.1.2), and$

$$
t=\left(k_{o}^{2}+r k^{2}+2 k k_{0} \mu_{o}, \sum_{j=1}^{r} x_{j}+2 k^{2} \sum_{i<j} x_{i}^{\prime} x_{j}\right)^{\frac{1}{2}}
$$

When $r>1$, degeneracy in the likelihood problem does not occur. This model is closely related to the 'two-tier' model of McFadden (1982); the latter appears to be an approximation of (6.1.3) based on the assumption that $k$ and $k_{0}$ are large. McFadden's two-tier analysis allows the separation of 'between site' variation (determined by $k_{o}$ ) and 'within site' variation (determined by $k$ ), and may be regarded as a simple 'random effects' model.

Mixtures of this type and others (e.g. concentration mixtures) have obvious modeling possibilities, and deserve further investigation. Wuch of the discussion in this section also applies to the von Mises distribution on the circle.

### 6.2 Spatial Unit Vector Frocesses

This is an area in which little or no work appears to have been done. Ye shall just offer a few naive observations, and mention some unsolved problems.

Let $S$ be an index set, assumed to be a subset of $p-$ dimensional Euclidean space. For example, $S$ may be a lattice, or the unit hypercube. In some applications, one may wisb to consider unit vector processes defined on $S$, i.e. a family of (dependent) unit vectors

$$
\left\{x(s): x(s) \varepsilon S_{n}, s \in S \subseteq R^{p}\right\}
$$

An interesting question is: what is a suitable unit vector analogue of a Gaussian process on $S$ ?

If $n=2$, so that each $x(s)$ is a circular variable, then there is a straightforward answer. For any real-valued Gaussian process $Z(s)$ defined on $S$, there is an associated circular process obtained by 'wrapping' at each seS given by $x(s)=z(s)(\bmod 2 \pi)$. Several properties of the wrapped process follow immediately.
(i) If the original process has continuous or differentiable sample functions, then so does the wrapped process.
(ii) The marginal distribution of each $x(s)$ is wrapped Norma1.
(iii) The finite dimensional distributions can be written down as infinite sums, in similar fashion to the wrapped

Normal.
(iv) The conditional distributions are not of wrapped Normal form.

$$
\text { When } n=3 \text {, so that each } x(s) \text { is spherical, a }
$$ wrapping procedure is not available. The problem is now much more difficult, and so far we have not been able to make substantial progress. In fact, we have not even succeeded in constructing a joint distribution for $x\left(s_{1}\right)$ and $x\left(s_{2}\right)$ such that the marginal distributions of $x\left(s_{1}\right)$ and $x\left(s_{2}\right)$ are of spherical Brownian motion form (as defined in Roberts and Ursell (1960)). It would be nice to see a solution to this problem.

There is, hovever, a unit vector process on $S$ which is in principle easily constructed in all dimensions. In the three dimensional case: let $z_{1}(s), z_{2}(s)$ and $z_{3}(s)$ be Gaussian processes defined on $S$. Then define the unit vector process

$$
\begin{aligned}
& x(s)=\left(z_{1}(s), z_{2}(s), z_{3}(s)\right) / R(s) \\
& R(s)=\left(\left[z_{1}(s)\right]^{2}+\left[z_{2}(s)\right]^{2}+\left[z_{3}(s)\right]^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

If $S$ contains an open set, the question arises as to whether inf $R(s)>0$ almost surely. We do not know the seS answer. If the answer is yes, the sample functions will be continuous or differentiable if those of $z_{1}(s), z_{2}(s)$ and $z_{3}(s)$ are; but if not, the unit vector process will have singularities. This problem can not arise if $S$ is
countable.

If $z_{1}(s), z_{2}(s)$ and $z_{3}(s)$ are independent, homogeneous processes with zero mean and the same covariance function, then the finite dimensional distributions simplify considerably.

It would be interesting to know whether the process $x(s)$ constructed via (6.2.1) is infinitely divisible, when a suitable extension of Kent's definition of spherical addition is used (see Mardia (1975, discussion)).

There are many interesting and challenging problems in this and related areas such as 'spatial orientation processes'. Kingman (1984) mentions a problem concerning the orientation of grains in a crystalline substance.
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