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I 

 

Abstract 

In the research described in this thesis, a novel hydrogen production process via integrated 

chemical looping water splitting technology (ICLWS) was developed. In addition, a state-

of-the-art process for production of decarbonised iron through a four-stage chemical 

looping water splitting technology (CLWSFe) was proposed. Both processes were 

simulated using the Aspen Plus simulator. Heat integration analysis was applied to the two 

processes, utilising pinch-point analysis in order to minimise utility usage and optimise 

their thermodynamic performance. Furthermore, sensitivity analysis was performed for the 

ICLWS process to detect the optimum operating conditions. Both processes were 

thermodynamically and economically assessed to determine their viability by comparing 

them with benchmark processes, i.e. the steam methane reforming process (SMR) that was 

developed earlier in this work and other competitive chemical looping processes described 

in the literature. The thermodynamic results showed that the ICLWS and the CLWSFe 

processes exhibited improved effective efficiency by 12.3% and 20.8% compared with the 

SMR process. Regarding the efficiency of hydrogen production, the ICLWS process 

exhibited 11.7% higher efficiency than the SMR process; however, the efficiency of 

hydrogen production by the CLWSFe process was 1.6% lower than that of the SMR 

process. For the economic assessment, CAPEX, OPEX and the hydrogen production cost 

were evaluated for both processes. Results indicated that the hydrogen production cost 

through the ICLWS process with MgAl2O4 as support material was 17.5% lower than that 

through the SMR process, and was 26.3% lower through use of the CLWSFe process than 

through use of the SMR when iron as a saleable product was considered. In addition, a 

one-dimensional steady-state model was developed to obtain the conversion and 

temperature profiles for all the reactors involved in the ICLWS and CLWSFe processes. 

Consequently, the size of each reactor was determined. Furthermore, a system of integrated 

pumped heat-energy storage (IPHES) was developed by integrating pumped-energy 

storage with the ICLWS process. Then, an open-cycle gas turbine was merged with this 

system to form another novel energy-storage system called OIPHES. The transient 

behaviour of the temperature of the solid inside the storage tanks and the daily energy 

generation for a selected days in the year in both systems were investigated. Based on that, 

both systems were assessed thermodynamically and economically. Also, an economic 

sensitivity analysis was performed for the OIPHES process and a feasibility equation was 

derived showing the conditions required to enhance the feasibility of the OIPHES system. 

As a case study, the influence of the hydrogen fuel feed rate on the system’s daily profits 

was studied. Therefore, the optimum hydrogen fuel feed rate to maximise the daily profits 

of the OIPHES system was selected. 
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Chapter 1 : Introduction 

1.1  Statement of the problem 

Global warming and climate change have become important subjects to tackle due to the 

implications they have for the global ecosystem and human quality of life [1]. Emissions of 

greenhouse gases (GHG), predominantly carbon dioxide (CO2), are targets of the 

Intergovernmental Panel on Climate Change (IPCC) as the major precursors of global 

warming [2]. Efforts are underway to reduce anthropogenic emissions of GHG in order to 

restrict the associated rise in the worldwide temperature for this century to 1.5-2℃ above 

pre-industrial levels. These figures were enshrined in the Paris Agreement of the parties to 

the United Nations Framework Convention on Climate Change in 2015 [2]. To achieve this 

restriction in temperature rise, deep decarbonisation of all the major sources of CO2 

emissions, including power generation, transportation and industries such as cement and 

steel production, is essential.  

 

 

Figure 1.1: Global CO2 emissions: historical emissions, country pledges, and emission scenarios 

One strategy for decarbonisationg strategy is carbon capture and storage (CCS). CCS 

technologies are categorised into: i) pre-combustion, ii) post-combustion and iii) oxy-fuel 

combustion. In pre-combustion, the fuel is reformed or gasified with pure oxygen stream to 

produce a mixture of carbon monoxide (CO), CO2 and hydrogen, or synthesis gas (syngas). 

The CO2 is captured by physical absorption while the syngas is combusted with oxygen 

and fed to a gas turbine where power is generated [3]. In the post-combustion process, the 

CO2 is captured after fuel combustion using a unit such as an amine scrubber. In the oxy-

fuel technique, the fuel is combusted in pure oxygen separated from air. Combustion in this 
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nitrogen-free system produces flue gases mainly composed of CO2 and water, so the CO2 is 

produced as a concentrated stream that can be captured efficiently [4]. Of these three 

techniques, pre-combustion, which involves a shift from carbon-intensive fossil fuel to a 

decarbonised fuel such as hydrogen, has drawn much research interest [5]. 

Hydrogen (H2) is an environmentally benign fuel (zero carbon at the use point) that has 

multiple applications. It can be used in many ways: as fuel for transportation; as fuel for 

electricity generation through fuel cells and gas turbines; as a precursor in many industries 

such as fertiliser and pharmaceutical manufacture; in petroleum refining through hydro-

treating and hydro-cracking units; and it can be used in domestic and industrial heating [6]. 

The main route of hydrogen production is the steam methane reforming process (SMR) [7]. 

This process is economically attractive; the hydrogen production cost through SMR is 

US$2.31/kg H2 produced, which is considered the lowest among all  hydrogen production 

methods [8]. However, this process produces approximately 3% of total global industrial-

sector CO2 emissions, as 7kg of CO2 is emitted per kilogram of H2 produced [9]. 

Therefore, an integration of this process with use of efficient carbon capture and storage 

(CCS) technology is mandatory to mitigate against global warming and climate change. 

The SMR process produces hydrogen through multi-units from a reformer through a water 

gas shift reactor and amine scrubber to pressure swing adsorbers or membrane separators 

[10]. These units are intensive users of energy,, which result in a high energy penalty that 

reflects on the overall thermal efficiency of the process [11]. Studies have shown that the 

thermal efficiency of the SMR process is between 68% and 70% [8, 12]. Hence, the 

deployment of an environmentally friendly and economically attractive process with a low 

energy-penalty H2 production method is of huge interest to researchers. 

Another important source of industrial CO2 emissions is iron and steel production, which 

accounts for 30% (2.6 Gigatonnes (Gt) of CO2 per year) of overall industrial emissions. 

Other emission sources are shown in Figure 1.2. Iron and steel are mainly produced via 

blast furnaces, each of which emits 1-1.5 Gt CO2 per tonne (t) of iron produced. Oxy-fuel 

technology is employed normally to reduce CO2 emissions from blast furnaces. However, 

only 75% of the CO2 is captured using this technology, due to the emission of CO2 from 

other units in steel production plants such as coke ovens and the sintering process [9]. 

Deep decarbonisation of steel and iron manufacturing results in a high cost of about 20-25 

euros (about US$25) per tonne of CO2 captured [13]. A lower cost substitute is direct 
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reduced iron (DRI) technology. However, it is used only on a small-scale around the world 

and is mainly concentrated in the Middle East [9]. Based on these facts and the need for 

substitutes to the SMR process and blast furnaces in order to fulfil the Paris agreement, 

chemical looping water splitting (CLWS) technology is among the hydrogen production 

techniques that have caught attention. This technology has inherent CO2 capture that 

results in a low energy-penalty compared with SMR. 

 

 

 

 

 

 

(a)                                                                       (b) 

Figure 1.2: (a) Industrial direct CO2 emissions by sector; (b) CO2 emission sources at refineries 

[9] 

In the CLWS process, carbonaceous fuel is indirectly fully combusted with oxygen 

through an oxygen carrier. Carbon dioxide is captured through steam condensation [10]. 

Hydrogen is produced via the thermal splitting of steam with the reduced oxygen carrier. 

Hence, a pure hydrogen stream is formed through steam condensation without the need for 

any additional energy-intensive unit [14]. In addition, CLWS configuration can be adjusted 

towards the manufacturing of pig iron with almost 100% CO2 capture . Also, due to the 

vast amount of excess thermal energy, steam generation or combined cycle can be 

integrated with the CLWS to generate/store electricity in-situ with CO2 capture [15]. The 

scope of the work described in this thesis is to develop decarbonised processes that can be 

a promising substitute in the near future for the major methods currently employed for 

hydrogen energy and steel and iron production, as well as energy generation. 

1.2  Aims and objectives of the research project  

To evaluate the feasibility of alternative processes for the production of hydrogen, iron or 

electricity and to decide whether they can be effective substitutes for the current benchmark 

processes for these products, the following procedures were conducted: 
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• A novel chemical looping process was developed for the production of stand-alone 

targeted products, i.e. hydrogen, iron and electricity, or the three combined in one 

process. 

• The developed process was optimised thermodynamically to find the highest 

possible efficiency. This was performed by minimising the heating utility usage 

through pinch-point analysis. 

• The processes developed were evaluated thermodynamically by determining their 

energy and exergy efficiency, and economically by determining their capital 

expenditure, operating expenses and the production cost of the process measured 

against the amount of product obtained. In order to study the quality of the 

processes developed, they were compared with their alternative benchmark 

processes. 

1.3  Structure of the thesis 

This thesis is comprised of eight chapters with the following content:  

(i) The first chapter describes the scope of the research. First it defines the problem, i.e. 

climate change and global warming. Then, the chapter discusses the main cause of 

the problem’s existence, which is the emission of greenhouse gases and 

predominantly CO2. Finally, it considers approaches to overcome the problem, by 

use of decarbonised fuel and development of a decarbonised process that leads to 

near-zero carbon emissions.  

(ii) The second chapter presents a literature review about hydrogen production 

technologies and briefly discusses their advantages and disadvantages. It introduces 

chemical-looping technologies and specifically those used for hydrogen production, 

i.e. chemical looping water splitting (CLWS) and chemical looping reforming. Also, 

it contains a brief overview of chemical looping processes that have been developed 

in earlier studies.   

(iii) The third chapter discusses the development of the baseline CLWS process and 

describes in detail how this process is optimised thermally using pinch-point 

analysis. The optimised process is called integrated chemical looping water splitting 

(ICLWS). In addition, sensitivity of process output parameters such as gas and solids 

conversion due to the manipulation of the process input parameters such as the 

oxygen-carrier flow rate, temperature or gas temperature is analysed. Finally, the 
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process is assessed thermodynamically by determining its thermal and effective 

efficiencies, and it is compared with other similar chemical looping processes which 

have been previously developed, as well as the SMR process, which is considered the 

benchmark process for H2 production. 

(iv) The fourth chapter presents the development of a novel chemical-looping process 

(CLWSFe) for the production of hydrogen with direct reduced iron (DRI) as co-

product, as well as electricity generation in-situ with CO2 capture. The chapter 

includes descriptions of the process and its development, then its optimisation 

through the minimisation of utilities usage and finally the thermodynamic evaluation 

of the process by determining its thermal energy and exergy efficiencies. 

(v) Chapter Five starts with an overview of the process reaction kinetics. Then it 

discusses the modelling of the reactors involved in both the ICLWS and CLWSFe 

processes. It shows the equations that govern the mass balances of the components 

involved in the reactions that occur during both processes, and the energy balances in 

both the gas and solid phases. Moreover, the gas and solids conversion profiles as 

well as the temperature profiles are presented. 

(vi) In Chapter Six, the economic methodology followed to assess the ICLWS and 

CLWSFe processes are introduced. Then, both processes are evaluated economically 

based on the methodology presented, and are compared with both the SMR process 

and other competitive chemical looping processes.  

(vii) Chapter Seven describes an energy storage system called “Pumped thermal energy 

storage” and considers previous studies evaluating this system. The chapter explains 

the integration of this energy storage system into the ICLWS process for further 

study. The energy storage tanks are modelled for the integrated process and then the 

process is evaluated thermodynamically and economically. An open-cycle gas 

turbine is added to the system and its effect on the process efficiencies and feasibility 

are investigated.  

(viii) Finally, Chapter Eight summarises all findings and conclusions. 
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Chapter 2 : Chemical looping and competing processes for 

hydrogen production  

 

In this chapter, hydrogen production processes including chemical looping are introduced. 

The chapter is divided into two parts. The first part presents a description of hydrogen 

production processes. The section focuses on the steam methane reforming process, as this 

is the dominant method used in industry. It provides an overview of the other methods used 

for hydrogen production, such as partial oxidation of fuels, electrolysis, water pyrolysis 

using photo-catalysts and biological techniques. The second part of the chapter introduces 

the chemical looping technologies specialised in hydrogen production. It describes the 

technology through process flow diagrams, showing its advantages and disadvantages, and 

it mentions previous studies conducted on the development of processes for hydrogen 

production via this technology. Furthermore, parameters such as thermal efficiency and 

hydrogen production cost discussed in these studies are evaluated to compare chemical 

looping technology with other competitive processes of hydrogen production. 

2.1 Steam methane reforming 

Steam methane reforming is currently the most favoured process for hydrogen production. 

Overall, 75% of worldwide hydrogen production is via this technology. The reason for this 

is economic: depending on the amount of carbon capture and storage (CCS) and whether or 

not the process is coupled with the power generation cycle, the hydrogen production cost 

has been quoted to be as low as US$1.64-1.7/kg H2 produced, which is cheaper than other 

H2 production processes [16]. In steam methane reforming, methane is reacted with steam 

and passed into a reformer, which is a set of metallic tubes filled with nickel catalyst. Eqs. 

(2.1-2.2) show the endothermic reactions that occur [12]. Heat is radiated to the metallic 

tubes in the reformer by combusting the flue gas that is exhausted from the hydrogen 

separation units and mixed with natural gas, as shown in Figure 2.1. This step is required 

to ensure the reaction continuity. According to the International Energy Agency’s 

Greenhouse Gas (IEAGHG) research programme, the endothermic reactions (2.1-2.2) are 

thermodynamically limited; in order to improve the equilibrium conversions, the reformer 

temperature or the steam to natural gas ratio is altered [16]. The syngas discharged from 
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the reformer is fed to the water gas shift reactor (WGS) to convert most of the CO to CO2 

(i.e. 97% conversion) according to reaction (2.3). This reaction usually takes place in 

several stages, each at a different temperature, to maintain the required CO conversion. In 

most SMR processes this step is accomplished through two reactors: the high and low 

temperature water gas shift reactors. In the high water gas shift reactor (HTS), reaction 2.3 

usually occurs at temperatures of 310-350 ºC which achieves 70-80% conversion of CO to 

CO2. Since this reaction is exothermic and equilibrium constrained, another stage of WGS 

is needed at a lower temperature of 250-290 ºC in the low temperature water gas shift 

reactor to increase the CO overall conversion to 97%. The catalysts used in WGS reactors 

are iron, nickel or copper based [12].  

CH4  +  H2O  =  CO  +  3H2                     ΔH298 = 205 kJ/mol        (2.1) 

CH4  +  2H2O  =  CO2  +  4H2                     ΔH298 = 165 kJ/mol        (2.2) 

CO  +  H2O  =  CO2  +  H2                               ΔH298 = -42 kJ/mol        (2.3) 

To obtain hydrogen of 99% purity, separation units that comprise an amine scrubbing unit 

followed by either a pressure swing adsorber (PSA) or a membrane are required [12, 17]. 

The block flow diagram of the conventional SMR process is shown in Figure 2.2.  

 

Figure 2.1:Schematic representation of a steam methane reformer [16] 
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Figure 2.2: Steam methane reforming block-flow diagram, AGR = acid gas removal [12] 

Despite the economic attraction of SMR for hydrogen production, the energy penalty is 

high due to the vast amount of thermal energy utilised in the separation units [11]. As a 

consequence, the thermal efficiency of the process is low, ranging between 68% and 70%, 

according to the literature [8]. In modern SMR processes, only PSA or a membrane system 

is used for hydrogen purification [16], and this leads to a reduction in the total energy 

consumption of the process. Consequently, the overall energy efficiency of the process is 

increased to 74 - 85% [18] and the total energy consumption for such a process is 12.4 – 

16.3 GJ/Nm3 of H2 produced [16]. The block flow diagram for the modern SMR process is 

represented in Figure 2.3.  

 

Figure 2.3: The block flow diagram of the modern SMR process [19] 
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2.2 Hydrocarbon partial oxidation 

Hydrogen can be generated through the partial oxidation (POX) of hydrocarbons with 

steam according to reactions (2.4) and (2.5) under moderate to high pressure depending on 

the hydrocarbon used [20]. 

2CnHm  +  H2O +  11.5O2  →  nCO +  nCO2  +  (m + 1)H2                 (2.4) 

Coal +  0.6O2  +  0.7H2O →  CO2  +  H2                                                 (2.5) 

Many hydrocarbons are suitable for this process, from gaseous fuels through heavy-liquid 

fuels, such as heavy oil or petroleum residual oil, to charcoal. Depending on the fuel used, 

certain undesired components are produced in combination with CO and CO2 such as 

hydrogen sulphide (H2S), sulphurous oxides (SOx), mercaptans, ash and metals [20]. 

Consequently, sulphur-treatment units, wastewater treatment units, solids deposition 

treatment units, and hydrogen purification units such as a pressure swing adsorber are 

required downstream. Process flow diagrams for heavy hydrocarbon partial oxidation and 

coal partial oxidation are shown in Figures 2.4 &2.5 respectively. 

  

Figure 2.4: Hydrogen production via heavy hydrocarbon partial oxidation [20] 
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Figure 2.5: Hydrogen production by coal gasification [20] 

 

2.3 Auto-thermal reforming 

The auto-thermal reforming (ATR) process is a synergy between the steam methane 

reforming and partial oxidation processes. In ATR, heat that is exhausted from the partial 

oxidation reaction of the fuel is utilised in the endothermic reaction of steam reforming. 

Thus, the hydrogen production and the thermal efficiency of the process are improved [16]. 

Fuel (natural gas) with steam and air/O2 are fed to the auto-thermal reformer. If pure 

oxygen is fed to the reformer, an air separation unit must be integrated into the process 

upstream, as shown in Figure 2.6 [19]. In the auto-thermal reformer, two reaction zones 

occur: a) the combustion zone; and b) the reforming zone. The following combustion 

reactions take place at the combustion zone [16]: 

CH4   +   0.5 O2  →   CO +  2H2                                                                            (2.6) 

H2/CO  +  0.5 O2  →  H2O/CO2               (2.7) 

Then the gases pass to the lower section of the ATR, which is filled with nickel catalyst 

and is where the steam reforming reactions (2.1-2.3) takes place. A schematic diagram of 

the auto-thermal reformer is shown in Figure 2.7 [16]. After the reformer the syngas is fed 

to the gas shift convertor to convert the CO into CO2, as represented by reaction 2.3. If the 

natural gas contains impurities, such as sulphur or heavy metals, these must be removed 

either before or after the reformer, as shown in Figure 2.6 [19]. The gas that emerges from 

the shift convertor passes to the H2 recovery and purification unit in a similar way to its 

passage in the modern SMR process. The ATR process has thermodynamic efficiency of 

60 – 74% [19].  
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Figure 2.6: Simplified process-flow diagram of auto-thermal reforming [19] 

In addition, the energy consumption here is 9.2 - 10.5 GJ/Nm3, which is 25.8 - 35.5% 

lower than that found with SMR [16]. This is attributed to the absence of an external 

energy source, i.e. additional natural gas used for heating. Therefore, less fuel is consumed 

in this case than in SMR. The ATR process has the most economic hydrogen production 

cost of $1.48-2.0/kg [18]. 

 

Figure 2.7: Schematic diagram of auto-thermal reformer[16] 

2.4 Hydrocarbon pyrolysis 

Hydrogen can be formed through the decomposition of hydrocarbons via the following 

reaction [19]: 

CnHm → nC + m 2⁄ H2                                                                                                  (2.8) 
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For light hydrocarbons with normal boiling point of 50-200 ºC, reaction (2.8) is carried out 

catalytically, forming only elemental carbon and hydrogen. However, for heavier 

hydrocarbons, hydrogen is produced through the two-stage reaction represented by: 

Hydro-gasification: CH1.6 + 1.2H2 → CH4                          (2.9) 

Methane cracking: CH4 → C + 2H2             (2.10) 

When methane is used for this process, the decomposition takes place at 980ºC and 

atmospheric pressure. Carbon is separated from the product gas comprised of hydrogen 

and unconverted methane, and then it is fed to a membrane separation unit to decarbonise 

the hydrogen product. The catalyst is detached from the deposited carbon and recycled to 

the decomposer reactor, whereas the carbon is stored as the process by-product. The block 

flow diagram of the methane pyrolysis is shown in Figure 2.8 [19]. 

This process offers an advantage over SMR in its lower energy requirement per mole of H2 

produced, at 37.6 kJ/mol compared with 63.3 kJ/mol for SMR.  The amount of energy 

necessary for hydrocarbon pyrolysis can be obtained from the combustion of 15-20% of 

the hydrogen produced [21]. Furthermore, this process does not require the water gas shift 

(WGS) or CCS units for hydrogen decarbonisation. Therefore for large-scale plants, the 

capital cost and the hydrogen production cost are lower compared with those of SMR or 

POX. [22].      
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Figure 2.8: Block-flow diagram of methane pyrolysis process [19] 

 

In contrast, the complexity of H2/CH4 separation is considered the main disadvantage of 

the process. Membrane durability is the main problem; the high operating temperature 

needed to overcome the equilibrium constraints reduces the membrane’s lifetime. 

2.5 Water electrolysis  

Water electrolysis was first discovered in 1789 by Troostwijk and Diemann, and was 

defined as the electrochemical splitting of water into hydrogen and oxygen according to 

reaction 2.11 [23].This technology was reported to produce hydrogen of purity 100%.  

H2O(l) + 237.2 kJ/mol⏟        
Electricity

+ 48.6 kJ/mol⏟        
Heat

→ H2 +
1
2⁄ O2                                               (2.11) 

Several technologies have been developed under the umbrella term of water electrolysis. 

The most important are: i) alkaline electrolysis, and ii) proton exchange membrane (PEM) 

electrolysis.   

2.5.1 Alkaline Electrolysis (AE) 

Alkaline electrolysis is the most mature water electrolysis technology. Commercial 

hydrogen production facilities that use this technology consume megawatts of energy 
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worldwide [24]. An electrolysis cell comprises an anode, a cathode, a power supply and 

electrolyte [25]. An electric current is applied to the electrodes, resulting in decomposition 

of the water molecule into hydrogen gas and hydroxide ion that is drawn to the cathode, as 

shown by reaction (2.12). Hydroxide ions from the electrolyte solution (potassium 

hydroxide, KOH) pass through a membrane to the anode, which releases the electrons back 

to the power supply to close the circuit and maintain the charge balance according to 

reaction (2.13) [23]. 

Cathode: 2H2O +  2e
−  →  H2   +  2OH

−                                                                    (2.12) 

Anode: 2OH− →  
2

1  O2  +  H2O +  2e
−                                                                     (2.13) 

Overall: H2O →  H2  +  
2

1 O2                                                                                                                                 (2.14) 

 

Figure 2.9: Schematic of basic alkaline electrolysis cell [20]. 

 

Gas scrubbing and cooling are required to separate hydrogen from water and oxygen. The 

result is +99%-pure hydrogen [25].  

This technology offers long-term operational stability and relatively low cost compared 

with PEM. The main disadvantages of this method are the requirements for limited current 

density (0.2-0.4 mA/cm2), low operating pressure, and the occurrence of gas cross 

diffusion through the membrane, which lead to a reduction in the hydrogen production rate 

and in the cell’s overall efficiency. [23].    
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2.5.2 PEM electrolysis 

This technology was first developed by General Electric to overcome the disadvantages of 

alkaline water electrolysis [26]. In this technology, a solid polymer membrane was used as 

an electrolyte as opposed to the alkaline solution in the alkaline electrolysis. For the PEM 

electrolysis, a hydrogen proton H+ and an electron are released as a result of the 

electrochemical split of water at the anode. Both are transported through the 

polysulphonated membrane to the cathode, where they are recombined to form hydrogen. 

This is represented by the schematic shown in Figure 2.10 [27]. 

PEM electrolysis has several advantages over alkaline water electrolysis, one of which is 

the use of high current density (2 A/cm2). This feature decreases the operational cost of the 

electrolysis operation [23]. High proton conductivity is also achievable (0.1± 0.02 S/cm) 

due to the thin membrane electrolyte used (Σ20-300 𝜇m). Also,  reduced gas crossover was 

detected in PEM electrolysis compared with alkaline electrolysis and, as a consequence, 

higher purity of hydrogen product [28].  

 

Figure 2.10: Schematic diagram of PEM electrolysis cell [23] 

In contrast with alkaline electrolysis, PEM electrolysis can be operated at high pressure 

due to the use of solid electrolytes, which enables the cells to be placed in a stacking 
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design [29]. High-pressure operation can improve the electrolysis in multiple ways, such 

as: provision of hydrogen product at elevated pressure for the end user, thus reducing the 

cost of energy required to pressurise it; minimisation of the expansion and dehydration of 

the membrane polymer, which results in preservation of the catalytic layer and extension of 

its lifetime; and improvement of the diffusion of the hydrogen gas product from the cell 

[30]. 

2.6 Water photolysis 

In this method, water is split by the application of ultraviolet (UV) radiation rather than 

electricity, in photochemical cells analogous to the electrolysis cell. The splitting of water 

occurs when the molecules absorb at least 285.6 kJ/mol of energy from the UV radiation 

[20]. Some photo-catalysts such as semi-conductors or salts are used to promote the rate of 

absorption and transmission to the water molecule of the UV radiation. As a consequence, 

the water molecule at the anode splits into an H+ ion and O2, releasing electrons. The 

oxygen gas remains in the water at the anode while the H+ ion and electrons travel to the 

cathode through the electrolyte to form H2. The reactions taking place in a photo-

electrolysis cell are listed below [31].  

Anode: 2P+  +  H2O →  2H+  +  
2

1 O2                                                                 (2.15) 

Cathode: 2e−  +   2H+  →  H2                                                                                                                         (2.16) 

In these equations, P+  is the photo-catalyst. 

2.7 Biological methods  

The production of hydrogen is possible through biological methods such as fermentation. 

For example, two moles of hydrogen can be produced per mole of glucose via glycolysis 

using Escherichia coli [32]. The use of this technology is still limited to laboratory scale 

and more research is needed to adapt it for large-scale production of hydrogen [33]. 

 

The final method of hydrogen production discussed in this study is the thermochemical 

combustion technology, chemical looping. It is explained in the next section.  

2.8 Chemical looping combustion (CLC) 

Basic chemical looping refers to a process in which a solid oxygen carrier, typically a 
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transition metal oxide, is utilised to transport oxygen to the “fuel reactor” where it oxidises 

fuel to produce steam and carbon dioxide. Then, the reduced solid is transferred to another 

reactor called an “air reactor”, in which the solid particles are re-oxidised (regenerated) in 

air and re-circulated to the fuel reactor, as shown in Figure 2.11 [6]. This process is 

considered as an inherent CO2 generation process, because only steam condensation is 

required to capture CO2 for sequestration. In the air reactor, heat is released and supplied to 

the fuel reactor where the reactions are endothermic. Hence, the energy penalty for this 

process of CO2 capture is 3-5% [11, 14] . If steam is used to regenerate the oxygen carriers 

instead of air, both heat and hydrogen are produced in this reactor. Furthermore, the 

substantial amount of heat produced through this process enables its integration with a 

steam generation cycle or steam methane reforming. Therefore, in addition to its lower 

energy penalty, this process can be easily adapted toward the production of valuable 

components such as hydrogen or electricity. In the upcoming sections, two chemical 

looping processes for hydrogen production are discussed.  

Reducer
Oxidiser/Air 

Reactor

MxOy-1

MxOy

Air/Stem

Depleted Air/H2+ H2O

Fuel

CO2 + H2O

 

Figure 2.11: The general chemical looping combustion scheme [11].  

 

2.8.1 Chemical looping reforming (CLR) 

In chemical looping reforming, air is substituted as an oxygen source for fuel combustion 

with metal oxides performing the same function as in chemical looping combustion. Hence 

there is no direct contact between oxygen and fuel [34]. Chemical looping reforming has 

three subcategories:  
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i) Chemical looping reforming for syngas (CLRa) 

ii) Chemical looping reforming integrated with oxidation for hydrogen and syngas 

(CLRw) 

iii) Steam reforming integrated with chemical looping (CLRS).  

Chemical looping reforming for syngas is the baseline model for chemical looping 

reforming. For CLRa, the fuel, normally methane, is partially oxidised to syngas via its 

reaction with an oxygen carrier in the reducer [35]. A nickel-based oxygen carrier is the 

most applicable metal oxide for this process, since research has shown that it has a high 

capability for hydrocarbon partial oxidation to syngas due to its catalytic activity in the 

conversion of CO2 to CO and H2 [10, 36]. However, the toxicity of material based on 

nickel (Ni) is considered a major drawback of its use in the CLR process. The reduced Ni 

oxide is regenerated by air in the air reactor. The reactions followed in this process are 

shown in equations (2.17-2.20). To attain the required purity level of hydrogen product 

(>99%), a WGS reactor followed by a PSA process is necessary, and therefore this method 

offers limited improvement over the conventional SMR process. However, one of the main 

advantages of the process besides its intrinsic CO2 capture is the ability to integrate it with 

a steam cycle for power generation. Both gaseous streams exiting from the fuel and the air 

reactor contain thermal energy that can be employed in a steam cycle for power generation. 

Net electricity production of 27 kJ/mol CH4 has been obtained when the CLR process has 

been integrated with a steam generation cycle [10, 37] :  

CH4    +   MexOy  →  CO  +  2H2   +   MexOy−1                                                  (2.17) 

CH4   +   4MexOy  → CO2   +  2H2O +  4MexOy−1                                                                    (2.18) 

CH4 + CO2  
Ni
→  2CO + 2H2                                                                                                                         (2.19) 

CH4 + H2O 
Ni
→  CO + 3H2                                                                                                                                 (2.20) 
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Figure 2.12: The hydrogen production process by steam reforming integrated with CLR [37] 
 

In CLRw, syngas is produced in the fuel reactor in a similar way to the method in CLRa. 

However, unlike CLRa, the reduced oxygen carrier from the fuel reactor is partially 

oxidised in a steam reactor, producing a pure hydrogen stream that is easily purified by 

condensing the steam as illustrated by equation (2.21). The oxygen carrier is then fully 

regenerated in the air reactor. Therefore, use of this process produces syngas alongside the 

main product H2 [38]. 

H2O +   M ↔  H2 +MO   (Oxidiser)                                                                       (2.21) 

 

In CLRS, methane is fed with steam into the steam reforming tubes (SR) where part of the 

steam and methane are converted to H2, CO and CO2 as explained earlier in section 2.1. 

The reactions in the steam reformer do not differ from those of the conventional SMR 

process; however, the reformer product gas is used as the fuel for the fuel reactor. The heat 

required for the steam methane reforming reactions is supplied from the hot oxygen 

carriers circulated from the air reactor. Further purification of hydrogen is achieved by the 

use of a WGS reactor and a PSA unit, which results in a high-purity hydrogen stream 

similar to that obtained in a CLRa process. The PSA off-gases comprise significant 

amounts of unconverted CH4 and CO with some H2.  
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Figure 2.13: Process flow diagram for the CLRw process [10]. 

 

This gas stream is used as the feed for the fuel reactor where it is combusted using the 

metal oxides from the air reactor, resulting in an inherent CO2 capture [10]. The main 

advantages of the CLR process compared with SMR are: 1) no external source of heat is 

needed for the reformer; 2) no CO2 is emitted from an external combustion source; 3) less 

catalyst and steam is required per unit of fuel feed; 4) the reaction rate is high since no 

limitations are imposed by heat transfer [38].  

 

Figure 2.14: CLSR process flow diagram[10, 38] 



 

21 

 

However, CLR processes still require WGS and separation units such as PSA to achieve a 

high purity H2 product, which increases the capital expenditure of the process [38]. Several 

studies have been conducted to find ideal oxygen carriers for the CLR process. In addition, 

a number of projects have been performed to investigate reaction-rate kinetics, 

thermodynamic properties of the oxygen carrier, the main parameters that affect the H2 

production rate, and process performance and feasibility. These have been summarised in 

the literature [35]. Furthermore, the CLRS process has been modified by adding a sorbent 

to overcome the WGS equilibrium limitations and reduce the reforming temperature to 

achieve high H2 yield in addition to CO2 capture. This sorbent-enhanced method (SE-

CLSR) reduces the energy penalty of CLRS as well as the process expenditure, since fewer 

additional separating units are required to produce a high purity H2 product with in-situ 

CO2 capture [39, 40]. In addition to the reforming and WGS reactions (Eqs 2.1 and 2.3) the 

sorption reaction is represented as follows [35]: 

MeO  +   CO2 ↔  MeCO3   (Me: CaO, Li2ZrO3 )                                                      (2.22)           

       

SE-CLSR has also been tested with liquid fuel (ethanol), and showed high hydrogen 

selectivity with low energy demand [39].  

2.8.2 Chemical looping with water splitting (CLWS) 

The major difference between the CLWS and the CLC processes is the use of a steam 

reactor instead of an air reactor for the regeneration of the oxygen carriers [14]. In the fuel 

reactor, fuel is fully combusted to carbon dioxide and steam as shown in reaction (2.23). 

Then, the reduced oxygen carriers are transferred to the steam reactor where the steam is 

used to split to hydrogen and oxygen according to reaction (2.24) [8, 41, 42]. CLWS can 

be fuelled with solid fuels such as coal, liquid fuels or gaseous fuels such as methane [41]. 

Coal can be used directly as fuel in the fuel reactor, as in “coal direct chemical looping” 

(CDCL), or it is gasified first to syngas and then used as fuel in the “syngas chemical 

looping” (SCL) process [6]. If methane is used as the fuel, the reactions that take place in 

the fuel reactor are highly endothermic, so an external heating source is necessary to 

sustain the operation. However, this process produces CO2 and H2 streams without the 

necessity for any additional gas separation, hence it results in a lower energy penalty and 

cost compared with CLR [41]. Therefore, it is considered a promising process for 
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hydrogen generation in future. Further insights about the process thermodynamics and the 

choice of oxygen carrier follow in upcoming sections. 

CH4  +  4MexOy  →  2H2O +  CO2  +  4MexOy−1                                                   (2.23) 

H2O  +  MexOy−1  ↔  H2   +   MexOy                                                                      (2.24)   

CLR and CLWS are two related technologies that have been proposed for combined 

hydrogen production with CO2 capture [10, 43]. CLWS is an alternative approach, 

producing separate, high-purity streams of H2 and CO2 [14, 41]. In this process, the 

separation method for CO2 is simply a steam condenser [44, 45]. As a result, the 

corresponding energy penalty is low. The thermal efficiency of the CLWS process is 

higher than that for SMR [6, 8]. CLWS utilises a reducer, an oxidiser and an air reactor. 

In the reducer, the oxygen carrier (e.g. a metal oxide) is reduced to provide the oxygen 

required to combust the fuel and thereby produce steam and carbon dioxide. In the 

oxidiser, the reduced metal oxide is partially oxidised by steam to produce H2. Finally, the 

partially oxidised metal oxide is regenerated via full oxidation with air in a third “air” 

reactor [10, 41]. A schematic diagram of a three-reactor CLWS process is shown in 

Figure 2.15. 

 

  

Figure 2.15: Scheme of hydrogen production by chemical looping water splitting [42] 

 

A number of studies have been carried out to model CLWS with gaseous fuels: [11] 

(syngas chemical looping process (SCL) integrated with gas turbines for power 
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generation); [8, 41] (iron oxide chemical looping with natural gas fuel); [41, 46] (iron 

oxide chemical looping in three moving bed reactors with natural gas as fuel together with 

a study of oxygen carrier selection); [47] (iron oxide chemical looping integrated with 

combined cycle power generation using natural gas or syngas); [41, 48, 49] (chemical 

looping with iron oxide oxygen carrier integrated with combined cycle using natural gas 

fuel). Additionally, solid fuels have been tested: [50] (coal direct chemical looping 

(CDLC) for H2 and power production using an iron oxide oxygen carrier); [51](iron oxide 

chemical looping using biomass (sawdust) and coal fuel coupled with combined cycle for 

power generation); [52] (comparison between SCL and CDCL processes using iron oxide 

oxygen carrier); [53] (iron oxide chemical looping of biomass integrated with another 

chemical looping combustion process which uses a copper-based oxygen carrier, and this 

study proposes calcium oxide looping of biomass); [54] (iron oxide chemical looping with 

brown coal fuel integrated with the power cycle); [55] (CDCL with iron and copper bi-

metallic oxygen carrier); and [56] liquid fuels. These studies have focused on process 

modelling and thermodynamic evaluation, aimed at providing insight into the effect of key 

variables on the gas and solid conversions, product efficiencies and overall thermal 

efficiencies of the process. They indicate that the hydrogen production efficiency in the 

CLWS process using a gaseous feedstock ranges from 71.3% [49] to 80.3% [48], while the 

highest overall process efficiency observed was 80.2% [48]. For CLWS with solid fuels, 

the hydrogen production efficiency values were between 65.3% [51] and 72% [50]; the 

overall process efficiency for some recent studies has achieved 90.3% by employing high 

operating pressure utilising a combined power generation cycle [54]. However, little is 

known about the techno-economic aspects and feasibility of the CLWS process [49, 51].  

2.9  Development of kinetic models for the gas-solid reactions 

involved in the chemical looping water splitting process 

Clear understanding and description of the reaction kinetics take a primary role in 

designing any reactor. The concentration and temperature profiles are all affected by the 

reaction kinetics of a reactor. Therefore, knowledge of the reaction rate expressions is the 

first step toward production of an appropriate design of a reactor to conduct any of the 

reactions or reaction schemes above. Efforts have been conducted to describe the gas-solid 

oxidation-reduction reactions. All the reactor models fall into two major categories:  
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a) Unreacted shrinking core model [57] 

b) Nuclei and nucleation growth [58] 

In the unreacted shrinking core model, determination of the reaction rate depends on the 

particle size and morphology of the starting materials. However, for the nucleation model, 

only the gas-solid reaction mechanism is considered and the particle structure is ignored. 

Recently, more models have been derived that combine both categories to obtain the 

oxidation-reduction rate parameters [59]. 

2.9.1 Unreacted shrinking core model 

This model was developed by Yagi and Kunii in 1956 and 1961. It expresses the 

mechanism of the reactions carried out between the gas and the solids in five steps [60]: 

1- The gaseous reactant A diffuses through the gas film to the solid particle surface. 

2- Gaseous reactant A diffuses through the ash layer that surrounds the surface of the 

particle to reach its unreacted core. 

3- The gaseous reactant A reacts with the solid particles at its unreacted core. 

4- The product gas B back diffuses through the ash layer to the outer surface of the 

solid particle. 

5- The gaseous product B diffuses from the gas film to the bulk part of the reactor. 

 

 

Figure 2.16: Representation of the concentration profile of a reaction A(g) + S → B(g) + S2 in the 

unreacted shrinking core model [60] 
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For a reaction in which no gaseous product is formed, steps 4 and 5 are ignored. Also, the 

resistance at each step varies according to the reaction conditions and species reacted. The 

step with high resistance is considered as the rate-controlling step. 

Gas film diffusion is controlling step 

In the irreversible gas-solid reaction represented by Eq. (2.25), the concentration profile of 

gaseous reactant A when the gas-film resistance is the controlling step is shown in Figure 

2.17. 

A(g) + B(s) → C(g) + D(s)        (2.25) 

For this case the diffusion of reactant A through the ash layer is fast. Hence, no gaseous 

reactant A is present at the surface of the solid particle, as can be observed from Figure 

2.17. Therefore, concentration of A at the solid surface (CAs) is negligible, thus the driving 

force, which is the concentration gradient, becomes CAg. Using the stoichiometry of Eq. 

(2.25), the rate of change of solid B with respect to time is shown in Eq. (2.26): 

1

4𝜋𝑅2
 
𝑑𝑁𝐵

𝑑𝑡
=

−𝑏

4𝜋𝑅2
 
𝑑𝑁𝐴

𝑑𝑡
= 𝑏𝑘𝑔𝐶𝐴𝑔       (2.26)  

 

Figure 2.17: Representation of a reacting particle when diffusion through the gas film represents 

the rate controlling step 

 

When the moles of A are represented in terms of density and molar volume and the molar 

volume is represented in terms of unreacted core radius, the unreacted core shrinkage and 

the time for complete reaction can be represented by Eqs. (2.27) and (2.28) as follows: 
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𝑡 =  
𝜌𝐵𝑅

3𝑏𝑘𝑔𝐶𝐴𝑔
[1 − (

𝑟𝑐

𝑅
)
3

]        (2.27) 

𝜏 =
𝜌𝐵𝑅

3𝑏𝑘𝑔𝐶𝐴𝑔
          (2.28) 

The radius of unreacted core is related with the fraction conversion of B according to Eq. 

(2.29): 

𝑡

𝜏
= 𝑋𝐵 = 1 − (

𝑟𝑐

𝑅
)
3

          (2.29) 

In these equations:  

R = radius of the solid particle S (m2). 

b = stoichiometric parameter of solid B. 

𝑘𝑔  = mass transfer coefficient through the gas film (m/s). 

𝐶𝐴𝑔  = concentration of gaseous reactant A in the bulk gas (mol/m3)   

𝜌𝐵 = molar density of solid particle B (mol/m3) 

𝑟𝑐 = radius of the unreacted core of the solid particle B (m). 

𝜏= time for complete conversion (s). 

𝑋𝐵 = fractional conversion of solid particle B. 

 

Diffusion through ash layer as controlling step 

For the same reaction shown in Eq. (2.25), the concentration profile for the case when the 

diffusion through the ash layer is the controlling step is represented by Figure 2.18. 
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Figure 2.18: Representation of a reacting particle when diffusion through the ash layer is the 

controlling step of the reaction 

 

The unreacted core is assumed to be stationary. This assumption is sensible, based on the 

fact that the shrinkage of the unreacted core is 1000 times slower than the molar flow rate 

of reactant A through the surface of the core. Therefore, the rate of reaction of A can be 

represented by the rate of diffusion of A via the ash layer as follows: 

−
𝑑𝑁𝐴

𝑑𝑡
= 4𝜋𝑅2𝑄𝐴𝑠                   (2.30) 

In this equation, QAs is the flux of A within the ash layer (in mol/m2.s) and can be 

expressed by Fick’s law as follows: 

𝑄𝐴𝑠 = 𝐷𝑒
𝑑𝐶𝐴

𝑑𝑟
                     (2.31) 

De = effective diffusivity of reactant A in the ash layer (in m2/s). Substitution of Eq. (2.31) 

into Eq. (2.30), and integration from r=R to r=rc, the rate of reaction of A with respect to 

time can be represented as: 

−
𝑑𝑁𝐴

𝑑𝑡
(
1

𝑟𝑐
−
1

𝑅
) = 4𝜋𝐷𝑒𝐶𝐴𝑔       (2.32)  

Now, an expression for the size of the unreacted core over time is derived. This can be 

achieved by integration of Eq. (2.32). However, this equation contains three variables NA, t, 

rc. Thus, one variable should be represented as a function of the other two. NA is written as 

a function of rc according to the following formula: 



 

28 

 

−𝑏
𝑑𝑁𝐴

𝑑𝑡
= 4𝜋𝑟𝑐

2𝜌𝐵𝑑𝑟𝑐        (2.33) 

Consequently, the reaction time in terms of the size of the unreacted core and the time 

required to achieve a complete conversion are represented by Eqs. (2.34) and (2.35), 

respectively: 

𝑡 =
𝜌𝐵𝑅

2

6𝑏𝐷𝐶𝐴𝑔
[1 − 3 (

𝑟𝑐

𝑅
)
2

+ 2(
𝑟𝑐

𝑅
)
3

]       (2.34) 

𝜏 =
𝜌𝐵𝑅

2

6𝑏𝐷𝐶𝐴𝑔
         (2.35) 

The reaction progression as a function of fractional conversion of the particle is: 

𝑡

𝜏
= 1 − −3(1 − 𝑥𝐵)

2
3⁄ + 2(1 − 𝑥𝐵)                                (2.36) 

 

Chemical reaction as the controlling step 

The concentration profile when surface reaction rate is the controlling step is shown in 

Figure 2.19. As observed in this figure, the reaction does not progress until the reactant 

reaches the surface of the unreacted core. Therefore, the rate of reaction as a function of 

the size of the unreacted core is expressed by: 

−𝑏

4𝜋𝑟𝑐2
𝑑𝑁𝐴

𝑑𝑡
=  𝑏𝑘′𝐶𝐴𝑔         (2.37) 

In this equation, k′ is the surface reaction rate constant. If NA is represented as a function of 

unreacted core radius, separation and integration leads to: 

𝑡 =
𝜌𝐵𝑅

𝑏𝑘′𝐶𝐴𝑔
(𝑅 − 𝑟𝑐)        (2.38) 

Setting rc = 0, yields to the time needed for complete conversion, the change in the 

fractional conversion in terms of 𝜏 is written as: 

 
𝑡

𝜏
= 1 − (1 − 𝑥𝐵)

1
3⁄          (2.39) 
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Figure 2.19: Representation of a reacting particle when the chemical reaction is the controlling 

step. 

2.9.2 Nucleation growth 

The nucleation growth model does not consider the morphology of the particles in the 

determination of the overall reaction rate. In this model, the gas-solid reaction mechanism 

is described in five steps as shown in Figure 2.20 [59, 61]: 

1) The induction period: the solid particles are prepared (activated) to form nuclei. 

The induction period depends on the reaction temperature. 

2) Nuclei formation: the reaction starts when the first nucleus is generated. 

3) Growth and further nuclei formation: during this period, the reaction progresses. 

The nuclei grow due to the overlap of newly formed nuclei with the existing 

nucleus.  

4) End of the growth: nuclei cease growing and hence, the reaction achieves the 

required conversion. 

 

The rate of reaction can be expressed generally according to the following formula [42]: 

𝑟 =
−𝑑𝛼

𝑑𝑡
= 𝑘(𝑇)𝑓(𝛼)𝑓(𝐶𝑖)        (2.40) 

In this equation: 

𝛼 is the degree of solid reduction, i.e. conversion. 

k = is the intrinsic reaction rate constant.  
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Figure 2.20: Formation and growth of nuclei of product during the reduction/oxidation reactions 

in the nucleation growth model [62] 

The overall conversion and the reaction rate both rely on the nucleation or nuclei growth, 

or the combination of both [62]. At least one of these steps could be the rate controlling 

step of the reaction. Generally, experimental procedure is conducted to obtain the functions 

of conversion 𝑓(𝛼) and concentration 𝑓(𝐶𝑖), and the parameters of the reaction rate 

constant, which is represented by the Arrhenius equation as follows: 

𝑘(𝑇) = 𝐴𝑒(
−𝐸𝑎
𝑅𝑇

)
        (2.41) 

Here A is the pre-exponential factor and Ea is the activation energy. The conversion 

function is obtained by analysis of the conversion-time plot. The Avrami-Erofeev model 

represented by Eq. (2.42) describes the conversion function and can be used to calculate 

the rate-controlling step [63]. 

𝑓 (𝛼)  =  𝑛(1 − 𝛼)[−ln(1 − α)](𝑛−1)/𝑛        (2.42) 

Here n is an Avrami-exponent which indicates the reaction mechanism. 

2.9.3 General screening method to derive the reaction-rate expression model 

General approaches are proposed in the literature to identify the reaction mechanism, and 

the correct kinetic model with conversion function is selected based on these approaches 

[59, 64]. All these methods are based on a general formula related to the illustration of the 
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nucleation as follows [42, 64]: 

𝑙𝑛[−𝑙𝑛(1 −  𝑋)]  =  𝑚 𝑙𝑛(𝑡)  +  𝑙𝑛(𝑛)       (2.43) 

In this equation X is the solids conversion rate, n is a constant that depends on the 

nucleation frequency and m is a constant that indicates the reaction mechanism. The 

classification of the kinetics models are categorised according to the value of m as listed in 

Table 2.1. 

 

Table 2.1: Reaction models and the represented expressions [42] 

Kinetic model 
Conversion function of the 

kinetic model 𝑓(𝑋) 

Integral form of the kinetic 

model function 𝑔(𝑋) 
m 

One-dimensional 

diffusion (D1) 

1
2⁄ 𝑋 𝑋2 = 𝑘𝑡 0.62 

Two-dimensional 

diffusion (D2) 

1

[−𝑙𝑛(1 − 𝑋)]
 (1 −  𝑋) 𝑙𝑛(1 −  𝑋)  =  𝑘𝑡 0.57 

Three-dimensional 

diffusion (D3) 

3(1 − 𝑋)2/3 

2 [1 − 𝑙𝑛 (1 − 𝑋)
1
3⁄ ]

 
[1 − ln (1 − X)

1
3⁄ ]
2
= 𝑘𝑡 0.54 

First-order reaction 

(AE1) 
(1 −  𝑋) −𝑙𝑛(1 −  𝑋) = 𝑘𝑡 1.00 

Two-dimensional nuclei 

growth(AE2) 
2(1 −  𝑋)[−𝑙𝑛(1 −  𝑋)]1/2 [−𝑙𝑛(1 −  𝑋)]1/2  =  𝑘𝑡 2.00 

Three-dimensional nuclei 

growth(AE2) 
3(1 −  𝑋)[−𝑙𝑛(1 −  𝑋)]2/3 [−𝑙𝑛(1 −  𝑋)]2/3  =  𝑘𝑡 3.00 

Phase boundary (Infinite 

slab R1) 
1 𝑋 = 𝑘𝑡 1.24 

Phase boundary 

(contracting cylinder R2) 
(1 −  𝑋)1 2⁄  1 − (1 −  𝑋)1 2⁄ = 𝑘𝑡 1.11 

Phase boundary 

(contracting sphere R3) 
(1 −  𝑋)2 3⁄  1 − (1 −  𝑋)2 3⁄ = 𝑘𝑡 1.07 
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2.10 Summary of proposed H2 production routes  

In order to decide which H2 production process will be fully analysed and assessed in the 

upcoming chapters, a full comparison is carried out showing the potentials and the setback 

of each process discussed here, its thermodynamic efficiency, the current commercial 

status (laboratory scale, pilot plant or industrial-scale plant) and economic viability 

(hydrogen production cost). Tables 2.2-2.3 summarise these data [19]. 

Table 2.2: Comparison of hydrogen production processes (a) [19] 

 

Process SMR ATR POX CHs pyrolysis 

Thermal 

efficiency (%) 

68-85 60-74 60-75 - 

Advantages Most developed 

tech, lowest 

cost 

Proven 

technology 

Proven 

technology 

Emission-free 

Disadvantages CO2 by-

product, fossil-

fuel dependent 

CO2 by-

product, fossil-

fuel dependent 

CO2 by-

product, fossil-

fuel dependent 

Carbon by-

product, fossil-

fuel dependent 

Current 

commercial 

status 

Existing 

infrastructure 

Existing 

infrastructure 

Existing 

infrastructure 

Pilot plant 

Hydrogen 

production cost 

($/kg) 

2.27 with CCS 

2.08 without 

CCS 

1.48 – 1.7 1.63 with CCS 

1.34 without 

CCS 

1.6 – 1.7 
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Table 2.3: Comparison of hydrogen production processes (b) [19] 

 

Process Electrolysis Photolysis Chemical looping 

Thermal efficiency 40-60 0.06 65-90 

Advantages No pollution with 

renewable source, 

abundant feedstock, 

proven technology 

Clean and 

sustainable, 

abundant feedstock 

Inherent CO2 

capture, cost 

competitive, low 

energy penalty 

Disadvantages Low overall 

efficiency, high 

capital cost 

Sunlight 

requirement, low 

efficiency, 

ineffective photo-

catalytic material 

Deactivation of the 

oxygen carriers, 

under-developed 

technology 

Current commercial 

status  

Lab scale (PEM) – 

well established 

technology (AE) 

Lab scale Pilot plant 

Hydrogen 

production cost 

($/kg) 

4.15 - 23.3 10.63 

 

1.43 - 1.67 

 

Tables 2.2-2.3 indicate that hydrocarbon reforming is the dominant technology for 

hydrogen production owing to its thermodynamic and economic viabilities. It shows the 

lowest hydrogen production cost and highest thermal efficiency. Carbon dioxide emission 

is its only major disadvantage. Other renewable-energy dependent technologies such as 

electrolysis and photolysis have zero carbon emission, but their current thermodynamic 

and economic evaluation does not qualify them as promising technology. In contrast, the 

initial thermodynamic and economic evaluations of chemical looping mark it out as a main 

substitute for SMR, especially as it enables CO2 capture with low energy penalty and low 

capital cost. The latter leads it to be cost competitive with SMR. 
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2.11  Concluding remarks 

This chapter discusses the main routes toward the production of hydrogen, either from 

fossil fuels through steam reforming, partial oxidation, hydrocarbon pyrolysis or chemical 

looping, or through use of renewable sources via electrolysis, photolysis or biological 

methods. An overview of each process has been presented, describing the process, the 

main reactions involved, raw materials used and summaries of earlier studies that have 

assessed these processes thermodynamically and economically. Comparison of all the 

processes indicates that steam methane reforming shows high values of thermal efficiency 

(68-85%) with the lowest hydrogen production cost (US$1.6-2.34 /kg hydrogen produced), 

placing it at the top of the preferred hydrogen production processes list. However, its high 

intensity of CO2 emissions and the high energy requirement associated with CO2 capture 

(especially from the flue gas) is considered as a major drawback of the technology. High 

production cost and low efficiency are the main flaws that prevent the decarbonised 

hydrogen production technologies, i.e. electrolysis and photolysis, from becoming reliable 

sources of hydrogen in the near future, despite their non-pollutant by-products and 

feedstock abundance. Instead, chemical looping with its inherent CO2 capture, 

thermodynamic efficiency and economic attractiveness can be considered a promising 

alternative for SMR in the near future.  
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Chapter 3 : Development and thermodynamic evaluation of a 

novel chemical looping water splitting process 

 

This chapter describes the development and thermodynamic evaluation of a novel 

hydrogen production process via chemical looping water splitting technology. For any 

chemical looping process, selection of the most appropriate oxygen carrier is a critical step. 

Section 3.1 discusses the principles used for oxygen-carrier selection and provides an 

overview of the previous studies that have been conducted for that purpose. The 

thermodynamic limitations of the oxygen carriers and the reactions carried out in the 

process are illustrated in the second part of the chapter (section 3.2-3.4). Section 3.5 

explains the baseline process that has been developed. It shows the methodology followed 

and describes the process in full detail. Section 3.6 includes the development and the heat 

integration of steam methane process. Sections 3.5 and 3.8 describe the application of the 

pinch-point method and sensitivity analysis to the baseline process in order to optimise 

both the energy requirement of the process and the hydrogen yield. Based on the results 

obtained from sections 3.5 and 3.8, section 3.7 explains the thermodynamic assessment of 

the chemical looping water splitting and steam methane reforming processes developed. 

Finally, section 3.9 concludes the chapter and offers a summary of its findings.  

3.1   Oxygen-carrier selection 

Oxygen carriers play a key role in CLC technology. Oxygen carriers are solid particles 

composed of an active metal that chemically binds the oxygen lattice, which takes part in 

the combustion reaction with the fuel. In the case of CLWS, oxygen is provided to the 

carrier by splitting the steam. Several studies in the last 15 years have been conducted to 

develop the most practical oxygen carriers for the CLC process. They have to fulfil the 

following criteria [10, 14]: 

• High reactivity with fuel and oxygen, so that the carrier will fully convert the 

starting materials to CO2 and H2O, or in the case of CLWS, to split water to 

produce hydrogen. 

• Low tendency for agglomeration and attrition (low deactivation rate). 

•  Low cost and high abundance. 
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• Low health and safety risk. 

• Sufficient oxygen transfer capacity. 

The reactivity of oxygen carriers and their ability to generate steam, CO2 and H2 are 

determined through a thermodynamic analysis of the materials. In the upcoming section 

this analysis is discussed together with the physical properties of the oxygen carriers. 

3.2   Thermodynamic analysis of candidates to be oxygen carriers 

for CLWS process 

Studies have been performed on a range of oxygen carriers to categorise them and provide 

an oxygen-carrier map that shows the best oxygen carriers for each chemical looping 

process [36, 65]. Further research by Kang et al. was designed to discover the most suitable 

oxygen carrier for hydrogen production in conjunction with CO2 and H2O via chemical 

looping through CLWS specifically [46]. These studies investigated the thermodynamic 

constraints for the studied oxygen-carrier reactions with fuel to produce hydrogen in-situ 

with CO2 capture. To do so, the Gibbs free-energy values for the reactions between the 

oxygen carriers were determined with both steam and fuel and these are summarised in 

Tables 3.1 and 3.2. These values show whether the reaction is spontaneous (∆G < -25 

kJ/mol), reversible (-25 kJ/mol < ∆G <25 kJ/mol) or thermodynamically infeasible and 

results in low yield of hydrogen product (∆G > 25 kJ/mol). Based on the Gibbs free-energy 

criterion, the potential oxygen carriers to be used in the CLWS process for hydrogen 

production with CO2 capture were selected. Furthermore, the durability and sustainability 

of the oxygen-carrier material was an important factor in the selection, since they would be 

required to operate under high-temperature conditions in the CLWS process. Therefore, the 

melting points for some of the oxygen carriers were also included in the study and some 

are shown in Table 3.3.  
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Table 3.1: Standard reaction Gibbs free-energy change of the candidate oxygen carriers with 

steam[46] 

Reaction 
∆G at 600 °C 

(kJ/mol) 

Ni + H2O(g)  ↔   NiO + H2 (g) 40 

Cu + H2O(g)  ↔   CuO + H2 (g) 123 

2Cu + H2O(g)  ↔   Cu2O + H2 (g) 95 

Cu2O + H2O(g)  ↔   2CuO + H2 (g) 150 

3FeO + H2O(g)  ↔   Fe3O4 + H2 (g) -8 

3 4⁄ Fe + H2O(g)  ↔   1 4⁄ Fe3O4 + H2 (g) -8 

3.807Fe0.947O+ H2O(g)  ↔   1.202Fe3O4 + H2 (g) -12 

Mn+ H2O(g)  ↔   MnO + H2 (g) -121 

3MnO + H2O(g)  ↔   Mn3O4 + H2 (g) 78 

2Mn3O4 + H2O(g)  ↔   3Mn2O3 + H2 (g) 175 

Co + H2O(g)  ↔   CoO + H2 (g) 27 

3CoO + H2O(g)  ↔   Co3O4 + H2 (g) 143 

Ce2O3 + H2O(g)  ↔   2CeO2 + H2 (g) -56 

3.571CeO1.72 + H2O(g)  ↔   3.571CeO2 + H2 (g) -29 

5.882CeO1.83 + H2O(g)  ↔   5.882CeO2 + H2 (g) -18 

9.091CeO1.72 + H2O(g)  ↔   9.091CeO1.83 + H2 (g) -46 

WO2 + H2O(g)  ↔   WO3 + H2 (g) 12 

1.389WO2 + H2O(g)  ↔   1.389WO2.72 + H2 (g) 0 

1 2⁄ W+ H2O(g)  ↔   1 2⁄ WO2 + H2 (g) -15 

1 5⁄ Nb + H2O(g)  ↔   1 5⁄ Nb2O5 + H2 (g) -104 

2 3⁄ NbO + H2O(g)  ↔   1 3⁄ Nb2O5 + H2 (g) -79 

2NbO2 + H2O(g)  ↔   Nb2O5 + H2 (g) -46 

NbO + H2O(g)  ↔   NbO2 + H2 (g) -95 

2 3⁄ Cr + H2O(g)  ↔   1 3⁄ Cr2O3 + H2 (g) -101 

Cr2O3 + H2O(g)  ↔   2CrO2 + H2 (g) 252 

2 5⁄ Ta + H2O(g)  ↔ 1 5⁄ Ta2O5 + H2 (g) -132 
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Table 3.2: Standard reaction Gibbs free energy change of methane and candidate oxygen 

carriers [46] 

Reaction ∆G at 600 °C (kJ/mol) 

4Fe2O3 + CH4 (g)  ↔  8FeO + CO2 (g) + 2H2O(g)  -236 

Mn3O4 + CH4 (g)  ↔  3Mn + CO2 (g) + 2H2O(g) 180 

4MnO + CH4 (g)  ↔  4Mn + CO2 (g) + 2H2O(g) 393 

8CeO2 + CH4 (g)  ↔  4Ce2O3 + CO2 (g) + 2H2O(g) 60 

14.286CeO2 + CH4 (g)  ↔  14.286CeO1.72 + CO2 (g) + 2H2O(g) -34 

4WO3 + CH4 (g)  ↔  4WO2 + CO2 (g) + 2H2O(g) -136 

4Nb2O5 + CH4 (g)  ↔  8NbO2 + CO2 (g) + 2H2O(g) 90 

1.33Cr2O3 + CH4 (g)  ↔  2.67Cr + CO2 (g) + 2H2O(g) 303 

4 5⁄ Ta2O5 + CH4 (g)  ↔  8 5⁄ Ta + CO2 (g) + 2H2O(g) 428 

Table 3.3: Melting points of some common oxygen carriers [46] 

 

Metal oxide and metal Melting point (oC) 

Ni/NiO 1455/1955 

Cu/Cu2O/CuO 1085/1235/1446 

Fe/FeO/Fe0.947O/Fe3O4/Fe2O3 1538/1377/1378/1597/1565 

Mn/MnO/Mn3O4/Mn2O3 1246/1842/1562/1347 

Co/CoO/Co3O4 1495/1830 

Ce2O3/CeO1.72/CeO1.83/CeO2 2230/-/-/2400 

Sn/SnO/SnO2 232/1042/1630 

Zn/ZnO 420/1975 

W/WO2/WO2.722/ WO2.96/WO3 3407/1724/-/-/1472 
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The Gibbs free-energy change values in Tables 3.1 and 3.2 indicate that materials based on 

iron, tungsten and cerium (Fe, W and Ce) are the only suitable candidates for use in the 

CLWS process. Consideration of the melting points shows that tungsten-based materials 

have the highest melting points (greatest durability) followed by cerium-based materials, 

with iron-based materials showing the lowest melting points of the three, and therefore the 

lowest durability. However, iron usually produces the highest H2 yield in the steam reactor. 

In addition, iron is highly abundant and low in cost. Therefore, it is highly preferable for 

this process.    

3.3   Selection of support material  

The active metals are mounted on a support material to reduce the attrition and 

agglomeration rate during the reaction and ensure that the oxygen carrier maintains its 

activity over a high number of reduction-oxidation (redox) cycles. In addition, the support 

material should have high heat capacity to store heat from the air reactor and transport it to 

the fuel reactor. Moreover, the support material should be chemically inert with the active 

metal, as any reaction between them would decrease the reactivity and capacity of the 

oxygen carrier to produce the required product [36, 46]. Magnesium aluminium oxide 

(MgAl2O4) and zirconium oxide (ZrO2) showed high thermal and chemical stability when 

tested with a Fe2O3-based oxygen carrier [46, 65].     
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Table 3.4: Heat capacities of potential support materials [65] 

 

Support material Cp at 900 °C (kJ/kg.K) Melting Point (K) 

MgAl2O4 1.283 2408 

Al2O3 1.254 2327 

ZrO2 0.633 2983 

Nb2O5 0.672 1785 

MgO 1.285 3105 

SiO2 1.187 1996 

TiO2 0.949 2116 

La2O3 0.416 2586 

 

3.4    Thermodynamic analysis of reactions in CLWS process reactors 

The core reactions that take place in the CLWS process to generate hydrogen in-situ with 

CO2 capture using iron-based oxygen carriers are listed in Table 3.5. Also, the phase 

equilibria of Fe-O-H and Fe-O-C bonds are shown in Figure 3.1.  
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Table 3.5: Core reactions in the CLWS process 

 

Reactor Main reactions taking place 

Fuel Reactor 

(3.1)    6Fe2O3  +  2CH4 ↔ 4Fe3O4  +  2CO +  4H2 

(3.2)    2Fe3O4  +  2CH4  ↔  6FeO +  2CO +  4H2 

(3.3)      2FeO +  2CH4  ↔  2Fe +  2CO +  4 H2 

(3.4)     6Fe2O3  +  2CO/2H2  ↔   4Fe3O4  +  2CO2 /2H2O 

(3.5)     2Fe3O4  +  2CO/2H2  ↔  6FeO +  2CO2 / 2H2O 

(3.6)     2FeO +  2CO/2H2  ↔  2Fe +  2CO2 / 2H2O 

(3.7)     CH4  ↔  2C +  4H2 

Steam Reactor 

(3.8)     Fe + H2O ↔  FeO + H2 

(3.9)     3FeO + H2O ↔  Fe3O4  +  H2 

Air reactor 
(3.10) 6FeO + O2 ↔  2Fe3O4 

(3.11) 4Fe3O4  + O2  ↔  6Fe2O3 

 

The phase equilibria indicate the suitable operating temperature range for the CLWS 

process. High conversion of CO to CO2 can be achieved in the presence of Fe2O3 as an 

oxygen carrier. On the other hand, Fe0 and FeO forms of oxygen carriers are favourable for 

the production of hydrogen as also indicated in reactions (3.8) and (3.9). Therefore, it is 

difficult to produce hydrogen and capture CO2 in the same reactor. Thus, a three-reactor 

configuration has been developed to fulfil the main aim of the process, to enable the 

production of high-purity hydrogen product in situ with CO2 capture. In the first reactor 

(fuel reactor), methane is fully combusted to CO2 and steam via reaction with Fe2O3, which 

is reduced to a mixture of Fe and FeO as shown in reactions (3.1) to (3.7) in Table 3.5.  
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(a)                                                                     (b) 
Figure 3.1: Phase equilibria diagrams for: (a) Fe-O-C , (b) Fe-O-H at 1 atm pressure [50] 

 

The discharged solid mixture is fed to the steam reactor, where steam is converted to H2 

and the Fe0/FeO mixture is oxidised to Fe3O4. An air reactor is required to oxidise fully the 

oxygen carrier to Fe2O3 via air. It is then recycled to the fuel reactor, as shown in Figure 

3.2. This configuration was developed and described in previous research.[8, 10, 45, 49]. 

 

Figure 3.2: Three-reactor configuration for CLWS process 

 

3.5   Baseline chemical looping water splitting process (BCLWS)  

A research group led by L.S. Fan at Ohio State University (OSU) in the US developed a 

CLWS process that used methane as fuel with a reactor configuration similar to that shown 

in Figure 3.2 [8]. In the group’s study, both the fuel and steam reactors were modelled and 
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simulated as counter-current moving-bed reactors, while the air reactor was modelled as a 

riser. Counter-current moving-bed reactors proved to offer greater contact between the gas 

and solids and improved gas and solids conversion to product than fluidised-bed reactors 

[8]. In addition, sensitivity analysis was performed to study the effect of the oxygen 

carrier/steam flow on the gas and solids conversion and on the temperatures of the 

discharged gases in both the fuel and steam reactors. The influence of the mass percentage 

of the alumina (support material) on the discharged solids conversion was also 

investigated. Based on these analyses, the process was optimised and evaluated 

thermodynamically. Finally it was compared with the steam methane reforming process 

developed by the National Energy Technology Laboratory (NETL) in the US, to measure 

its feasibility [12]. The process-flow diagram for the process developed by the OSU group 

is presented in Figure 3.3. 

 

Figure 3.3: Process-flow diagram for CLWS process developed by Ohio State University 

researchers [8] 

 

The baseline process used in the study described in this thesis was developed by adopting 

the CLWS process devised by OSU researchers. In this study, MgAl2O4 was utilised as 

support material as opposed to the alumina used in the OSU process due to the greater heat 
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capacity of MgAl2O4 compared with alumina. This improved the energy storage by the 

oxygen carrier and therefore improved the energy efficiency of the process.  

3.5.1 Process description for the BCLWS process 

Natural gas is pre-heated and fed to the reducer, together with the regenerated oxygen 

carrier (47.3 mole% Fe2O3) from the air reactor, as shown in Figure 3.4. According to the 

operating parameters of the fuel reactor (reducer) as listed in Table 3.7, natural gas is 

combusted to carbon dioxide and steam, while haematite (Fe2O3) is reduced to a mixture of 

iron and wüstite (Fe0.947O). Solids conversion of 67% is achieved in the fuel reactor. To 

maximise heat recovery, the reduced oxygen carrier is heated before being fed into the 

oxidiser. Using the pre-heated steam, the heated oxygen carrier is oxidised to magnetite 

(Fe3O4), while 65.9% of the steam is converted to H2. This calculation was determined 

according to the sensitivity analysis performed on the process as will be described in 

section 3.8. The magnetite is then introduced to the air reactor with a pre-heated air stream. 

It is fully oxidised to haematite. To aid the heat recovery, a stream that contains 

unconverted haematite and magnetite (Fe3O4) at elevated temperature is fed to the air 

reactor.  

In the configuration used for this study, as with the OSU process, moving-bed reactors 

were selected for their superior gas-solids contact characteristics, which enabled the 

achievement of greater gas and solids conversions in the reducer and oxidiser [8, 11, 47, 

65]. All the reactors were operated at P = 1.2 bar. The mixture of CO2 and steam was then 

cooled to 30 ºC in order to condense and separate the water. The dry CO2 was then 

compressed to 110 bar. The H2 and steam mixture was cooled to 30 ºC to condense the 

steam and separate the water. The target purity of the hydrogen stream was 99.4%, and this 

was met by compression of the H2-steam mixture to 3 bar, hence removing more water via 

condensation. The corresponding process-flow diagram and its components are shown in 

Figure 3.4 and Table 3.6.  

3.5.2 Heat integration in the BCLWS process  

Heat integration is a vital part of process optimisation. It results in the minimisation of 

process heat going to waste [66]. One approach to integrate the heat produced is the use of 

heat exchangers to recover thermal energy from the process streams, leading to a 

minimisation in utility consumption [66, 67].  
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In this study, the pinch-point method was employed to minimise the use of process 

utilities. A minimum temperature difference of 10ºC between the hot and cold streams in 

the heat exchanger was assumed. 

 

Table 3.6: List of the equipment illustrated on the BCLWS process-flow diagram 

Notation on the figure Equipment 

H-i Heater 

E-i Coolers 

V-i Separation vessel 

VL-i Valves 

C-i Compressors 

Reducer, Oxidiser, Combuster 
Moving-bed 

reactors 

 

Figure 3.4: The BCLWS process-flow diagram 
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Table 3.7: List of operating parameters for the main units of the BCLWS process 

Design specification Specified value 

 Temperature of natural gas fed to the reducer (bottom) 600 ℃ 

 Temperature of the solids fed to the reducer (top) 1050 ℃ 

Temperature of the gas mixture discharged from reducer (top) 1050 ℃ 

Temperature of the solids discharged from reducer (bottom) 651 ℃ 

Oxygen carrier to natural gas feed ratio 6.7 

Temperature of the solids fed to the oxidiser  800 ℃ 

Temperature of the steam fed to the oxidiser 500 ℃ 

Temperature of the wet hydrogen discharged from oxidiser 680 ℃ 

Temperature of the solids discharged from oxidiser  820 ℃ 

Oxygen carrier to steam ratio 4.4 

Air reactor temperature  1015 ℃ 

Separation vessel operating temperature 30 ℃ 

Reactors operating pressure 1.2 bar 

Outlet pressure of CO2 compressor 110 bar 

Outlet pressure of H2 compressor 3 bar 

                                  

The hot and cold streams involved in the heat-integration analyses are shown in Figure 3.5. 

Temperature intervals were selected based on the inlet and outlet temperatures of the 

corresponding streams (Figure 3.5). The enthalpy associated with each stream in each of 

the intervals was then determined and summed. The total net enthalpy in interval 1 was 

then added to that corresponding to the interval 2. The resulting enthalpy was next added to 

the enthalpy in the subsequent interval. This procedure was applied to the rest of the 

intervals, forming the cascade heat duty for all the intervals as shown in Table 3.8. The 
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cascade heat duty was then altered to obtain the interval through which no heat was 

transferred. The minimum temperature associated with this interval was the pinch-point 

temperature. The adjusted cascade heat duty is shown in Table 3.8. It can be seen from this 

table that the 12th interval corresponded to the pinch point i.e. 25 ºC on the cold 

temperature scale. This suggested that utility heating of 71.5 MW was required for this 

particular interval. 

 

 

Figure 3.5: The temperature intervals of the streams involved in the pinch-point analysis for the 

BCLWS process 
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Table 3.8: The cascade and adjusted cascade heat duty for each interval in the pinch-point 

analysis 

Temperature interval 

(oC) 

Cascade heat duty 

(MW) 

Adjusted cascade heat duty 

(MW) 

1+2 (1015 – 805) + (805 – 

661) 
12.4 83.9 

3 (661– 621) 28.9 100.4 

4 (621 – 610) 32.2 103.7 

5 (610 – 520) 36.9 108.4 

6 (520 – 515) 67.1 138.7 

7 (515 – 490) 45.7 117.2 

8 (490 – 370) 25.4 96.9 

9 (370 – 325) 10.8 82.3 

10 (325 – 215) -9.5 62.0 

11 (215 – 40) -66.9 4.6 

12 (40 – 35) -71.5 0.0 

13 (35 – 25) -67.1 4.4 

 

A minimum utility cooling (4.4 MW) was needed below this pinch-point interval. 

Accordingly, a heat exchanger network was designed (Figure A1) with the following 

considerations to enhance the thermal and exergy efficiency of the process: 

1- The CO2 compression to 110 bar was accomplished through use of five 

compressors with one inter-stage cooling system. This reduced the compression 

power consumption by 36 percentage points compared with the baseline process; 

2- Considering water as the by-product of the process, and the large amount of heat 

released from the high temperature streams i.e. streams 73, 34, 39,70, 3 and 20, a 

water preheating unit (HE-(8-10)) followed by a heat-recovery steam generation 
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(HRSG-1) unit was added to vaporise the water and to generate power via the 

steam-generation cycle; 

3- The steam required for the oxidiser was generated by two units, HRSG-2 and the 

fired heater (E-6) (Figure 3.6). HRSG-2 comprised four parallel evaporators which 

used the heat energy released from the streams 18, 40, 74 and 51. In the fired 

heater, 5% of the syngas - generated in the bottom of the reducer (stream 26) - was 

fully combusted via their reaction with the pre-heated air.  

The detailed heat integration analysis performed in this study has improved the process 

beyond the state of the art that is published in the literature. This can be seen 

specifically in the third consideration made during the heat-exchanger network design. 

The splitting of a high-temperature gas stream (stream 26) from the reducer improves 

the process performance due to the reduction in fuel consumption. This technique was 

not discussed in previous studies that integrated a CLWS process [6, 8, 48-50].  

This optimised heat integration process is termed integrated CLWS, or ICLWS, and the 

operating parameters for this process are shown in Table 3.9. 

To show the effect of stream 26 on the process performance, an experiment was 

performed in which natural gas replaced stream 26 in the vessel E-6. This test is shown 

in Figure A3. This process was called CLWS(a). The thermodynamic evaluation of 

process CLWS(a) is shown with comparisons of evaluations of all processes in Table 

3.13.  
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Figure 3.6: The process-flow diagram of the integrated CLWS process ICLWS 

 

 

 

 

 

 

 

 

 

 

 



 

51 

 

Table 3.9:  List of the operating parameters of the main units in the ICLWS process 

Design specification Specified value 

Reducer operating temperature 1015 ℃ 

Temperature of the solids fed to the reducer 1015 ℃ 

Temperature of the solids discharged from the reducer 651 ℃ 

Temperature of the natural gas fed to the reducer 600 ℃ 

Oxygen carrier to natural gas feed ratio 6.7 

Temperature of the solids fed to the oxidiser 795 ℃ 

Temperature of the steam fed to the oxidiser 505 ℃ 

Operating temperature of the oxidiser 661 ℃ 

Temperature of the solids discharged from oxidiser 820 ℃ 

Oxygen carrier to steam ratio 4.4 

Operating temperature of the air reactor 1015 ℃ 

Separation vessels temperature 40 ℃ 

Operating pressure for all the reactors 1.2 bar 

Pressure of the CO2 product 110 bar 

Pressure of the H2 product 10.0 bar 

Isentropic efficiency of the compressors 0.90 

Isentropic efficiency of the HP&IP turbines 0.90 

Isentropic efficiency of the LP turbine 0.87 

Designed vapour fraction of the LP turbine 0.9 

Pump efficiency 0.85 

Inlet temperature of the turbines 611 ℃ 

Pump outlet pressure 260 bar 

HP outlet pressure 150 bar 

IP outlet pressure 70 bar 

LP outlet pressure 0.026 bar 
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3.5.3 Unconventional equipment used in the ICLWS process  

Since ICLWS is a novel process, some non-standard pieces of equipment were included in 

the design of the chemical plant used for the process. These pieces of equipment were as 

follows: 

a- Moving-bed reactor (reducer, oxidiser and air reactor); 

b- Indirect gas-solid heater; and  

c- Atmospheric pressure HRSG unit. 

Moving-bed Reactor (MBR) 

The moving-bed reactor (MBR) was first proposed by Andrew in 1890 [68]. The MBR 

involves a layer of granular solid that moves as a plug through the reactor length. The solid 

might be a reactant or a catalyst [69]. The MBR is used in the petrochemical industry in the 

separation of heavy-cut petroleum from metals that are present at concentrations of more 

than 250 ppm [70, 71]. It is also used as a catalyst regeneration unit in the continuous 

catalytic cracking process that is employed in production of DRI, as developed by 

MIDREX, or in the biofilm processes of municipal and waste-water treatment plants [69, 

72]. Schematic diagrams of MBR designs are shown in Figure 3.7 [73]. The main benefit 

of using this technology lies in the lowering of the  energy consumption because the 

pressure drop across the reactor is reduced. Thus, the overall plant performance and 

economics are improved [69].  

 

Figure 3.7: Schematic diagram of moving-bed reactors used in industry 
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In the area of chemical looping, most of the studies that have been conducted have 

considered the fuel, steam and air reactors as fluidised-bed reactors [25, 36, 37, 44, 52]. 

Few studies propose the moving-bed reactor as the main reactor type for use in the 

chemical looping process [8, 45, 49]. These researches have shown that the moving-bed 

reactor has a potential advantage over the fluidised-bed in terms of higher efficiencies of 

gas and solid conversion in both fuel and steam reactors [8]. Therefore, it was selected 

here. Several mathematical models have been proposed in the literature to describe the 

MBR. These models either employ computational fluid dynamics [74] or the mass, energy 

and kinetics technique [45, 75]. In Chapter 5, we employ the model based on mass, energy 

balance and kinetics to calculate the reactor’s length and consequently the cost of the 

reactor based on its size. In addition, 30% is added to the calculated length to account for 

the section in which the gas distributor and the piping for the solids discharge are installed.    

 

 

Indirect gas-solid heater 

Recent technologies have been proposed in terms of indirect gas-solid heating. One of 

these was developed by Solex Thermal Science [76]. This company’s device consists of 

several stacked hollow stainless-steel plates through which fluid flows to exchange heat 

with the solids that flow freely downward between these plates. This process is represented 

in the schematic shown in Figure 3.8. Conduction heat transfer takes place through the 

walls to the solids. In our case, the fuel and air mixture flows through the hollow pipes as 

wustite and metallic iron descends freely between these plates. Solex Thermal Science 

states that this technology consumes 90% less fuel than other gas-solid heat-exchanger 

technologies such as fluid-bed heater/coolers [76].      
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Figure 3.8: Schematic diagram of indirect gas-solid heater made by Solex Thermal Science [76] 

Atmospheric heat recovery steam generation unit 

Usually the HRSG unit operates at moderate to high pressure (50 - 260 bar) in order to 

minimise latent heat and therefore to reduce consumption of energy [77]. The HRSG-2 unit 

in the ICLWS process operates at P = 1.2 bar since the steam generated there is fed to the 

oxidiser, which operates at P = 1.2 bar. This unit is considered as the standard HRSG unit; 

however, the volume of the pipes through which the steam is discharged must be larger 

than those of the standard unit because the pressure is 50 - 100 times less, and therefore the 

gas volume is large due to the inverse relationship between pressure and gas volume. This 

fact is considered in the economic evaluation of the process that is explained in Chapter 6. 

The purpose of this thesis is not necessarily to develop a process that is “shovel-ready” but 

also to point to some areas for future development. 

 

3.6    Steam methane reforming process (SMR) 

In order to investigate the ICLWS process viability it has to be compared with the 

benchmark process for hydrogen production i.e. steam methane reforming. Therefore, a 

steam methane reforming process (SMR) adopted from the assessment study performed 

from the US department of energy was developed and simulated using Aspen V.9 [12]. 

The SMR process was illustrated earlier in section 2.1 and the block flow diagram of the 

process was represented in Figure 2.2. However, details about the thermal energy 
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optimisation of the process was absent from adopted sources. Hence, heat integration 

analysis was performed on the basic SMR process represented by Figure 2.2 following the 

pinch point analysis similar to the ICLWS. Then, the optimised SMR process will be 

thermodynamically evaluated. The simulated SMR process is referred to “SMR1” whereas 

the process found in the literature is called “SMRr”[12]. 

3.6.1  Heat Integration analysis for SMR process 

Following the methodology presented in section 3.5.2 for pinch point analysis, the thermal 

energy of the SMR1 process was optimised through the minimisation of the hot and cold 

utilities required by the process. The hot and cold streams involved in the pinch point 

analyses were represented by Figure 3.9.  

 

Figure 3.9: Temperature intervals for the streams involved in the pinch analysis for SMR1 process 

 

Table 3.10 shows the cascaded enthalpy for each interval in the analysis. As mentioned 

previously in section 3.5.2, the interval at which the sign of cascaded enthalpy is changed 

from +ve to –ve is the interval that contains the pinch point temperature. Also, no heat 

transfer is taking place across the pinch point temperature. Thus, the cascade heat load is 

adjusted as shown in Table 3.10 so the heat load across the pinch point interval is zero.  
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Table 3.10: The cascade and the adjusted cascade heat duties for each interval in the pinch point 

analysis for SMR1 process 

Temperature interval (oC) Cascade Heat duty 

(MW) 

Adjusted Cascade Heat duty 

(MW) 

1+2 (866 – 643) + (643 – 409) 230.6 237.2 

3 (409– 332) 263.3 269.9 

4  (332 – 280) 298.0 304.6 

5 (280 – 242) 153.8 160.4 

6 (242 – 214) 159.3 165.9 

7 (214 – 200) 166.6 173.2 

8 (200 – 180) 177.1 183.7 

9 (180 – 128) -6.6 0.0 

10 (128 – 115) 217.3 223.9 

11 (115 – 105) 108.2 114.8 

12 (105 – 100) 103.9 110.5 

13 (100 – 77) 137.8 144.4 

14 (77 – 48) 243.4 250 

15 (48 – 40) 227.6 234.2 

16 (40 – 21) 229.4 236.0 

Consequently, the pinch point temperature occurs on the 9th interval and equals 128 ºC (hot 

scale) or 118 ºC (cold scale).  As a results in Table 3.10, the minimum heating utility is 6.6 

MW while the minimum cooling utility is 236 MW.  
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Table 3.11: Identification of the units presented in the SMR1 process flow diagram 

Unit abbreviation  Identification of the unit 

HE-i Heat exchanger 

P-i Pumps 

HRSG-i Heat recovery steam generation  

A-i Absorber 

S-i Stripper 

VL-i Valves 

HTS High shift reactor 

LTS Low shift reactor 

C-i Compressor 

V-i Flash drum 

E-i Cooler 

H-i Heater  

 

The operating conditions for SMR1 process is listed in Table 3.12 and the process flow 

diagram is represented by Figure 3.10.  

 

The next step following the determination of the minimum utility required, is the design of 

the heat exchanger network for the SMR1 process. The network is shown in the process 

flow diagram of the SMR1 process presented in Figure 3.10. The following points 

summarises the main steps conducted in the design of the heat exchanger network: 

1- The steam required for the reformer is generated via two units: water pre-heating 

and HRSG-1.The water pre-heating is composed of four heat exchangers in series 

(HE1& HE-(7-9)). The excess heat exhausted from streams 37, 13, 7, 71 used in 

HE-1&HE-(7-9) respectively. The HRSG-1 unit is utilising the heat from the 

elevated temperature streams 3, 68 to vaporise the water and heat it to the inlet 

temperature of the steam fed to the reformer. 
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Table 3.12: The operating parameters used to simulate the SMR1 process 

Parameter Value 

Temperature of the steam fed to the reformer tubes 399 ºC 

Temperature of the syngas discharged from reformer tubes 866 ºC 

Temperature of the flue gas discharged from the reformer shell 643 ºC 

Pressure inside the reformer shell 1.1 bar 

Pressure inside the reformer tubes 30 bar 

Temperature of the syngas fed to the high shift reactor 242 ºC 

Temperature of the syngas discharged from the high shift reactor 332 ºC 

Temperature of the gas fed to the low shift reactor 200 ºC 

CO conversion of the gas discharged from the low shift reactor  98.1% 

Temperature of the syngas discharged from the low shift reactor 214 ºC 

High and low shift reactor pressure  28 bar 

Pressure of the steam fed to the reformer 30 bar 

Pressure of the absorber A-1 used in MDEA unit  27 bar 

Pressure of the stripper S-1 used in the MDEA unit  1.4 bar 

Heat load required by the boiler B-1 in the MDEA unit 23 MW 

MDEA solution to CO2 ratio fed to MDEA unit  10.4 kg/kg 

CO2 Capture % from MDEA unit  95.2% 

Pressure of the absorber A-2 used in the MEA unit  1.0 bar 

Pressure of the stripper S-2 used in the MEA unit 1.4 bar 

Heat load required by the boiler B-2 in the MEA unit 40 MW 

MEA solution to CO2 ratio fed to MEA unit 5.78 kg/kg 

CO2 Capture % from MEA unit 76 % 

Temperature of the flash drum V-1 21 ºC 

Pressure of the flash drum V-1 1.6 bar 

Temperature of the flash drum V-2 48 ºC 

Pressure of the flash drum V-2 1.4 bar 

Temperature of the flash drum V-3 48 ºC 

Pressure of the flash drum V-3 10 bar 

Temperature of the flash drum V-4 21 ºC 

Pressure of the flash drum V-4 10 bar 

H2  removal efficiency from the pressure swing adsorption unit  73.6% 
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Figure 3.10: The process flow diagram for the SMR process developed 

 

2- The heat associated with streams 86 and 12 employed to pre-heat the water via HE-

2 & HE-10 respectively before it vaporises in HRSG-2. In addition, the heat related 

with stream 41 is utilised to pre-heat the water before it evaporates in HRSG-3. 
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3- HRSG-2 and HRSG-3 units were both used to generate the steam required for both 

strippers (S-1&S-2). The enthalpy associated with streams 11, 58, 5, 70, 46, 96 

were mainly implemented for this purpose. 

4- The hot lean MDEA amine discharged from stripper (S-1) in addition with the 

steam represented as stream 16 were used to heat up the rich MDEA amine via HE-

(4-5) in order to recover it in S-1. Moreover, stream 49 (hot lean MEA solution) is 

utilised to heat the lean MEA solution i.e stream 83 to recover it in S-2.   

 

3.7   Thermodynamic evaluation of the ICLWS process 

The ICLWS process was thermodynamically analysed by assessing the thermal efficiency 

of the process and the hydrogen yield using Eqs. (3.12) to (3.17) [12] 

𝜂𝑡ℎ =
�̇�𝑜

�̇�𝑖
                                                  (3.12) 

𝜂𝐻2 =
�̇�𝑜

�̇�𝑓
                                                  (3.13)  

𝜂𝑒𝑓𝑓 =
𝑄𝑜
. −𝑃𝑐/𝑔

𝑄𝑖
.                                          (3.14)                             

�̇�𝑜 = �̇�𝐻2𝐻𝐻𝑉𝐻2                                (3.15) 

�̇�𝑖 = �̇�𝑁𝐺𝐻𝐻𝑉𝑁𝐺 + �̇�𝑀𝐻                     (3.16) 

�̇�𝑓 = �̇�𝑁𝐺𝐻𝐻𝑉𝑁𝐺                                  (3.17) 

 

In these equations: 

 �̇�𝐻2 is the mass flow rate of H2 produced from the process (kg/s). 

�̇�𝑁𝐺 is the mass flow rate of natural gas consumed by the process (kg/s). 

𝐹𝐻2 is the molar flow rate of H2 produced (kmol/h).  

𝐹𝑁𝐺 is the molar flow rate of natural gas consumed by the process (kmol/h). 

HHV is the higher heating value of the fuel (54.1 MJ/kg) [78, 79].  

𝑃𝑐/𝑔 is the power generated (-ve) through turbines or consumed (+ve) through pumps and 

compressors in the process (MW).  

�̇�𝑀𝐻 is the net heating utility supplied to the process (MW).  
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𝜂𝑒𝑓𝑓 is the effective efficiency.   

The corresponding values of all these parameters are summarised in Table 3.13. These 

parameters were identical for both support materials used in this work, i.e. MgAl2O4 and 

ZrO2. It can be observed that use of the optimised process (ICLWS) has improved the use 

of thermal energy by 31.1 percentage points compared with the baseline process 

(BCLWS). The ICLWS process shows improvements in hydrogen production efficiency 

by 23.7 percentage points and 2.8 percentage points compared with the baseline process 

and the no-split process (CLWS(a)). Furthermore, the hydrogen production efficiency has 

been improved by 11.7 percentage points, 6.8 – 13.5 percentage points and 6.5 – 12.7 

percentage points in comparison with conventional SMR1, modern SMRm [18, 80] and 

ATR [18] processes respectively. However, the hydrogen production efficiency is 1.1 

percentage points lower than that of the highest SMR hydrogen production efficiency 

reported in the literature [19]. Also, the hydrogen production efficiency for the ICLWS 

process is 6.3 percentage points and 13.4 percentage points higher than that of the OSU 

process [8] and the three-reactor chemical looping reforming (TRCLR) process proposed 

by Khan and Shamim of the Centre for Energy in Abu Dhabi [49], respectively.  

Regarding the effective efficiency, the ICLWS process dominates over all the competitors 

considered in this study. The effective efficiency appears to be 12.3 percentage points, 2 – 

11.1 percentage points and 4.1 – 10.8 percentage points higher than those reported for the 

conventional SMR, modern SMRm and ATR processes, respectively. Also, it is improved 

by 6.5 percentage points and 10.8 percentage points compared with OSU and TRCLR 

processes, respectively. In addition, the effective efficiency is 41.3 percentage points 

higher than that observed in the baseline process. This is attributed to the amount of power 

generated by the steam generation cycle within this process. This cycle is absent from the 

conventional SMR, OSU and basic processes. Power is produced in the TRCLR, modern 

SMRm and ATR systems but to a lesser degree than in the ICLWS process. Moreover, the 

effective efficiency of the ICLWS system is 4.1 percentage points higher than that of the 

no-split process CLWS(a). Use of 5% of the syngas in the split process improved the 

developed process performance by 2.8 percentage points, and by 4.1 percentage points in 

terms of the hydrogen production and effective efficiencies. However, it reduced the CO2 

capture efficiency by 1.5 percentage points. 
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Table 3.13: Comparison between the thermodynamic evaluations of the optimised ICLWS process 

and other published, methods(a)  
 

Parameter SMRr
[12] SMR1 SMRm

[18, 80]
  ATR[18] BCLWS CLWS(a) ICLWS 

CO2 capture % 90.0 90.0 55.7-90 53.2-66.9 69.2 88.8 87.3 

𝑭𝑯𝟐
𝑭𝑵𝑮

 2.30 2.36 2.3-2.5 2.3-2.5 1.96 2.63 2.72 

�̇�𝒊  (MW) N/A 1411.0 455.6-503.4 457.7-500 2116.6 1354.4 1285.2 

�̇�𝒐 (MW) 1012.6 1013.3 351.1-354.5 354.5 1021.0 1021.0 1019.2 

�̇�𝒇 (MW) 1402.9 1404.4 455.6-503.4 457.7-500 1696.1 1258.2 1215.7 

𝑷𝒄/𝑔 (MW) 34.2 34.0 -(0.3-11.8) -(0.2-1.6) 78.6 -28.3 -29.5 

𝜼𝒕ℎ - 71.8 - - 48.2 75.2 79.3 

𝜼𝑯𝟐 72.2 72.2 70.4-77.1 71.2-77.4 60.2 81.1 83.9 

𝜼𝒆𝒇𝒇 69.7 69.3 70.5-79.6 70.8-77.5 40.3 77.5 81.6 

 

Table 3.14: Comparison between the thermodynamic evaluations of the optimised ICLWS process 

and other published methods(b) 

Parameter OSU[8] TRCLR[49] BCLWS CLWS(a) ICLWS 

CO2 capture % 90.0 100 69.2 88.8 87.3 

𝑭𝑯𝟐

𝑭𝑵𝑮
 2.29 2.54 1.96 2.63 2.72 

�̇�𝒊  (MW) N/A - 2116.6 1354.4 1285.2 

�̇�𝒐 (MW) 1017.9 291.5 1021.0 1021.0 1019.2 

�̇�𝒇 (MW) 1309.4 413.3 1696.1 1258.2 1215.7 

𝑷𝒄/𝑔 (MW) 33.4 1.6 78.6 -28.3 -29.5 

𝜼𝒕ℎ - - 48.2 75.2 79.3 

𝜼𝑯𝟐 77.6 70.5 60.2 81.1 83.9 

𝜼𝒆𝒇𝒇 75.1 70.8 40.3 77.5 81.6 

 

3.8 Sensitivity Analysis (Reducer and Oxidiser)  

Sensitivity analysis is a paramount step toward the optimisation of any chemical process 

[8, 48, 49]. The output (dependent) and the input (independent) parameters involved in this 

analysis are summarised in Tables 3.15 and 3.16. The Aspen Plus V.8.8 simulator was 
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employed to analyse the results. Based on the insights gained through the heat integration 

and sensitivity analysis, the BCLWS process was optimised to the ICLWS process shown 

in Figure 3.6.  

 

Table 3.15: Output parameters analysed in this study 
 

Output parameter Symbol 

Gas outlet conversion in the reducer Xgr 

Discharged solid conversion in the reducer Xsr 

Gas outlet conversion in the oxidiser Xgo 

Discharged solid conversion in the oxidiser Xso 

 

Table 3.16: Input parameters analysed in this study 

 

Input parameter Symbol Span Step size 

Oxygen carrier-to-methane feed ratio R1=Foc/FCH4i 1-7.6 0.2 

Oxygen carrier-to-steam feed ratio R2= Foc/Fsti 2-6 0.2 

Temperature of reducer’s discharged gas  Tgr 700-1020 20 

Temperature of reducer’s discharged solids  Tsr 600-900 20 

Temperature of oxidiser’s discharged gas  Tgo 620-900 20 

Temperature of oxidiser’s discharged solids  Tso 620-900 20 

3.8.1 Reducer sensitivity analyses  

The effect of the oxygen carrier to methane feed ratio on the conversion of the discharged 

gas and solid is shown in Figure 3.11. The temperature and pressure of the gas discharged 

from the reducer were set at 1015 ºC and 1.2 bar, respectively. The gas conversion was 
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observed to increase as the ratio of the oxygen carrier to the methane feed increased. 

Similar trends have been reported in the literature [8, 14] under similar operating 

conditions with different oxygen-carrier supports. This results from the extent of 

combustion that takes place in the reducer [14].              

 

 

Figure 3.11: The effect of the oxygen carrier to methane feed ratio (R1) on the conversion of the 

discharged gas and solids in the reducer 
  

As R1 increases, reactions (3.1) and (3.2) approach completion, moving the equilibrium 

state of reactions (3.4) and (3.5) toward complete combustion. The addition of a discharged 

solid stream (12% Fe2O3 and 28% Fe3O4) from the reducer leads to enhanced conversion 

of solid and enhanced heat recovery from the reactors. The amount of Fe0.947O generated 

via reaction (3.5) is influenced by the reduction in the amounts of Fe2O3 and Fe3O4. As a 

consequence, the amount of Fe0 in the discharged solid increases. The conversion of solid 

is in contrast with that of the gas. For R1 values below 3.4, solid conversion is at or near 

100%, which indicates that metallic iron is the only form of oxygen carrier in the reduced 

state. For R1>3.4, Fe0.947O is co-generated in addition to Fe0. This consequently leads to a 

linear reduction in solid conversion rate [14]. 

 

The effect of the outlet temperature of the reducer on the gas conversion is shown in Figure 

3.12, which shows that the outlet gas conversion improves with an increase in the outlet 

temperature until complete conversion is achieved at Tgr = 940 ºC. This is due to the 

endothermic nature of the reactions (3.1) to (3.3), which occur in the reducer. Similar 
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results have been reported in the literature [8]. If Tgr is increased,  the equilibrium state in 

reactions (3.1) and (3.2) moves to the right, towards the products, and therefore the 

equilibrium states in reactions (3.4) and (3.5) are also shifted to the right. This 

consequently results in complete combustion.  

 

Figure 3.12: The effect of the outlet gas temperature of the reducer on the conversion (R1 = 6.8 and 

Tsr = 651 ºC) 

 

Figure 3.13 demonstrates the effect of the outlet temperature of the solids on their 

conversion. It can be seen that, as the discharge temperature increases, the solid conversion 

increases to a maximum value of 0.66 at Tsr = 651 ºC. This behaviour is linked to the 

amount of carbon deposited on the discharged solid (reaction (3.7) in Table 3.5). Raising 

the temperature of the discharged solid forces a reduction in the carbon deposition, which 

improves the conversion of the solid. A further increase in the discharged-solid 

temperature to above 651 ºC does not affect the conversion of the solid since carbon 

deposition is eliminated at these elevated temperatures. 
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Figure 3.13: The effect of the temperature of the discharged solid on the conversion of the solid 

3.8.2 Oxidiser sensitivity analyses 

The variations of the discharged gas and solid conversion ratios as a function of steam-to-

methane ratios are shown in Figure 3.14.  

 

 

Figure 3.14: The effect of the steam-to-methane inlet flow ratio on the gas discharged from and 

solid converted in the oxidiser (Tgo = 660 ºC, Tso = 820 ºC and Xsr = 0.66) 

 

The discharged-gas conversion remains constant at 71% for R2 ≤ 4.4, but steadily declines 

as R2 increases (Figure 3.14). For 2.8≤ R2≤ 4.4, the conversion ratio decreases almost 

linearly with an increase in R2. For R2 ≥ 4.4, little variation is observed in the conversion 

ratio. Similar trends with alumina as support have been reported in the literature [8]. The 

results observed in Figure 3.14 can be illustrated via the thermodynamic analysis of the 

reactions that occur in the oxidiser and oxygen carrier (reactions (3.8) and (3.9) in Table 

3.5). For R2 ≤ 4.4, the equilibrium of these reactions is shifted to the right, i.e. more 
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hydrogen is generated. However, the amount of hydrogen produced is equivalent to the 

amount of steam fed. As a result, the steam conversion remains constant. For R2 ≥ 4.4, the 

value of the solid conversion is 11%. This conversion value corresponds to the presence of 

pure magnetite. Thermodynamically, Fe0.947O and metallic iron are the required forms of 

the iron-based oxygen carriers for hydrogen production, as explained earlier in section 3.4. 

The solid conversions exhibit different behaviour from that of the steam conversion. For 

2≤ R2 ≤2.8, the quantity of steam fed to the oxidiser activates reaction (3.8) only, based on 

the stoichiometry of reactions (3.8) and (3.9). This suggests that the discharged solid is 

made up of Fe0.947O only. Reaction (3.8) indicates that 0.947 mole of Fe0, when reacted 

with one mole of steam, produces a mole each of Fe0.947O and hydrogen. In reaction (3.9), 

each mole of steam requires 3.17 moles of Fe0.947O to produce one mole each of hydrogen 

and magnetite, and therefore, more Fe0.947O is required to activate reaction (3.8). For 

2.8<R2 ≤4.4, the continuous generation of Fe0.947O via reaction (3.8) activates reaction 

(3.9). Therefore, the equilibrium state of reaction (3.9) moves to the right until all the 

Fe0.947O has been converted to magnetite at an R2 value of 4.4. 

The effects of the discharged gas and solid temperatures of the oxidiser on the oxidiser’s 

discharged gas and solid conversions are shown in Figures 3.15 and 3.16.  

 

  

Figure 3.15: The effect of the oxidiser’s outlet gas temperature on the oxidiser’s outlet gas 

conversion (R2 = 4.4 and Xsr = 0.66) 
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Figure 3.16: The effect of the oxidiser’s outlet solid temperature on the oxidiser’s outlet solid 

conversion (R2 = 4.4 and Xsr = 0.66) 

 

It can be seen that the discharged solid and gas temperatures have a negligible impact on 

the conversion in the oxidiser. Under these operating conditions, the discharged solid 

conversion is 11%, i.e. hydrogen is not produced in the oxidiser. 

 

3.8  Concluding remarks 

This chapter reveals the steps followed to develop a novel hydrogen production process via 

chemical looping water splitting (CLWS) technology. It discusses both the pinch-point and 

sensitivity analyses performed on the developed baseline CLWS process in order to 

optimise it. Finally the optimised process was assessed via the determination of its 

effective and hydrogen efficiency, and compared with the benchmark process for hydrogen 

production, SMR, and CLWS competitor processes. Heat integration into the CLWS 

process, called the ICLWS process, aided the minimisation of utility usage and resulted in 

a 23.7 percentage point and 41.3 percentage point improvement in hydrogen production 

and effective efficiency, respectively, compared with the baseline process. In addition, the 

hydrogen production efficiency for the optimised process (ICLWS) was improved by 11.7 

percentage points, 6.8 – 13.5 percentage points and 6.5 – 12.7 percentage points compared 

with the conventional SMR1, modern SMR, and ATR processes. Moreover, it was 6.3 

percentage points and 13.4 percentage points higher compared with the OSU and (TRCLR) 

processes. Furthermore, the ICLWS process showed the highest effective efficiency among 

all the comparable SMR/ATR processes considered in this study, at 12.3 percentage points, 
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2 – 11.1 percentage points and 4.1 – 10.8 percentage points higher than the conventional 

SMR, modern SMR and ATR processes, respectively. It offered the added benefit over 

SMR of simple production of a pure CO2 stream as well. Yet, the hydrogen production and 

effective efficiencies of the ICLWS process were lower by 1.1 percentage points and 3.4 

percentage points, respectively, than the highest of these that were reported by the 

literature.  

The sensitivity analyses revealed a direct relation between the conversion of the discharged 

gas from the reducer and the ratio of the oxygen carrier to natural gas feed. The outlet 

conversion of the solid exhibited contrasting behaviour. At low oxygen carrier to natural 

gas ratio, it was observed to be at its maximum. However, it started to decline linearly 

when the Fe0.947O began to form in the discharged solid from the reducer. The conversion 

of the discharged gas from the reducer increased as its outlet temperature rose until 

complete conversion was achieved. This followed an expected trend due to the 

endothermic nature of the reactions carried out in the reducer. For the steam reactor, the 

steam to methane feed ratio showed negligible effect on the outlet steam conversion at low 

values. However, the conversion decreased as the ratio passed the value of 4.4. At this 

ratio, all discharged solid was in the form of magnetite. Lastly, the discharged gas and 

solid temperatures showed insignificant influence on the gas and solids conversions 

respectively. 
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Chapter 4 : Decarbonised iron production process via chemical 

looping water splitting technology 
 

Chemical looping with water splitting technology can be employed to improve iron and 

steel manufacture beyond the current state of the art. The technology presented in Chapter 

3 and data from the literature for hydrogen production are adapted in this chapter to 

employ CLWS for iron co-production. The first section of this chapter reviews the 

thermodynamic limitations of use of an iron-based oxygen carrier in the production of 

metallic iron via the oxygen carrier’s reaction with methane fuel. This information is 

supported by the results derived from Chapter 3 in the sensitivity analysis section. The 

second section describes the baseline process developed for the sensitivity analysis. 

Similarly, heat integration analysis following the methodology presented in section 3.5.2 of 

Chapter 3 is applied to the process described in this chapter  to optimise it. The integrated 

process for iron manufacture is fully described. Finally, the optimised process for iron 

production is thermodynamically evaluated using the same parameters as those discussed 

in Chapter 3.   

4.1  Review of the literature regarding steel production through the 

direct reduced iron process 

Direct reduced iron (DRI) is an alternative method to blast furnaces for iron and steel 

production. In the DRI process, iron is produced as a solid of uniform density and shape 

[81]. The DRI product lacks the tramp elements that result from use of coal as a reducing 

agent in the regular blast-furnace process. Therefore, it is an acceptable substitute for the 

high-quality scrap that is fed to an electric arc furnace (EAF) for steel production [82]. In 

addition, the DRI process has gained more interest in recent years because of 

environmental concerns and limitations imposed on carbon emissions. The blast furnace, 

which is the primary method of iron and steel production, makes a significant contribution 

to global warming and climate change [2]. The DRI process is mainly a reduction of the 

iron ore to metallic iron in the solid state using a reducing agent. The reducing agent 

comprises hydrogen and carbon monoxide (syngas) that results from the reforming of 

natural gas or coal gasification. The DRI product has a degree of metallisation in the range 

of 85 – 95%, with a carbon content of 0.4 – 5% [81]. Cold/hot reduced iron (CDRI/HDRI) 
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and hot briquetted iron are the forms of direct reduced iron that can be generated by this 

process. According to the technologies employed in the iron ore reduction reactor, the DRI 

processes are classified into the following types: 

a- Shaft furnace; 

b- Rotary kiln; 

c- Rotary hearth furnace; 

d- Fluidised bed reactor. 

The most common DRI plants have been developed by MIDREX and HYL-ENERGOEN. 

Both use the shaft furnace reducing reactor [83]. The energy consumption of the DRI 

process is in the order of 10.4 GJ/t-DRI with CO2 emission rates of 0.77-0.92 tCO2/t-steel 

[81]. Since the MIDREX process accounts for 60% of the DRI production capacity 

worldwide, more explanation is presented on this process in the upcoming section [84]. 

Also, the thermodynamic evaluation of the iron-based chemical looping process for iron 

production, the development of which is described in this chapter, is compared with the 

values obtained from the MIDREX process. 

4.1.1  MIDREX process for DRI production 

This process depends on shaft-furnace technology. Natural gas, coke oven gas (COG) and 

coal have all been used as primary fuels of various configurations in this process [85]. 

Here, the natural-gas-fuelled process is discussed in more detail since the iron production 

process via chemical looping proposed in this chapter also utilises natural gas as the 

reducing agent. In the MIDREX process, natural gas is mixed with part of the process gas 

that is discharged from the shaft furnace, then the mixture is pre-heated and fed to the 

reformer. The syngas generated by the reformer is fed to the upper part of the shaft 

furnace. In the shaft furnace, the syngas reduces the iron ore that is fed in at the top of the 

shaft furnace in a counter-flow operation. As a result, iron ore is converted to metallic iron 

that contains some percentages of iron oxides and iron carbide, which is discharged at the 

reactor bottom [86, 87]. The DRI product comprises 83 – 89% Fe0, 4 – 7% FeO and 1 – 

3% C, according to the literature [81, 87]. Most of the syngas is combusted to a mixture of 

carbon dioxide and steam. All the reactions that take place in the shaft furnace are shown 

in Figure 4.1 [83]. Due to the endothermic nature of some reactions that occur in the shaft 

furnace, pure oxygen is fed with additional natural gas to the furnace in order to aid the 

sustainability of the reactions occurring there [88]. The heat associated with the flue gas 

effluent from the reformer is recovered in the pre-heating of the natural gas and process 
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gas mixture [87]. The DRI product is either stored in the form of CDRI or HBI or fed to 

the EAF to produce steel [89]. In addition, a CO2-capture unit is integrated with the process 

due to the environmental limitations imposed by the IPCC. The integration of this unit is 

shown in Figure 4.2. The specific gas consumption and level of CO2 emission of this 

process is 9.4 – 9.6 GJ/t-DRI and 1.27 tCO2/t of steel produced, respectively [87].   

  

Figure 4.1: Process flow diagram of MIDREX process [87] 

 

 

Figure 4.2: MIDREX plant with CO2 capture [81] 
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4.2 Reaction of iron-based oxygen carriers with methane: 

thermodynamic limitations for iron production and theoretical 

background 

 

In Chapter 3, the reduction of iron ore (Fe2O3) to metallic iron was discussed. The phase 

equilibria for Fe-O-C and Fe-O-H were presented in section 3.4 of that chapter. This 

reduction process can be exploited to produce decarbonised metallic iron. Furthermore, 

Figures 3.11 and 4.3 indicate that if a slow flow rate of oxygen carrier is employed, 

metallic iron can be discharged exclusively from the reducer of a CLWS system. 

Therefore, the superior ICLWS process, the development of which was described in 

Chapter 3, can be retrofitted toward the production of metallic iron. 

 

Figure 4.3: The flow rate of discharged oxygen carrier as the oxygen carrier to methane feed ratio 

increases 

 

However, two obstacles  can prevent the production of metallic iron though this approach. 

The first is related to the durability of the oxygen carrier particles, which affects the 

sustainability of the operation. This can be illustrated as follows: as the reaction 

progresses, the deep chemical reduction of the iron-based oxygen carrier enforces a severe 

and rapid deactivation rate of reaction of the solid particles during the first redox cycles. 

This is attributed to the significant chemical and physical stresses caused to the particles 

during the deep reduction (Fe2O3 to Fe). The chemical stress is represented by particle 

sintering, i.e. loss of particle surface area available for the reaction; while the physical 
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stress is caused by the change (about 70%) in particle molar density, which leads to 

mechanical destabilisation and particle break up. Nevertheless, the added value of 

obtaining metallic iron as a saleable co-product from the process may compensate for the 

losses in the oxygen carrier due to sintering. The second obstacle is linked with the carbon 

capture and storage policy. As shown in the phase equilibria diagrams (Figure 3.1 in 

Chapter 3), during Fe2O3 reduction to Fe0, achievement of a complete conversion of fuel to 

CO2 and steam is not possible. Syngas is produced instead, and hence the percentage of 

CO2 captured is affected significantly. To overcome this impediment, the reactor 

configuration described in section 3.4 of Chapter 3 is altered by adding a fourth reactor. 

The aim of this change is to combust fully the syngas produced in the fuel reactor as a 

result of partial oxidation. The modified reactor configuration is presented in Figure 4.4.  

 

Figure 4.4: Schematic diagram of the proposed four-stage CLWS process to enable  iron co-

production  

4.3 The baseline process for the production of hydrogen with iron co-

product in situ with CO2 capture 

Unlike the conventional chemical looping water splitting process, this proposed process 

consists of four reactors as shown in Figure 4.5. Natural gas is pre-heated and fed to 

Reducer-1 where it is partially combusted to syngas via reaction with 31.7% of the 

hematite recycled from the air reactor. The hematite is fully reduced to metallic iron Fe0. 

From this reaction, 13% of Fe0 is stored as a final product, while the balance is introduced 

to the oxidiser to produce hydrogen at a comparable rate as is produced through the 

ICLWS process. In the oxidiser, metallic iron is partially oxidised by steam to form a 

mixture of Fe0.947O and magnetite Fe3O4, while steam is converted to hydrogen as shown 

in reaction 3.9 in Table 3.5, Chapter 3. The syngas produced from Reducer-1 is sent to 
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Reducer-2 to fully combust the syngas to a mixture of carbon dioxide and steam with the 

balance of the Fe2O3 generated in the air reactor, while the hematite is reduced to a mixture 

of Fe0.947O and Fe3O4. Both solid mixtures discharged from the oxidiser and Reducer-2 are 

fed to an air reactor to be fully regenerated through their reactions with pre-heated air. The 

wet CO2 and hydrogen mixtures are cooled to 30 ºC through coolers E-1 and E-2 to 

condense and separate the water. The dry CO2 (stream 17) is compressed to 110 bar to 

prepare it for underground storage. Hydrogen in stream 11 is compressed further to 3 bar, 

and then cooled to 30 ºC to condense and separate more water to achieve the desired 99.4% 

purity of the product. 
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Figure 4.5: Process-flow diagram for the baseline process of chemical looping with iron co-

production (BCLWSFe) 

 

4.4 Heat integration in the hydrogen with iron co-product baseline 

process (BCLWSFe) 

Heat was integrated into this process, following performance of the pinch-point analysis as 

in the ICLWS process presented in Chapter 3. The hot and cold streams involved in the 

analysis are presented in Figure 4.6, with 10 ºC selected as the minimum temperature 
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difference between them. The temperature intervals were constructed based on the inlet 

and target temperatures of the hot and cold streams involved. Then, the enthalpy associated 

with each stream in each temperature interval was calculated  and the net enthalpy for each 

interval was determined. The net enthalpy from interval 1 was added to the enthalpy of the 

subsequent interval (cascaded) to determine the interval at which no heat was transferred, 

i.e. the pinch-point interval. At this interval, the cascade enthalpy sign switched from 

positive (heat supply) to negative (heat demand). The lower bound temperature of this 

interval was the pinch-point temperature, as discussed in Chapter 3. The net enthalpy that 

was calculated for each interval, as well as the cascade heat, are summarised in Table 4.1. 

It is observed that no switch in cascade enthalpy  occurred in this case, which is defined as 

a “threshold” case. For this case, the pinch-point temperature could not be obtained. In this 

case, it is clear that the excess heat liberated from the process is more than the heat 

required.       

 Figure 4.6: Streams involved in the heat integration analysis for the CLWSFe process 
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Table 4.1: The cascade and the adjusted-cascade heat duty for each interval  in the pinch-point 

analysis 

Temperature interval (oC) Cascade heat duty (MW) 

1+2 (1160 – 1134) + (1134 – 660) 227.2 

3 (660 – 610) 258.8 

4 (610 – 567) 254.0 

5 (567 – 510) 220.6 

6 (510 – 502) 214.4 

7 (502 – 476) 194.9 

8 (476 – 447) 179.3 

9 (447 – 386) 99.1 

10 (386 – 326) 52.1 

11 (326 – 210) 19.6 

12 (210 – 40) 1.0 

13 (40 – 35) 0.5 

14 (35 – 25) 3.4 

 

Therefore, based on the values presented in Table 4.1, only 3.4 MW of cooling utility is 

needed. In addition, the minimum enthalpy difference was 2.5 MW between the hot and 

cold cumulative curves obtained at temperature 25 ºC (cold scale) and 35 ºC (hot scale), as 

shown in Figure 4.7. This indicates that this temperature is considered as “nearly pinch-

point temperature” as defined for similar case studies in the literature [90]. 
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Figure 4.7: Hot and cold composite curves based on the pinch-point analyses performed for the 

CLWSFe process 

The design of the heat-exchanger network starts at the “non-utility end”, i.e. the hot side, at 

approaching the nearly pinch-point temperature, whereas the cooling takes place below it. 

The following points summarise the heat integration performed on the process and 

represented by the heat-exchanger network. The process-flow diagram for the optimised 

CLWSFe process and the operating conditions for the main units in the process are shown 

in Figure 4.8 and Table 4.2, respectively. 

1- Heat exchangers HE-1 and HE-4 use the heat released from streams 75 and 60 with 

temperatures of 660 ℃ and 800 ℃ respectively to pre-heat natural gas to 600 ℃, 

while the indirect solid-gas heater H-1, heat exchanger HE-2 and heat exchanger 

HE-7 use the heat released from streams 30 (T = 660 ℃),  71 (T = 210 ℃)  and (T = 

750 ℃) respectively to pre-heat air to 600 ℃ for the air reactor.  

2- The large amount of heat released from the high-temperature streams, i.e. streams 

38, 74, 18 and 60, are used to heat two steam generation cycles for power 

generation. In the first cycle, a unit for heat recovery steam generation (HRSG-1) is 

comprised of two parallel evaporators that recover the heat from streams 38 and 70 

to vaporise water, while HE-3 and HRSG-4 use the heat from streams 18 and 60, 

respectively, in the second cycle. 

3- The steam required in the oxidiser is generated via two units (HRSG-2 and HRSG-

3). HRSG-2 is made up of two parallel evaporators to raise steam using the heat 

from streams 19 and 43. 
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Figure 4.8: Process-flow diagram for the optimised hydrogen and iron co-product chemical 

looping process CLWSFe 

HRSG-3 recovers the heat released from stream 73 to boost the steam temperature from 

237˚C to 500 ˚C. 

Similar to ICLWS process, the CLWSFe has a non-conventional equipment since it is a 

state-of-the-art process. These units are listed as follows: 

a- Moving bed reactors (Reducer-1&2, oxidiser, air reactor) 

b- HRSG-2 

c- Indirect gas-solid cooler. 

These equipment are similar to the non-conventional equipment described in section 3.5.3. 
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Table 4.2: List of the operating parameters of the main units in the ICLWS process 

Design specification Specified value 

Reducer-1 operating temperature  972 ℃ 

Temperature of the solids fed to the reducer-1 1139 ℃ 

Temperature of the solids discharged from the reducer-1 660 ℃ 

Temperature of the natural gas fed to the reducer-1 600 ℃ 

Oxygen carrier (Fe2O3) to natural gas feed ratio 0.9 mol/mol 

Fraction of hematite fed to reducer-1 31.7% 

Reducer-2 operating temperature 1134 ℃ 

Oxygen carrier (Fe2O3) to syngas feed ratio 0.66 mol/mol 

Temperature of the steam fed to the oxidiser 500 ℃ 

Operating temperature of the oxidiser 660 ℃ 

Temperature of the solids discharged from oxidiser  820 ℃ 

Oxygen carrier (Fe2O3) to steam ratio 1.0 

Operating temperature of the air reactor 1160 ℃ 

Separation vessels temperature 40 ℃ 

Operating pressure for all the reactors 1.2 bar 

Pressure of the CO2 product  110 bar 

Pressure of the H2 product  10.0 bar 

Isentropic efficiency of the compressors 0.90 

Isentropic efficiency of the HP&IP turbines 0.90 

Isentropic efficiency of the LP turbine 0.88 

Designed vapour fraction of the LP turbine 0.9 

Pump efficiency 0.85 

Inlet temperature of the Turbines 610 ℃  

Pump outlet pressure 260 bar 

HP outlet pressure  150 bar 

IP outlet Pressure  70 bar 
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4.5 Thermodynamic evaluation of the process 

Thermodynamic analysis of the system was performed to determine the effective thermal 

efficiency, hydrogen production efficiency, hydrogen yield, iron yield and CO2 capture 

efficiency as defined by the equations shown below [8, 12, 41]. 

 

𝜂𝐻2 =
𝑄0̇

𝑄�̇�
                                                                                                          (3.12) 

𝜂𝑒𝑓𝑓 =
𝑄0̇−𝑃𝑐/𝑔

𝑄𝑖̇
                                                                                                 (3.13) 

𝑄0̇ = 𝑚𝐻2̇ 𝐻𝐻𝑉𝐻2 +𝑚𝐹𝑒̇ ∆𝐻𝑐𝐹𝑒                                                                      (4.1) 

𝑄𝑖̇ =  𝑚𝐶𝐻4̇ 𝐻𝐻𝑉𝐶𝐻4 + 𝑄𝑀𝐻
̇                                                                             (3.16) 

𝑄�̇� = 𝑚𝐶𝐻4̇ 𝐻𝐻𝑉𝐶𝐻4                                                                                        (3.17) 

𝑦𝐻2 =
𝐹𝐻2

𝐹𝐶𝐻4
                                                                                                      (4.2) 

𝑦𝐹𝑒 =
𝐹𝐹𝑒

𝐹𝐶𝐻4
                                                                                                      (4.3) 

𝑄0𝑠 = 
�̇�0

�̇�𝐹𝑒
           (4.4) 

𝑄𝐼𝑠 = 
�̇�𝐼

�̇�𝐹𝑒
           (4.5) 

𝑄𝑓𝑠 = 
�̇�𝑓

�̇�𝐹𝑒
           (4.6) 

𝜂𝐼𝑒𝑓𝑓 =
𝑄0𝑠−

𝑃𝑐/𝑔

�̇�𝐹𝑒

𝑄𝐼𝑠
         (4.7) 

𝐶𝑂2 𝐶𝑎𝑝𝑡𝑢𝑟𝑒% = 
𝐹𝐶𝑂2

𝐹𝑡𝐶𝑂2
                                                                                (4.8) 

 

In these equations, , 𝜂𝐼𝑒𝑓𝑓 and  are the effective, iron effective and hydrogen 

production efficiencies, respectively; , , and  are the mass flow rates of H2 and 

Fe produced and of CH4 consumed by the process, respectively; 𝐹𝐻2, 𝐹𝐹𝑒 and 𝐹𝐶𝐻4are the 

molar flow rates of H2 and Fe produced, and of CH4 consumed by the process; HHV is the 
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higher heating value of the fuel (MJ/kg); Pc/g is the power generated (-ve) through turbines 

or consumed (+ve) through pumps and compressors in the process; 𝑄𝑀𝐻̇  is the net heating 

utility supplied to the process in MW; 𝑦𝐻2and 𝑦𝐹𝑒 are the hydrogen and iron yields, 

respectively; FCO2 is the molar flow rate of CO2 captured; FtCO2 is the total amount of CO2 

generated through the process; and ∆𝐻𝑐𝐹𝑒  is the heat associated with the oxidation of 

metallic iron, Fe0 to Fe2O3, in kJ/kg according to: 4Fe(s) + 3O2 (g)  →   2Fe2O3(s) under 

standard conditions. 𝑄0𝑠, 𝑄𝐼𝑠 and 𝑄𝑓𝑠 are the specific rates of the total energy produced, 

total energy consumed and fuel consumed (GJ/tDRI), respectively.   

A summary of the thermodynamic performance indicators calculated using these equations 

is provided in Table 4.3 and Table 4.4. Results from this study were benchmarked and 

compared against similar studies reported in the open literature that investigated a 

conventional SMR process (without CO2 capture) [28], modern SMRm/ATR [18] and the 

non-heat integrated, three-stage OSU process, which was used as the baseline process [29]. 

Also, the CLWSFe thermodynamic performance was compared with that of the benchmark 

process for DRI production, i.e. the MIDREX process [81]. 

Both CLWS processes that have been compared in this study demonstrated higher effective 

efficiencies than that found in the conventional SMR process with CO2 capture. The 

CLWSFe process exhibited the highest effective efficiency at 90.5%, which was 20.8 

percentage points and 10.9 – 20  percentage points higher than the effective efficiencies 

reported for the conventional SMR and modern SMR/ATR reference processes. In 

addition, the effective efficiency of the CLWSFe process was 15.4 percentage points 

higher than that of a chemical looping competitive process i.e. the OSU process.  

Table 4.3: Comparison between the thermodynamic evaluations of the CLWSFe, SMR and OSU 

processes. 

Parameter SMR [28] SMRm/ATR[18] OSU [29] CLWSFe 

CO2 capture 

% 
90 53.2-90 90 100 

𝑦𝐻2  2.2 2.3-2.5 2.3 2.2 

𝑦𝐹𝑒 N/A N/A N/A 0.75 

(MW) N/A 457.7-503.4 N/A 1683.2 

(MW) 1013 354.5 1018 1447.1 

(MW) 1403 457.7-503.4 1309 1683.2 

𝑃𝒄/𝒈(MW) 34 0.2-1.6 33 -77 

 72.2 70.4-77.4 77.6 70.6 

 69.7 70.5-79.6 75.1 90.5 
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The higher effective efficiency of the CLWSFe process compared with those of the OSU 

and SMR processes was attributed to the additional power produced during the CLWSFe 

process, which was made possible through heat recovery by two steam generation cycles. 

The hydrogen production efficiency of the CLWSFe process, however, was 1.6 percentage 

points, 6.8 percentage points and 7.0 percentage points lower than the figures for the 

conventional SMR1, modern SMR/ATR and OSU processes respectively. The lower 

hydrogen production efficiency of the CLWSFe process was due to the large amount of 

metallic iron that was removed from the process as a DRI co-product that was therefore not 

available for H2 production. The economic assessment of the process follows in Chapter 6 

for this process and for the ICLWS process, the development of which was explained in 

Chapter 3. 

Table 4.4: Comparison between the thermodynamic evaluation of the CLWSFe and MIDREX 

processes 

Parameter MIDREX[81] CLWSFe 

CO2 sp.emission (tCO2/ tNG) 0.638 0.0 

𝑦𝐻2  - 2.2 

𝑦𝐹𝑒 1.44 – 1.54 0.75 

𝑄0𝑠 (GJ/tDRI) 8.6– 9.2  57.9 

𝑄𝐼𝑠 (GJ/tDRI) 10.2 – 10.4 67.2 

Qfs(GJ/tDRI) 9.9 – 10.2 67.2 

𝑃𝒄/𝒈(MW) 
- -77 

𝜂𝐼𝑒𝑓𝑓 84.1 – 90.0  90.7 

 

The CLWSFe process exhibited a higher level of specific output energy than the MIDREX 

process, by 53.2 GJ/tDRI, due to the amount of hydrogen fuel produced by the CLWSFe 

method. This has a high calorific value. In addition, the CLWSFe system has the potential 

to generate power. However, the total energy consumed by the MIDREX process and that 

consumed by natural gas were significantly lower than that used by the CLWSFe method. 

As a result, the CLWSFe process demonstrated higher iron production efficiency in the 

range of 0.7 – 6.6 percentage points compared with the MIDREX process.    

4.6 Concluding remarks 

A novel decarbonised iron and steel manufacturing process has been developed based on 

iron-based chemical looping technology (CLWSFe). The process is comprised of four 

stages. In the first, the aim is full reduction of the oxygen carrier, i.e. iron ore, to metallic 
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iron through the partial combustion of fuel. The fuel is fully converted to steam and carbon 

dioxide and the latter is completely captured in the second stages. Another environmentally 

benign fuel (H2) is produced in the third stage by thermal decomposition of steam using 

metallic iron. In the last stage the oxygen carrier is fully regenerated via its reaction with 

air. Heat integration is performed in the process to optimise the energy consumption.  

The process has been assessed thermodynamically and compared with conventional and 

modern SMR, auto thermal reforming, CLWS and DRI competitor processes to calculate 

its viability. The thermodynamic evaluation of the developed CLWSFe process shows an 

effective efficiency of 90.5% which is 20.8 percentage points and 10.9 – 20.9 percentage 

points higher than the effective efficiencies of the conventional SMR and modern 

SMRm/ATR processes. Also, it was 15.4 percentage points higher than that found with the 

three-stage chemical looping water splitting process developed by OSU. However, the 

hydrogen production efficiency for the SMR and OSU processes were 7.0 percentage 

points and 1.6 percentage points higher than that of the developed decarbonised iron 

process, due to the amount of iron stored as a by-product and therefore not utilised in the 

third stage of the process to produce hydrogen. Furthermore, the effective efficiency of 

iron production showed an improvement of 0.7 – 6.6 percentage points over the MIDREX 

process for DRI production. These values enable the developed process to be considered as 

a promising choice in the future to support the decarbonisation of the steel industry.   
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Chapter 5 : Kinetics and reactor modelling for both ICLWS and 

CLWSFe processes 
 

This chapter is comprised of three parts. The first part discusses the kinetics derived from 

the earlier studies that describe the gas-solid reactions that take place in the chemical 

looping water splitting process. The second part contains a description of the moving-bed 

reactor model that was employed to size all the reactors involved in the process developed 

in this chapter. The explanation of the model includes the assumptions made, the boundary 

conditions and the methods that were used to solve the problems. The third section 

describes the conversion and temperature profiles for all the reactors in the ICLWS and 

CLWSFe processes that were obtained and plotted using the counter-current moving-bed 

reactor model. Finally, the major points are listed as the concluding remarks of the chapter. 

5.1  Development of kinetic models for the iron-based oxygen-carrier 

oxidation-reduction reactions 

Chapter 2 of this thesis discussed the use of chemical looping water splitting to produce 

hydrogen. It considered various reaction models, and stated that the reaction rate for iron-

based oxygen carriers could be generally expressed as: 

𝑟 =
−𝑑𝑋

𝑑𝑡
= 𝑘(𝑇)𝑓(𝑋)𝑓(𝐶𝑖)        (2.40) 

In this equation, 𝑘(𝑇) is the intrinsic reaction rate constant and is represented by the 

Arrhenius equation; 𝑓(𝑋) is the solid conversion function, which depends on the reaction 

mechanism as mentioned in Table 2.1; and 𝑓(𝐶𝑖) is the concentration function, which 

depends on the power law. 

Several studies have been conducted to identify the mechanism of iron-based oxidation-

reduction reactions, i.e. to obtain the 𝑓(𝑋) in addition to the order of the reaction and 

Arrhenius equation parameters. A number of these studies are summarised in Table 5.1. 

None of the studies listed in Table 5.1 were conducted on the oxygen carrier 

Fe2O3/MgAl2O4 used in our developed process ICLWS. Therefore, we assumed that the 

kinetics of reaction with Fe2O3/ZrO2 studied by Kang et al. [42] would be applicable to 

Fe2O3 with magnesium aluminate spinel (MgAl2O4), since Kang’s study was 
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comprehensive and had covered all the reactions involved in the ICLWS process. 

Therefore, the model developed by Kang et al. was the most applicable model for the rest 

of the reactions involved in the ICLWS process. Note that reactions (5.4) to (5.6) result 

from the summation of reactions (3.1) to (3.2) and reactions (3.4) to (3.5) for both carbon 

monoxide and hydrogen reactants. 

For the CLWSFe process, the kinetic models for the two-stage reduction of Fe2O3 to FeO 

and Fe with methane fuel were selected based on a study conducted by Prof. Paul Fennell 

research group at Imperial College London [15]. The kinetic models for the reactions 

carried out in the ICLWS and CLWSFe processes are summarised in Tables 5.2 to 5.4. The 

equations involved in the reduction of haematite to metallic iron in the CLWSFe process 

are listed in Table 5.5. The kinetics applied to the reactions in Reducer-2 of the CLWSFe 

process, in which haematite is reduced to a mixture of Fe0.947O and Fe3O4, were based on 

an earlier study published in the literature and are summarised in Table 5.6 [91]. 
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Table 5.1: Summary of published data on the kinetics of oxidation-reduction reactions of iron 

oxides, gathered from a literature survey 

Composition Reduction degree Gas 
Kinetic 

model 
ni Ea (kJ/mol) Ref 

Pure Fe2O3 Fe2O3 – FeO H2 R3 - 72.7 [92] 

Pure Fe2O3 Fe2O3 – FeO H2 R3, AE2 - 28.8 [93] 

Pure Fe2O3 Fe2O3 – FeO CO R3, AE1 - 122.5 [93] 

Pure Fe2O3 Fe2O3 – FeO CO R3 1 93.3 [91] 

Pure Fe2O3 Fe2O3 – FeO H2 R3 1 28.0 [91] 

Fe2O3 Fe2O3 – FeO CH4 D3 - 271 [94] 

Fe2O3 FeO – Fe3O4 H2O D3 - 77.9 [94] 

Fe2O3 Fe2O3 – FeO CH4 D3 1.5 40 ± 18 [15] 

Fe2O3 FeO – Fe CH4 R3 1.0 110 ± 73 [15] 

Fe2O3/Al2O3 Fe2O3 – FeO H2 R3 0.85 22 [95] 

Fe2O3/Al2O3 Fe2O3 – FeO CO R3 1.0 19 [95] 

Fe2O3/Al2O3 Fe2O3 – FeO CH4 R3 0.2 25 [95] 

Fe2O3/Al2O3 Fe2O3 – Fe3O4 CH4 R3 1.3 49 [65] 

Fe2O3/Al2O3 Fe2O3 – Fe3O4 H2 R3 0.8 24 [65] 

Fe2O3/Al2O3 Fe2O3 – Fe3O4 CO R3 1.0 20 [65] 

Fe2O3/Al2O3 Fe3O4 – Fe2O3 O2 R3 1.0 14 [65] 

Fe2O3/bentonite Fe2O3 – Fe CH4 AE1 - 28.8 [96] 

Fe2O3/bentonite Fe – Fe2O3 O2 R3 - 8.64 [96] 

Fe2O3/ZrO2 Fe2O3 – FeO CH4 R1 - 219 [97] 

Fe2O3/ZrO2 FeO – Fe2O3 H2O R1 - 238 [97] 

Fe2O3/ZrO2 Fe3O4 – Fe2O3 O2 R1 - 20 [97] 

Fe2O3/ZrO2 Fe2O3 – FeO CH4 R3 0.56 251 [42] 

Fe2O3/ZrO2 FeO – Fe CH4 R1 0.91 230 [42] 

Fe2O3/ZrO2 Fe2O3 – Fe H2 R3 1.16 59 [42] 
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Fe2O3/ZrO2 Fe2O3 – Fe CO R3 1.0 37 [42] 

Fe2O3/ZrO2 Fe – Fe2O3 H2O R3 0.75 27 [42] 

Fe2O3/ZrO2 FeO – Fe2O3 O2 R3 0.59 7 [42] 

Fe Fe – Fe3O4 H2O - - 55-65 [98] 

 

Table 5.2: Kinetic expressions for reactions in the reducer for the ICLWS process 

Rxn 

No. 

Reaction Kinetic 

model 

𝒇(𝑪𝒊) Ea Ai 

5.1 Fe0.947O + CH4 ↔ 0.947Fe + CO + 2H2 R1 𝐶𝐶𝐻4
0.91 193 6.6E7 

5.2 Fe0.947O + H2 ↔ 0.947Fe + H2O R3 𝐶𝐻2
1.16 59 2.24 

5.3 Fe0.947O +  CO ↔ 0.947Fe + CO2 R3 𝐶𝐶𝑂  37 0.24 

5.4 Fe2O3 + 0.89CH4 ↔ 2.11Fe0.947O + 0.89CO + 1.78H2 R3 𝐶𝐶𝐻4
0.6 251 1.1E9 

5.5 Fe2O3 + 0.89CO ↔ 2.11Fe0.947O + 0.89CO2 R3 𝐶𝐶𝑂  37 0.24 

5.6 Fe2O3 + 0.89H2 ↔ 2.11Fe0.947O + 0.89H2O R3 𝐶𝐻2
1.16 59 2.24 

5.7 CH4 ↔ C + 2H2 R1 𝐶𝐶𝐻4  193 5.4E3 

5.8 CO2 +  C ↔ +CO R1 𝑃𝐶𝑂
0.8 166 5.1E6 

5.9 H2O +  C ↔ +2CO + 2H2 R1 𝑃𝐻2𝑂 156 6.6E3 

 

 

Table 5.3: Kinetic expressions for the reactions in the oxidiser for the ICLWS and CLWSFe 

processes 

Rxn 

No. 

Reaction Kineti

c 

model 

𝒇(𝑪𝒊) Ea Ai 

5.10 3.17Fe0.947O +  0.83H2O ↔ Fe3O4 + 0.83H2 R3 
(𝐶𝐻2𝑂 −

𝐶𝐻2
𝐾𝑒
)
0.75

 
27 0.122 

5.11 0.947Fe + H2O ↔ Fe0.947O + H2 R3 
(𝐶𝐻2𝑂 −

𝐶𝐻2
𝐾𝑒
)
0.75

 
27 0.122 

 

  



 

89 

 

Table 5.4: Kinetic expressions for the reactions in the air reactor for the ICLWS and CLWSFe 

processes 

Rxn 

No. 

Reaction Kinetic 

model 

𝒇(𝑪𝒊) Ea Ai 

5.12 3.17Fe0.947O + 0.41O2 ↔ Fe3O4 R3 𝐶𝑂2
0.59 7 0.07 

5.13 2Fe3O4 +  0.5O2 ↔ 3Fe2O3 R3 𝐶𝑂2
0.59 7 0.07 

 

Table 5.5: Kinetic expressions for reactions in Reducer-1 for the CLWSFe process 

Rxn 

No. 

Reaction Kinetic 

model 

𝒇(𝑪𝒊) Ea Ai 

5.1 Fe0.947O + CH4 ↔ 0.947Fe + CO + 2H2 R3 𝐶𝐶𝐻4  113 2.7E3 

5.4 Fe2O3 + 0.89CH4 ↔ 2.11Fe0.947O + 0.89CO + 1.78H2 D3 𝐶𝐶𝐻4
1.5 49 0.07 

 

Table 5.6: Kinetic expressions for the reactions in Reducer-2 for the CLWSFe process 

Rxn 

No. 

Reaction Kinetic 

model 

𝒇(𝑪𝒊) Ea Ai 

5.14 3Fe2O3 + CO ↔ 2Fe3O4 + CO2 R3 𝐶𝐶𝑂  93 790 

5.15 3Fe2O3 + H2 ↔ 2Fe3O4 + H2O R3 𝐶𝐻2  28 0.76 

5.16 Fe3O4 + 0.84CO ↔ 3.17Fe0.947O + 0.84CO2 R3 𝐶𝐶𝑂  93 790 

5.17 Fe3O4 + 0.84H2 ↔ 3.17Fe0.947O + 0.84H2O R3 𝐶𝐻2  28 0.76 

 

5.2  Development of mathematical model for the moving-bed reactors 

employed in the ICLWS and CLWSFe processes 

A one-dimensional steady-state model was formulated to investigate the progression of the 

gas-solid oxidation-reduction reactions in the ICLWS and CLWSFe processes in order to 

obtain the concentration and temperature profiles along the reactors’ lengths. Therefore, a 

primary design of the ICLWS and CLWSFe reactors was developed. 
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5.2.1 Model assumptions 

To draw up any mathematical model, assumptions must first be made. The model 

assumptions in this case are denoted in the following points: 

1- The model variables are independent of time, i.e. steady-state operation is reached. 

2- The model variables consist of concentrations, flow rates and temperatures and are 

varied in the axial direction (along the reactors’ lengths) only. 

3- The physical properties of the solids, such as density and volume, remain constant 

throughout the reactors’ lengths. However, the molar volume changes with the 

variation of solid phase, i.e. haematite (Fe2O3) to magnetite (Fe3O4), magnetite to 

wustite (Fe0.947O) or wustite to metallic iron. 

4- The physical and thermal properties of the gaseous components are arithmetically 

averaged between the reactor inlet and outlet temperatures. 

5- The reactor diameter is constant. 

6- The axial dispersion is neglected due to the high volumetric flow rate of the 

gaseous components in all the reactors in the ICLWS and CLWSFe processes [45]. 

 

5.2.2  Model derivation 

The main reason for the development of this model was to obtain the flow, conversion and 

temperature profiles along the axial direction of the reactor. From this, the reactor size was 

determined. Consequently, the cost of the reactor was evaluated and employed for the 

economic analysis of both processes developed in Chapters 3 and 4.  

 

Mass-balance equation for the gaseous and solid components: 

To derive the model, mass and energy balances were performed on an arbitrary element 

with thickness ΔZ as shown in Figure 5.1 for the moving-bed reactor schematic. 
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Figure 5.1: |Schematic of moving-bed reactor model  

In this figure: 

𝐹𝑔𝑖 = is the inlet molar flow rate of the gas to the reactor (mol/time); 

𝐹𝑔𝑓= is the outlet molar flow rate of the gas discharged from the reactor (mol/time); 

𝑋𝑔𝑖 = is the conversion of the gas at the reactor inlet; 

𝑋𝑔𝑓= is the conversion of the discharged gas at the reactor outlet; 

𝑇𝑔𝑖 = the inlet temperature of the gaseous mixture to the reactor (K); 

𝑇𝑔𝑓 = the temperature of the gaseous mixture discharged from the reactor (K); 

𝐹𝑠𝑖 = the inlet molar flow rate of the solid to the reactor (mol/time); 

𝐹𝑠𝑓 = the molar flow rate of the solid discharged from the reactor (mol/time); 

𝑋𝑠𝑖 = the conversion of the solid at the reactor inlet;  

 𝑋𝑠𝑓= the conversion of the solid discharged from the reactor; 

𝑇𝑠𝑖 = the inlet temperature of the solid mixture to the reactor (K); 

𝑇𝑠𝑓 = the temperature of the solid mixture discharged from the reactor (K). 

L = the length of the reactor (m)  
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The general mole balance equation for the element with ΔZ is:  

(
𝑀𝑜𝑙𝑒𝑠 𝑜𝑓 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝐴 
𝑖𝑛𝑡𝑜 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡

𝑑𝑢𝑒 𝑡𝑜 𝑡ℎ𝑒 𝑏𝑢𝑙𝑘 𝑓𝑙𝑜𝑤 @𝑍
) + (

𝑀𝑜𝑙𝑒𝑠 𝑜𝑓 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝐴 
𝑖𝑛𝑡𝑜 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡

𝑑𝑢𝑒 𝑡𝑜 𝑡ℎ𝑒 𝑎𝑥𝑖𝑎𝑙 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 @𝑍
) − (

𝑀𝑜𝑙𝑒𝑠 𝑜𝑓 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝐴 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑑 
𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡

𝑑𝑢𝑒 𝑡𝑜 𝑡ℎ𝑒 𝑏𝑢𝑙𝑘 𝑓𝑙𝑜𝑤 @𝑍 + ∆𝑍
) −

(

𝑀𝑜𝑙𝑒𝑠 𝑜𝑓 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝐴 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑑 
𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡

𝑑𝑢𝑒 𝑡𝑜 𝑡ℎ𝑒 𝑏𝑢𝑙𝑘 𝑓𝑙𝑜𝑤 @𝑍 + ∆𝑍
) ± (

𝑀𝑜𝑙𝑒𝑠 𝑜𝑓 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝐴 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 
𝑜𝑟 𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 𝑎𝑠 𝑎 

𝑟𝑒𝑠𝑢𝑙𝑡 𝑜𝑓 𝑐ℎ𝑒𝑚𝑖𝑐𝑎𝑙 𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛
) =

(
𝑀𝑜𝑙𝑒𝑠 𝑜𝑓 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝐴 𝑎𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑒𝑑 

𝑖𝑛 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡
)                    (5.18) 

For a steady-state system neglecting the axial dispersion as assumed above, Eq. (5.18) 

becomes: 

𝐹𝐴 @𝑍 − 𝐹𝐴 @𝑍+∆𝑍 ± 𝑟𝐴(𝐴∆𝑍) = 0            (5.19) 

where 𝐹𝐴 @𝑍  and 𝐹𝐴 @𝑍+∆𝑍 represent the bulk flow of moles of component A into and out 

of the elements, respectively; and 

 𝑟𝐴 is the reaction rate for component A (mole/vol.time), (-ve for reactant, +ve for 

products). 

Dividing Eq. (5.19) on an infinitesimal thickness of the elements resolves to: 

𝒅𝑭𝑨

𝒅𝒁
= −𝒓𝑨𝑨             (5.20)  

Eq. (5.20) was also published in the literature as derived for plug-flow reactors in which 

multiple reactions occurred [75]. In addition, it can be re-written in terms of particle 

density if the rate is given as a function of particle density as follows: 

𝒅𝑭𝑨

𝒅𝒁
= −𝒓𝑨𝑨𝝆𝒔            (5.21) 

Eqs. (5.20) and (5.21) can be applied to both gas and solid components in the reactor. The 

boundary condition for the latter equation is: 

Gas: 𝑭𝑨 = 𝑭𝑨𝒊 @ 𝒁 = 𝟎  

 Solids: 𝑭𝑨 = 𝑭𝒔𝒊 @ 𝒁 = 𝑳       
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Energy balance in the gas phase: 

As in the case of the mass-balance equation, the energy balance in the moving-bed reactor 

can be obtained by applying the general energy balance equation on an element with 

thickness ΔZ as follows: 

(

𝑇ℎ𝑒 𝑒𝑛𝑡ℎ𝑎𝑙𝑝𝑦 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑 𝑤𝑖𝑡ℎ
𝑔𝑎𝑠𝑒𝑜𝑢𝑠 𝑏𝑢𝑙𝑘 𝑓𝑙𝑜𝑤
 𝑖𝑛𝑡𝑜 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡

@𝑍

) +(

𝐸𝑛𝑒𝑟𝑔𝑦 𝑎𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑒𝑑 𝑤𝑖𝑡ℎ 𝑡ℎ𝑒 𝑎𝑥𝑖𝑎𝑙 
𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 𝑜𝑓 𝑔𝑎𝑠 
𝑖𝑛𝑡𝑜 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡

@𝑍

)− (

𝑇ℎ𝑒 𝑒𝑛𝑡ℎ𝑎𝑙𝑝𝑦 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑑 
𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡
𝑑𝑢𝑒 𝑡𝑜 𝑡ℎ𝑒 𝑏𝑢𝑙𝑘

 𝑔𝑎𝑠𝑒𝑜𝑢𝑠 𝑓𝑙𝑜𝑤 @𝑍 + ∆𝑍

) −

(

𝐸𝑛𝑒𝑟𝑔𝑦 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒𝑑 
𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡

𝑑𝑢𝑒 𝑡𝑜 𝑎𝑥𝑖𝑎𝑙 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 
𝑜𝑓 𝑔𝑎𝑠 𝑚𝑖𝑥𝑡𝑢𝑟𝑒 @𝑍 + ∆𝑍

) ± (
𝐸𝑛𝑒𝑟𝑔𝑦 𝑠𝑢𝑝𝑝𝑙𝑖𝑒𝑑 𝑡𝑜 𝑜𝑟 𝑟𝑒𝑚𝑜𝑣𝑒𝑑 

𝑓𝑟𝑜𝑚 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑑𝑢𝑒 𝑡𝑜 𝑠𝑢𝑟𝑟𝑜𝑢𝑛𝑑𝑖𝑛𝑔𝑠
) + (

𝐸𝑛𝑡ℎ𝑎𝑙𝑝𝑦 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑟𝑒𝑑 
𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑔𝑎𝑠 𝑎𝑛𝑑 𝑠𝑜𝑙𝑖𝑑𝑠

) =

(

𝐸𝑛𝑒𝑟𝑔𝑦 𝑜𝑓  𝑔𝑎𝑠𝑒𝑜𝑢𝑠 
𝑚𝑖𝑥𝑡𝑢𝑟𝑒 

𝑎𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑒𝑑 
𝑖𝑛 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡

)                                                      (5.22) 

As mentioned above, the axial dispersion is neglected. Also, for a time-independent 

operation, Eq. (5.22) becomes: 

∑ (𝐹𝐴 ∙ 𝐻𝐴)
𝑛
𝐴=1 @𝑍

+ ∑ (𝐹𝐴 ∙ 𝐻𝐴)@𝑍+∆𝑍
𝑛
𝐴=1 ± 𝑄 ∙ 𝐴∆𝑍 + ℎ𝐴𝑆𝑚(𝑇𝑔 − 𝑇𝑠)∆𝑍 = 0 (5.23) 

For infinitesimal thickness of the element, the above equation yields to: 

𝑑

𝑑𝑍
(∑ (𝐹𝐴 ∙ 𝐻𝐴)

𝑛
𝐴=1 ) ± 𝑄 + ℎ𝐴𝑆𝑚(𝑇𝑔 − 𝑇𝑠)∆𝑍 = 0   

or ∑ 𝐻𝐴
𝑑𝐹𝐴

𝑑𝑍
+𝑛

𝐴=1 ∑ 𝐹𝐴
𝑑𝐻𝐴

𝑑𝑍

𝑛
𝐴=1 ± 𝑄 + ℎ𝐴𝑆𝑚(𝑇𝑔 − 𝑇𝑠)∆𝑍 = 0                      (5.24) 

Substituting 
𝑑𝐹𝐴

𝑑𝑍
 with Eq. (5.20), taking into consideration that the reaction is taking place 

in the solid phase only and that the heat capacity is averaged over the reactor temperature 

range as assumed above, Eq. (5.24) can be represented as: 

∑ 𝐹𝐴𝐶𝑝�̅�
𝑑𝑇𝑔

𝑑𝑍
± 𝑄 + ℎ𝐴𝑆𝑚(𝑇𝑔 − 𝑇𝑠) = 0

𝑛
𝐴=1                                                    (5.24a) 

𝒅𝑻𝒈

𝒅𝒁
=
𝒉𝑨𝑺𝒎(𝑻𝒔−𝑻𝒈)±𝑸

∑ 𝑭𝑨𝑪𝒑�̅�
𝒏
𝑨=𝟏

         (5.24b) 

Eq. (5.24b) is the final form of the gas energy balance equation used later to determine the 

profiles through the axial direction of the moving-bed reactor. Similar equations have been 

published in the literature [45, 75]. The boundary condition for this equation is: 
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𝑻𝒈 = 𝑻𝒈𝒊 @ 𝒁 = 𝟎   

where: 

𝐻𝐴 = the enthalpy of component A (J/mol); 

ℎ = heat-transfer coefficient between the gas and solid mixtures (W/m2.K); 

𝑆𝑚 = surface area per volume of heat transfer related to solid particle (m-1); 

𝑇𝑔 = the temperature of the gaseous mixture (K); 

𝑇𝑠 = the temperature of the solid mixture (K); and 

𝐶𝑝�̅� = average heat capacity of component A over the reactor temperature range (J/mol.K). 

 

Energy balance in the solid phase: 

For the solid phase, Eq. (5.22) can be applied. Since the assumptions made in section 5.2.1 

are applicable for both phases, Eq. (5.25) is derived as follows: 

∑ 𝐻𝐴𝑠
𝑑𝐹𝐴𝑠

𝑑𝑍
+𝑛

𝐴=1 ∑ 𝐹𝐴𝑠
𝑑𝐻𝐴𝑠

𝑑𝑍

𝑛
𝐴=1 ± 𝑄 + ℎ𝐴𝑆𝑚(𝑇𝑔 − 𝑇𝑠)∆𝑍 = 0  

For this case, the enthalpies and the flow rate represent the components for the solids 

denoted by the subscripts. In addition, here 
𝑑𝐹𝐴𝑠

𝑑𝑍
≠ 0, because the reaction is taking place 

in the solid phase. Thus substituting for this term with Eq. (5.24) resolves to: 

∑ 𝐻𝐴𝑠(−𝑟𝐴𝐴)
𝑛
𝐴=1 + ∑ 𝐹𝐴

𝑑𝐻𝐴

𝑑𝑍
𝑛
𝐴=1 ± 𝑄 + ℎ𝐴𝑆𝑚(𝑇𝑔 − 𝑇𝑠)∆𝑍 = 0    (5.25) 

From chemical reaction engineering principles, 𝑟𝐴 = 𝜐𝐴𝑟𝐿 [60], therefore, 

∑ 𝐻𝐴𝑠𝜐𝐴𝑠(−𝑟𝐿)𝐴
𝑛
𝐴=1  or ∑ ∆𝐻𝑟𝑥𝑖(−𝑟𝐿)𝐴.

𝑛
𝐴=1  Substitution of these terms and representation 

of the second term as a function of the temperature of the solid mixture similar to Eq.(5.24) 

into Eq. (5.25) leads to: 

∑ ∆𝐻𝑟𝑥𝐴(−𝑟𝐿)𝐴 + ∑ 𝐹𝐴𝑠𝐶𝑝𝐴𝑠̅̅̅̅
𝑑𝑇𝑠

𝑑𝑍
± 𝑄 + ℎ𝐴𝑆𝑚(𝑇𝑔 − 𝑇𝑠) = 0

𝑛
𝐴=1

𝑛
𝐴=1         (5.26) 

For the solid phase, no heat will be supplied from the surroundings or removed to it. 

Therefore, the final form for the solid energy balance will be: 
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𝒅𝑻𝒔

𝒅𝒁
=
𝒉𝑨𝑺𝒎(𝑻𝒔−𝑻𝒈)+∑ ∆𝑯𝒓𝒙𝒊(−𝒓𝑳)𝑨

𝒏
𝑨=𝟏

∑ 𝑭𝑨𝒔𝑪𝒑𝑨𝒔̅̅̅̅
𝒏
𝑨𝒔=𝟏

                   (5.27) 

where:  

𝜐𝐴𝑠 = stoichiometric coefficient of component A as the solid phase; 

(−𝑟𝐿) = reaction rate for the limiting reactant in reaction i (mol/time.vol); 

∆𝐻𝑟𝑥𝑖 = heat of reaction i taking place in the solid phase (J/mol); and 

𝑇𝑠 = temperature of the solid mixture throughout the reactor length (K). 

The boundary condition for Eq. (5.27) is represented as: 

𝑻𝒔 = 𝑻𝒔𝒊 @ 𝒁 = 𝑳  

5.2.3 Solution methods for equations 

The moving-bed reactor model is comprised of n number of ordinary differential equations 

(ODEs) that represent the mass balance of each component in the reactor. Moreover, two 

ODEs each demonstrate the energy balance for the gas and solid phases. In addition, the 

model involves algebraic equations that contain variables that depend on either 

temperature or mass. These algebraic equations are listed in Table 5.7.  

Polymath is a user-friendly software program which is often used to solve ODEs. It has 

been utilised in some engineering texts such as Chemical reaction engineering by Scott 

Fogler [75]. For this reason, it was employed to solve this model using the boundary 

conditions mentioned for the mass and energy balance ODEs.  

Important note here for polymath should be mentioned about the boundary conditions. 

Polymath’s nature is to solve the ODE system from Z=0 to Z=L where L must be 

specified. The reactor is counter-current, so the solids are fed to the reactor at Z = L and 

discharged at Z = 0. However, its unable to insert the conditions of the solids at Z= L as 

mentioned above. Therefore, the discharged conditions for solids at Z = 0 from Aspen Plus 

simulator were inserted, the model was iterated until the solids inlet parameters from the 

Aspen Plus model required, such as conversion and temperature were approximately 

achieved. 
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Table 5.7: Summary of all equations involved in the moving-bed reactor model  

Parameter Status Equation Source 

𝐹𝐴 Variable 𝑑𝐹𝐴
𝑑𝑍

= −𝑟𝐴𝐴𝜌𝑠 
Derived 

𝑇𝑔 Variable 𝒅𝑻𝒈

𝒅𝒁
=
𝒉𝑨𝑺𝒎(𝑻𝒔−𝑻𝒈)±𝑸

∑ 𝑭𝑨𝑪𝒑�̅�
𝒏
𝑨=𝟏

  
Derived 

𝑇𝑠 Variable 𝒅𝑻𝒔

𝒅𝒁
=
𝒉𝑨𝑺𝒎(𝑻𝒔−𝑻𝒈)+∑ ∆𝑯𝒓𝒙𝒊(−𝒓𝑳)𝑨

𝒏
𝑨=𝟏

∑ 𝑭𝑨𝒔𝑪𝒑𝑨𝒔̅̅̅̅
𝒏
𝑨𝒔=𝟏

   Derived 

𝜌𝑠𝑚 Constant 𝜌𝑠𝑚 = 
𝑥𝑝𝜌𝑏

𝑀𝑤𝑡
 

[45] 

𝑆𝑚 Constant 𝑆𝑚 = 
𝜌𝑏
𝑉𝑃𝜌𝑃

𝐴𝑃 [45] 

𝜌𝑏 Constant 𝜌𝑏 = 2200 
𝑘𝑔

𝑚3⁄  [45] 

𝑉𝑃 Constant 
𝑉𝑃 =

1

6
𝜋𝑑𝑃

3
 

[75] 

𝜌𝑃 Constant  𝜌𝑃 = 4000 
𝑘𝑔

𝑚3⁄  [45] 

𝐴𝑃 Constant 𝐴𝑃 =  𝜋𝑑𝑃
2
 [99] 

𝑑𝑃 Constant 75 µm [42] 

h Variable 

ℎ =
(
1
3)𝑅𝑒

1
3⁄ 𝑘𝑔

𝑑𝑃
 

[99] 

𝑅𝑒 Variable 
𝑅𝑒 =

𝜌𝑔𝑢𝑔𝑑𝑃

𝜇𝑔
 

[75] 

∆𝐻𝑟𝑥𝑖 Variable ∆𝐻𝑟𝑥𝑖 = ∑ 𝜐𝐴𝐻𝐴 +
𝑛
𝐴=1

∑ 𝜐𝐴𝐶𝑝̅̅̅̅ 𝐴
𝑛
𝐴=1 ∙ (𝑇𝑠 − 𝑇𝑅)   

[75] 

TR Constant 298 K Assumption 

𝐶𝑝̅̅̅̅ 𝐴 Variable Depend on the component Aspen Plus 
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𝐶𝐴 Variable 
𝐶𝐴 = 

𝐹𝐴
�̇�

 
[75] 

�̇� Variable 
�̇� =  

𝐹𝑇𝑅𝑇𝑔

𝑃
 

[75] 

P Constant 1.2 bar Aspen Plus 

𝐹𝑇 Variable ∑ 𝐹𝐴
𝑛
𝐴=1   [75] 

𝐾𝑒 Variable 𝐾𝑒 = 𝑒𝑥𝑝 (
∆𝐺

𝑅𝑇𝑠
)  [79] 

∆𝐺 Variable ∆𝐺 = ∑ 𝑣𝐴𝐺𝐴
𝑛
𝐴=1   [79] 

Q Constant Depend on the reactor Aspen Plus 

  

5.3  Profiles for the ICLWS process reactors 

5.3.1 Fuel reactor 

Based on the moving-bed reactor model derived in section 5.2 and for the fuel reactor 

conditions listed in Table 5.8, the flow profiles for the reactants and products are expressed 

through Figures 5.2 and 5.3. In addition, the conversion rates and temperatures for both the 

gas and solid phases through the reactor length were determined and are represented in 

Figures 5.4 and 5.5. 

Table 5.8: Operating parameters used for reducer model in ICLWS process 

Parameter Value 

Temperature of the gas fed to the fuel reactor 873 K 

Molar flow of the gas fed to the fuel reactor  1126 mol/s 

Temperature of the solid fed to the fuel reactor 1278.3 K 

Molar flow of the haematite fed to the fuel reactor   3671.7 mol/s 

Fuel reactor pressure 1.2 bar 

Amount of heat load supplied to the fuel reactor 103 MW 
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Figure 5.2: Gas flow profiles through the fuel reactor 

 

 

Figure 5.3: Solids flow profiles through the fuel reactor 

 

For the gas-flow profiles shown in Figure 5.2, the molar flows for the gaseous reactants 

and products were normalised based on the inlet flow rate of the methane feed. It can be 

observed that the methane is completely converted to syngas at 0.8 m distance from the 

bottom of the fuel reactor. Through this reactor zone, reactions 5.1 to 5.3 take place, 

converting the methane to syngas. Also, metallic iron Fe0 is formed from the reduction of 

wustite Fe0.947O in this region, as indicated by reactions (5.1) to (5.3) and shown in Figure 

5.3.  
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In addition, the conversion of syngas to carbon dioxide and steam follows a linear 

behaviour in the region between 0.6m and 0.8 m of the reactor length. This is attributed to 

the reduced amount of methane present in this region. Reactions 5.2 and 5.3, which govern 

the generation of carbon dioxide and steam through use of the Fe0.947O oxygen carrier, 

depend on reaction 5.1, which governs the reaction of methane with the Fe0.947O oxygen 

carrier. Therefore, generation of CO2 and steam is reduced as the quantity of methane falls. 

Also, side reactions 5.7 to 5.9, by which carbon dioxide and steam are consumed to 

generate syngas, take place in this region. Therefore, the consumption of syngas is slower 

in this region comparable with the rest of the reactor.  

In addition, the hematite Fe2O3 in this zone, represented in Figure 5.3, is stripped out and 

fed to the air reactor to enhance heat recovery, as mentioned earlier in Chapter 3. For L > 

0.8 m, metallic iron is not present in the solid phase. Therefore, it can be deduced that 

reactions 5.5 and 5.6 take over at distances more than 0.8 m along the reactor length, since 

all the methane has been consumed before this zone. As a consequence, the syngas is fully 

combusted to a mixture of CO2 and steam at the top of the fuel reactor as indicated in 

Figure 5.2. In contrast, Fe2O3 at L =3.8 begin to reduce to Fe0.947O until it is completely 

reduced at L = 0.8 m. 

 

Figure 5.4: Conversion profile through the fuel reactor 

 

The conversion profile for the fuel reactor is represented by Figure 5.4. It can be seen that 

for L< 2 m, the gas conversion increases rapidly. It then increases linearly until a complete 

conversion is achieved at the top of the fuel reactor, where all the natural gas is converted 
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to a mixture of CO2 and steam. Solid conversion becomes zero through the reactor length, 

i.e. Fe2O3 is the only oxygen carrier present from the top of the fuel reactor to a point 

where L= 3 m. As we move downward from this point, wustite generation increases and 

the solid conversion increases gradually until L=0.8 m, where metallic iron begins to form 

as mentioned earlier. From this point downwards,  the solid conversion increases steeply to 

achieve 64% at the bottom of the fuel reactor.       

The temperature profile through the reactor is shown in Figure 5.5. From the fuel reactor 

bottom to a distance 0.8 m upward, it is observed that the gas temperature increases steeply 

to reach 1300 K. However, the temperature of the solid particles drops significantly due to 

the endothermic reaction 5.1, which takes place in this region of the reactor. The 

temperature of the solids is maintained at 924K through the supply of excess heat from the 

other reactors in the process. For the same reason, the gas temperature increases in this 

zone. 

Moving upward through the reactor until L = 2 m, the gases and solids reach an 

approximate thermal equilibrium. Their temperature increases by 30 K since the 

exothermic reactions 5.5 and 5.6 occur in this region. After this region, the temperature 

remains constant. For 2 < L < 3.7 m, the temperature decreases slightly by 55 K because of 

the endothermic reaction 5.4, which occurs there. 

 

Figure 5.5: Temperature profile through the fuel reactor 

5.3.2 Oxidiser profiles 

The conversion and temperature profiles for the oxidiser are expressed through Figures 5.6 

and 5.7 for the conditions listed in Table 5.9.  
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The gas conversion increases extremley rapidly through the first 3 m from the start of the 

oxidiser. At this point conversion reaches 0.53, which corresponds to 80% of the outlet gas 

conversion. Moving upward, the gas conversion increases linearly until it reaches 90% of 

the outlet conversion at L = 4.3 m. After this point, reactions 5.10 and 5.11, which govern 

the conversion of steam to hydrogen through use of wustite and metallic iron, are 

approximately at equilibrium, therefore the gas conversion increases gradually to the target 

outlet conversion i.e. 0.65 at L = 9.45 m. 

For the solids conversion, the top of the reactor contains Fe0 and wustite with conversion of 

0.65. As the solids move downward, conversion decreases slightly due to the equilibrium 

limitation achieved for reaction 5.11 as Fe0 is converted to Fe0.947O. This is in the region 

9.45 > L > 4.3 m. Below this point, the solids conversion reduces dramatically as the 

wustite is oxidised to magnetite until it is oxidised completely at the bottom of the reactor. 

 

Table 5.9: Operating parameters used for the oxidiser model in the ICLWS process 

Parameter Value 

Temperature of the gas fed to the oxidiser 780 K 

Temperature of the solids fed to the oxidiser 1093 K 

Molar flow of the steam fed to the oxidiser 5422 mol/s  

Molar flow of the solids fed to the oxidiser 4599 mol/s 

Excess heat from the oxidiser to the surroundings 43.7 MW 

Oxidiser pressure 1.2 bar 
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Figure 5.6: Conversion profile of the oxidiser 

 

 

Figure 5.7: Temperature profile of the oxidiser 

 

To explain the temperature profile, the gas temperature increases steeply over the first half 

metre above the bottom of the oxidiser as a result of the exothermic reaction 5.11, which 

converts steam and Fe0 to hydrogen and Fe0.947O, occurs in this region. Therefore, heat is 

transferred from the solids to the gas. Furthermore, both phases reach thermal equilibrium 

at this point. Above this point, the temperature of both phases decreases linearly as the 

excess heat from the slightly exothermic reactions 5.10 and 5.11 is extracted to the 

environment, since both reactions favour low temperature to overcome the equilibrium 

limitations. 
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5.3.3 Air reactor profiles 

The conversion and temperature profiles for both the gas and solid phases are represented 

in Figures 5.8 and 5.9 for the air-reactor conditions listed in Table 5.10. 

Table 5.10: Operating parameters used for the air-reactor model in the ICLWS process 

Parameter Value 

Temperature of the gas fed to the air reactor 780 K 

Temperature of the solids fed to the air reactor 1093 K 

Molar flow of the steam fed to the air reactor 5422 mol/s  

Molar flow of the solids fed to the air reactor 4599 mol/s 

Excess heat from the oxidiser to the surroundings 43.7 MW 

Air reactor pressure 1.2 bar 

 

The gas conversion increases exponentially as the gas is elevated in the air reactor. This 

behaviour is expected due to the activation energy value of the kinetic expression of 

reaction 5.12. On the other hand, the solids conversion starts at 10.1%, which corresponds 

to magnetite mixture with hematite split from fuel reactor to aid the heat recoverey as 

mentioned in chapter 3. It decreases significantly in this zone to attain 0% at the bottom of 

the reactor. This conversion corresponds to pure hematite. From L = 2 m to the top of the 

reactor the incremental rate of the gas conversion is slower until the outlet gas conversion 

of 96% is achieved. Also, the solid conversion rate is slow in this region since most of the 

oxygen is consumed at the bottom region of the reactor (L < 1 m) to oxidise the magnetite 

to hematite. 
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Figure 5.8: Conversion profile for the air reactor 

 

 

Figure 5.9: Temperature profile for the air reactor 

 

The temperature profile shows that the gas temperature increases steeply  between 0 m and 

0.5 m, since reaction 5.13, which governs the conversion of Fe3O4 to Fe2O3 is highly 

exothermic and the temperature difference between the gas and the solid is great. 

Ascending upward from this point, the temperature difference between both phases is 

relatively smaller. Since reaction 5.13 is highly exothermic, controlling the temperature by 

removing the excess heat is necessary. Thus beyond this point, the heat removed from the 

reactor is slightly higher than the generated via reaction 5.13. Consequently, the 

temperature of both phases decreases at a constant rate at achieve 1256 K and 1232 K for 

gas and solid phases, respectively. 
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5.4  Profiles for CLWSFe process reactors 

5.4.1 Reducer-1 profiles 

The flow profiles for gas and solid for reducer-1 are illustrated in Figures 5.10 and 5.11. 

Aslo, conversion and temperature profiles are illustrated in Figures 5.12 and 5.13. The 

operating parameters ised for reducer-1 model are summaries in Table 5.11 

Table 5.11: Operating parameters used for the reducer-1 model in the CLWSFe process 

Parameter Value 

Temperature of the gas fed to reducer-1 873 K 

Temperature of the solids fed to reducer-1 1412 K 

Molar flow of the natural gas fed to reducer-1 1855 mol/s  

Molar flow of the circulating solids fed to reducer-1 1725 mol/s 

heat required for reducer-1 from the surroundings 65 MW 

Reducer-1 pressure 1.2 bar 

 

 

Figure 5.10: Flow profile for gaseous components in reducer-1 of CLWSFe process 

 



 

106 

 

Similarly to ICLWS process, the flow profiles for the gaseous component were normalised 

based on the inlet flow of methane. As observed by Figure 5.10, methane decreases 

linearly at the reactors bottom until it is completely converted to CO and H2 via reaction 

5.1 at L = 5.2 m. 

 

Figure 5.11: Flow profiles for the solids components in the reducer-1 of CLWSFe process 

 

In addition, iron flow rate is increased gradually until all of the Fe0.947O is reduced to pure 

iron at the reactor bottom (Figure 5.11). The rate here is slower than the case for the 

ICLWS process as can be seen from the activation energy and frequency factor values. 

Also, at this zone, H2 and CO are continuously increasing up to the point where they reach 

their maximum flow at L = 5.2 m. For 5 < L < 7.8 m, reaction (5.2-5.3) takes place at a 

faster rate than reaction (5.1) leading to a significant decrease in both CO and H2. 

Meanwhile, CO2 and steam increases at a much higher rate compared with L< 5m. For the 

solids, metallic iron will form at L = 7.8 m. moving downward from this point, 

countinuous reduction of Fe0.947O to iron occurs, leading to a rapid growth in Fe0 flow rate. 

From L = 7.8 m to the reactor top, reactions (5.14-5.17) are carried out at a much higher 

rate than reactions (5.2-5.3) as mentioned in Table 5.6. As a result, the rate of CO and H2 

conversion to CO2 and H2O, respectively is increased significantly causing a steep increase 

in both carbon dioxide and steam flow rate. In addition, hematite is reduced until it is fully 

converted to Fe0.947O at L = 7.8 m. 

As mentioned above, the conversion rate of CO and H2 to CO2 and H2O is very slow for L 

< 5.2 m, leading to an approximately constant gas conversion in this region (Figure 5.12). 
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In contrast, the solid conversion gradually increases until complete conversion is achieved 

at the bottom of reducer-1 where Fe0.947O is fully converted to Fe0 . For 5.2 < L < 7.7 m , 

CO2 and H2O are generated at a higher rate, as illustrated before via reactions (5.2-5.3). As 

a result, an exponential growth in gas conversions occurs in this region. However, the solid 

conversion decreases as the rate of wustite formation via reactions (5.2-5.3) increases. For 

L = 7.8 to the top of reducer-1, reactions (5.14-5.17) were carried out at fast rate leading to 

a steep increase in both gas conversion. In contrast, the solid conversion decreases to 

achieve zero at the top of the reactor as all the wustite is converted to hematite. 

 

Figure 5.12: Conversion profile for reducer-1 in the CLWSFe process 

 

 

Figure 5.13: Temperature profile for reducer-1 in the CLWSFe profile 
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The temperatures in both gas and solid phases decrease significantly and reaches a thermal 

equilibrium for L < 0.78 m as a result of the endothermic reaction 5.1, which takes place 

there (Figure 5.13). For 0.78 < L < 3 m the temperature in both phases remained constant. 

For L between 3 m to 5 m as the exothermic reactions (5.2-5.3) were carried out, the 

temperature in both phases increases. For 5 < L < 7.7 m, rapid rate of reactions (5.2-5.3) 

are obtained causing the temperature in both phases to grow exponentially. From L = 7.8 m 

upward reactions (5.14-5.17) occur, with a much higher rate compared with the ones 

occurring downward leading to a steep increase in the temperature for both phases until 

they reach 1372 K at the reactor top.  

5.4.2 Reducer-2 profiles 

The conversion and temperature profiles for reducer-2 are illustrated in Figures 5.14 and 

5.15. The operating parameters used for the reducer-2 model are listed in Table 5.12. 

Table 5.12: Operating parameters used for reducer-2 model in CLWSFe process 

Parameter Value 

Temperature of the gas fed to reducer-2 1245 K 

Temperature of the solids fed to reducer-2 1331 K 

Molar flow of the syngas fed to reducer-2 5616 mol/s  

Molar flow of the circulating solids fed to reducer-2 3534 mol/s 

Make-up solids fed to reducer-2 186 mol/s 

Excess heat from reducer-2 to the surroundings 0 MW 

Reducer-2 pressure 1.2 bar 
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Figure 5.14: Reducer-2 conversion profile 

 

The gas conversion shown in Figure 5.14 experiences a rapid increase for 0 < L < 0.12 m. 

This is due to the generation of wustite in this region as represented by reactions 5.16 and 

5.17. Since both reactions are endothermic and the solids have elevated temperatures in 

this reactor zone, as shown by Figure 5.15, high values for the rates of reactions 5.16 and 

5.17 are recorded. As a result, the temperature drops significantly to a minimum value of 

1085 K at L = 0.2 m (Figure 5.15). 

 

Figure 5.15: Reducer-2 temperature profile 

 

As shown by the stoichiometry of reactions 5.16 and 5.17, 1 mole of magnetite results in 

the generation of 0.84 moles of carbon dioxide and steam. However, the same amount of 

moles of Fe2O3, when reacted, yields ⅓ mole each of CO2 and H2O as represented by 
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reactions 5.14 and 5.15. As a consequence, the gas conversion increases more steeply at 

the reactor bottom as opposed to in this area i.e 1.5 < L < 0.2 m . From this point onward 

(L >1.5 m), the gas conversion increases gradually until complete gas conversion is 

attained at the top of the reducer-2. The temperature of both phases increases rapidly as a 

result of the exothermic nature of reaction 5.15 to achieve 1330 K at the top of the reactor.   

The solids conversion remains approximately zero from the top of the reactor to a point 3.5 

m downward where large-scale generation of magnetite begins. At 1.5 < L < 0.1 m the 

solids conversion increases as more magnetite is produced in this region. At L = 0.1 m, the 

hematite is fully replaced. From L = 0.1 m downward, wustite production commences as 

the conversion increases from 0.11 (pure magnetite) to 0.21 at the reactor bottom. 

5.4.3 Oxidiser profiles 

The conversion and temperature profiles for both gas and solids in the oxidiser of the 

CLSWFe process are shown in Figures 5.16 and 5.17 for the oxidiser conditions listed in 

Table 5.13. 

Table 5.13: Operating conditions for the oxidiser in the CLWSFe process 

Parameter Value 

Temperature of the gas fed to the oxidiser 773 K 

Temperature of the solids fed to the oxidiser  973 K 

Molar flow of the steam fed to the oxidiser  5458 mol/s  

Molar flow of the circulating solids fed to the oxidiser 2996 mol/s 

Excess heat from oxidiser to the surroundings 3.2 MW 

Oxidiser operating pressure 1.2 bar 

Oxidiser diameter 2.8 m 
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Figure 5.16: Conversion profile for the oxidiser in the CLWSFe process 

 

Gas conversion increases exponentially from the bottom of the oxidiser to a point 4 m 

upward. The reason of this behaviour is the fast kinetics of reactions 5.10 and 5.11 that 

take place in the oxidiser. Reaction 5.10 occurs in the region  L< 0.2 m, while reaction 5.11 

is carried out in the rest of the oxidiser. For L > 4 m, it can be seen in Figure 5.16 that the 

gas conversion increases by only 2% due to the equilibrium limitation of reaction 5.11 to 

attain the final 72% conversion  at the top of the reactor. The solid conversion is 100% at 

the top of the oxidiser, since metallic iron is the only form of oxygen carrier fed to the 

oxidiser.  

Moving downward, the solid conversion changes gradually, as the generation of wustite is 

insignificant due to the equilibrium limitation that governs reaction 5.11 in this region of 

the oxidiser, as mentioned earlier. From L = 4 m downward, the mass production of wustite 

commences and the solid conversion decreases rapidly. For 0 < L < 0.2 m, magnetite 

begins to form, resulting in a linear decrease of the solid conversion to achieve 12.5% at 

the bottom of the oxidiser. 
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Figure 5.17: Temperature profile for the oxidiser in the CLWSFe process 

 

The gas temperature profile represented by Figure 5.17 shows an increase in temperature 

for 0 < L < 3 m. Although the excess heat from the oxidiser is exhausted to the 

surroundings, the gas temperature continues to rise due to the strong heat generation 

caused by the exothermic reactions 5.10 and 5.11 that occur at elevated solids temperatures 

in this region. From L = 3 m to L = 11.5 m, the gas temperature exhibits a curvature 

decrease as the reactions approximate to equilibrium. Therefore, the rate of reaction 5.11 

and its associated heat decreases. As a consequence, the heat removed from the reactor 

approaches the level of heat generated. For 11.5  < L < 13 m, the temperatures of the gas 

and solids start to rise again as the amount of wustite, which has high heat capacity, 

becomes insignificant. Thus, the heat liberated from reaction 5.11 is greater than the heat 

removed to the surroundings. 

The temperature profile of the solids exhibits similar behaviour to that of the gas at the 

bottom of the reactor, where both increase steeply. However, the temperature of the solids 

begins to drop at L = 2 m, as the heat generated from reaction 5.11 is transferred to the gas. 

The temperature then decreases in the same manner as that of the gas until L = 11.5 m. 

After that, it rises again, as the amount of wustite present in the oxidiser becomes 

negligible compared with the amount of metallic iron. More heat is created within the 

reactor than is exhausted to the surroundings. 
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5.4.4 Air reactor profiles  

Finally, the conversion and temperature profiles for both gas and solid phases in the air 

reactor were obtained and are illustrated in Figures 5.18 and 5.19 for the conditions listed 

in Table 5.14.  

Table 5.14: Operating conditions for the air reactor in the CLWSFe process 

Parameter Value 

Temperature of the gas fed to the air reactor 890 K 

Temperature of the solids fed to the air reactor  1413 K 

Molar flow of the steam fed to the air reactor 7082 mol/s  

Molar flow of the circulating solids fed to the air reactor 6381 mol/s 

Excess heat from air reactor to the surroundings 25 MW 

Air reactor operating pressure 1.2 bar 

Air reactor diameter 1.5 m 

 

 

Figure 5.18: Conversion profile for the air reactor in the CLWSFe process 
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Figure 5.19: Temperature profile for the air reactor in the CLWSFe process 

The gas conversion increases steadily over the length of the air reactor from the bottom to 

L = 2 m, as shown in Figure 5.18. In this zone, reaction 5.13 takes place to oxidise the 

magnetite to hematite by oxygen. Therefore, the solids conversion in this region drops 

from 0.11 to zero at the air reactor bottom. For 2 < L < 5 m, oxygen is consumed, thus the 

gas conversion increases to 96% at the reactor top. This means that 96% of the oxygen in 

the air is used to regenerate the oxygen carrier feed. In this zone, reaction 5.12 takes place, 

converting the wustite in the solid-feed mixture to pure magnetite at L = 2 m. 

Consequently, the solids conversion decreases from 12.8% at the top of the reactor to 11% 

at L = 2 m.  

Both the gas and the solids temperatures increase steeply at the bottom of the air reactor as 

a result of highly exothermic reaction 5.13, which occurs over the length of the reactor 

from the bottom to L = 2 m. They both reach thermal equilibrium approximately 0.1m 

above the reactor bottom. Above that height, the temperature of both phases continues to 

rise gradually to attain a peak temperature of 1485 K at L = 2 m. This temperature is very 

high and in reality a proper heat recovery system should be installed for this reactor to 

recover the excess heat to the reducer-1 reactor. The gas and solids temperature falls from 

there to the reactor top, despite the exothermic reaction 5.12 that takes place in this region. 

The reason for this is the slower reaction rate that occurs in this zone compared with the 

rate of reaction 5.13, which is predominant below 2m in the reactor. Therefore, the heat 

liberated from the exothermic reaction 5.12 is lower than the heat exhausted to the 

surroundings.  
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5.5  Comparision of the obtained profiles with Aspen Plus results 

The conversions and the temperatures of the discharged gas obtained from this model were 

compared with ones determined from the Aspen plus simulation developed for ICLWS and 

CLWSFe processes in chapters 3 and 4 , respectively. For solids, we will compare the 

conversion and the temperature of the solids fed to the reactors since these are the values 

obtained from the model as mentioned earlier in section 5.2.3. The differences in the 

parameters mentioned above are summaried through Tables 5.15-5.17 for the ICLWS 

reactors. Tables 5.18-5.21 represent the differences in the conversion and temperature 

values for the discharged gas and the solid feed between Aspen plus results and the model 

for CLWSFe reactors. 

The values from Tables 5.15-5.21 showed a good agreement between the simulation and 

the polymath with the largest error of 4.8% obtained in the temperature of the solid fed to 

reducer-2. All the percentage errors calculated either for conversion or temperature for 

both gas and solid phases in all the reactors modelled were less than 5%. 

Table 5.15: Comparison for the conversions and temperatures between Aspen simulation and 

polymath model for fuel reactor in ICLWS process 

Parameter  𝑿𝒈𝒇(%) 𝑿𝒔𝒊 (%) 𝑻𝒈𝒇(𝑲) 𝑻𝒔𝒊 (K) 

Polymath model 99.9 0.0 1281.2 1277.5 

Aspen Plus model 100.0 0.0 1278.0 1288 

Error % 0.06 0.0 0.25 0.82 

Table 5.16: Comparison for the conversions and temperatures between Aspen simulation and 

polymath model for oxidiser in ICLWS process 

Parameter  𝑿𝒈𝒇(%) 𝑿𝒔𝒊 (%) 𝑻𝒈𝒇(𝑲) 𝑻𝒔𝒊 (K) 

Polymath model 65.8 64.3 931.5 930.7 

Aspen Plus model 65.6 64.9 933.0 924 

Error % 0.37 0.87 0.16 0.72 
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Table 5.17: Comparison for the conversions and temperatures between Aspen simulation and 

polymath model for air reactor in ICLWS process 

Parameter  𝑿𝒈𝒇 (%) 𝑿𝒔𝒊 (%) 𝑻𝒈𝒇(𝑲) 𝑻𝒔𝒊 (K) 

Polymath model 96.0 10.1 1244.6 1185 

Aspen Plus model 97.5 10.3 1288.0 1190 

Error % 1.5 1.5 3.5 0.42 

Table 5.18: Comparison for the conversions and temperatures between Aspen simulation and 

polymath model for reducer-1 in CLWSFe process 

Parameter  𝑿𝒈𝒇 (%) 𝑿𝒔𝒊 (%) 𝑻𝒈𝒇(𝑲) 𝑻𝒔𝒊 (K) 

Polymath model 0.572 1.0 1304.0 1374.0 

Aspen Plus model 0.572 1.0 1245.0 1412.0 

Error % 0.0 0.0 4.7 2.7 

Table 5.19: Comparison for the conversions and temperatures between Aspen simulation and 

polymath model for reducer-2 in CLWSFe process 

Parameter  𝑿𝒈𝒇 (%) 𝑿𝒔𝒊 (%) 𝑻𝒈𝒇(𝑲) 𝑻𝒔𝒊 (K) 

Polymath model 100.0 0.0 1341.6 1341.7 

Aspen Plus model 100.0 0.0 1407.0 1410.0 

Error % 0.0 0.0 4.3 4.8 

Table 5.20: Comparison for the conversions and temperatures between Aspen simulation and 

polymath model for oxidiser in CLWSFe process 

Parameter  𝑿𝒈𝒇 (%) 𝑿𝒔𝒊 (%) 𝑻𝒈𝒇(𝑲) 𝑻𝒔𝒊 (K) 

Polymath model 72.0 99.9 897.0 957.9 

Aspen Plus model 72.0 100.0 933.0 933.0 

Error % 0.0 0.01 3.8 2.7 
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Table 5.21:Comparison for the conversions and temperatures between Aspen simulation and 

polymath model for air reactor in ICLWS process 

Parameter  𝑿𝒈𝒇 (%) 𝑿𝒔𝒊 (%) 𝑻𝒈𝒇(𝑲) 𝑻𝒔𝒊 (K) 

Polymath model 95.9 18.2 1413 1413 

Aspen Plus model 96.2 18.4 1433 1435 

Error % 0.3 1.1 1.3 1.5 

 

5.5  Concluding remarks 

A steady-state one-dimensional mathematical model was derived for all the moving-bed 

reactors involved in the ICLWS and CLWSFe processes, the development of which was 

described in Chapters 3 and 4, respectively. The aim of the development of the model was 

to determine the conversion and temperature profiles through each reactor for each 

process. Also, both rates of conversion and temperatures for the gases and solids fed into 

and discharged from the reactor were compared with those obtained from the Aspen Plus 

simulator to verify the model, since no model has been reported in the literature that used 

the same fuel and conditions, nor is there published experimental data with which our 

model can be validated. The model developed for this study showed good agreement with 

the Aspen model. The greatest error of 4.8 percentage points was observed in the 

temperature of the solids discharged from the second reducer in the CLWSFe process. The 

errors in gas and solid conversions and temperatures were less than 5 percentage points for 

the rest of the reactors modelled. 

 

 

 

 



 

118 

 

Chapter 6 : Economic assessments of the developed chemical 

looping processes and their comparison with steam methane 

reforming 

 

To determine the viability of the chemical looping processes described in the previous 

chapters, the processes must be assessed economically. The assessment methodology is 

defined in the first section of this chapter. In the next three sections, this methodology is 

applied to determine the total investment, operating and hydrogen production costs which 

are considered to be the essential parameters in our economic study. These parameters are 

calculated for the integrated chemical looping water splitting (ICLWS), chemical looping 

with iron co-production (CLWSFe) and the steam methane reforming (SMR) processes 

explained in Chapters 3 and 4. A comparison of the results obtained from this study with 

those published in the literature were included as well. The last section summarises the 

chapter findings. 

6.1 Economic evaluation methodology for processes 

Hydrogen production cost is the essential parameter used to evaluate the feasibility of any 

hydrogen production process. In order to determine this parameter, the total investment 

cost and the operating cost of the process should be calculated beforehand.  

The “Lang method” is an approach that is intended to gather the total investment cost, or 

capital expenditure (CAPEX), of a chemical plant. It was employed in this research to 

deduce the total investment cost of the developed chemical looping process as well as of 

the steam methane reforming process. The Lang method relies on knowledge of the 

purchased cost of the equipment involved in the process to obtain the total investment cost. 

The total cost of purchases is multiplied by a factor which accounts for installation, 

instrumentation, labour to fit the equipment, and many others, as listed in Table 6.1. 

Finally, the total investment cost is escalated to current (2018) prices using the chemical 

engineering plant index factor mentioned in Eq. (6.2). 
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Table 6.1: Important factors used to calculate the total investment cost 

Cost type 

% 

equipment 

delivered 

cost 

Direct costs (equipment installation, instrumentation, piping, electrical 

system, buildings, labour and service facilities) 
302 

Indirect costs (engineering supervision, construction, legal expenses, 

contractor’s fee, contingency) 
126 

Working capital (15% of the total capital investment) 75 

Total capital investment 503 

 

 

To determine the purchased cost of the equipment required for the processes, the specific 

size of each piece of equipment must be known. Volume is the major parameter required to 

find the purchased cost of a reactor, towers i.e. absorber/stripper and a flush drum. 

However, for the heat exchanger and fired heaters, the heat transfer area is the parameter 

required for the cost calculation. For boilers, the parameters required to calculate their 

costs are either the heat required to generate the steam or the capacity of the equipment 

based on the quantity of steam to be generated. For pressure-change equipment, i.e. 

compressors, turbines and pumps, figures for the amount of work required or generated are 

needed to obtain their costs. In addition, 60% value has been added on the purchased cost 

for the unconventional equipment used in both ICLWS and CLWSFe processes developed 

and mentioned in chapters 3&4. Table 6.2 reviews the main parameters needed for the 

determination of the details of each piece of equipment involved in the process and the 

methods used to obtain the data. 
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 Table 6.2: Methods used to calculate purchased costs for each piece of equipment required in the 

developed processes  

Equipment Parameter 
Method to obtain the main 

parameter 
Reference 

Reactor Volume 

Reactor sizing based on mass 

and energy balance aided by 

the reaction kinetics (Chapter 5 

discusses the sizing of each 

reactor in the developed 

process) 

[45, 75] 

Towers Volume Aspen Plus simulation - 

Flash drum Volume 

Vessel sizing based on the gas-

liquid densities and terminal 

velocity 

[99] 

Heat 

exchanger 

Heat transfer 

area 
Aspen Plus simulation - 

Fired heater Heat load Aspen Plus simulation - 

Boilers 

Amount of 

steam 

generated 

Aspen Plus simulation - 

Compressors 
Work 

consumed 
Aspen Plus simulation - 

Pumps 
Work 

consumed 
Aspen Plus simulation - 

Turbines 
Work 

delivered 
Aspen Plus simulation - 

 

 

 Once these methods had been decided, equations to calculate embedded purchased costs 

taken from the Couper et al. and Garrett references [100, 101] were utilised, and the total 

investment cost was multiplied by the chemical engineering cost index to adjust the figures 

to a 2018 basis to take into account inflation since 2007, which was the date on which most 

of the equipment purchased cost was based [102].  
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Calculations of the operating cost (OPEX) require knowledge of the time-dependent costs. 

The price of raw materials, which comprise the fuel, the oxygen carrier required for 

chemical looping, and the solvent make-up for SMR, are essential for the OPEX 

calculation. The oxygen carrier make-up cost was based on the Abad and Adanez equation 

[65]. In addition, the cost of utilities such as power usage to cool water and heat steam 

must be included in the calculation. The prices for the raw materials and the utilities along 

with other parameters required for the OPEX calculation are listed in Table 6.4 for the 

SMR process, Table 6.7 for ICLWS process and Table 6.11 for CLWSFe process. 

The next step performed to obtain the hydrogen production cost is the calculation of the 

annual value of the total investment cost, based on the project’s lifetime and the annual 

interest rate, by applying the following equation: 

𝐴𝑐 = 𝐶𝐴𝑃𝐸𝑋 × (1 + 𝑖)
𝑛 [

𝑖

(1+𝑖)𝑛−1
]       (6.1) 

 

In this equation: 

Ac = annual value of the total investment cost of the plant (US$/yr); 

CAPEX = total investment cost of the plant (US$);  

= 𝑇𝑜𝑡𝑎𝑙 𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑑 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑒𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 × 𝑡𝑜𝑡𝑎𝑙 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑖𝑛𝑣𝑒𝑠𝑡𝑚𝑒𝑛𝑡 𝑓𝑎𝑐𝑡𝑜𝑟 ×

𝑝𝑙𝑎𝑛𝑡 𝑐𝑜𝑠𝑡 𝑖𝑛𝑑𝑒𝑥        (6.2) 

i = interest rate (%); and 

n = project lifetime (years). 

 

This equation (6.2) takes into account the present value of the CAPEX payment as well as 

the interest payment. Finally, the hydrogen production cost is calculated using Eq. (6.3) as 

follows: 

 

𝑃𝐶 =
𝐴+𝑂𝑃𝐸𝑋

�̇�𝐻2𝑦
                                    (6.3) 

 

In this equation: 

𝑃𝐶 = production cost of hydrogen product (US$/kg); 

OPEX = operating cost of the plant (US$/yr); and 

�̇�𝐻2𝑦 = annual production rate of the hydrogen product (ton/yr). 
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6.2  Economic evaluation of the steam methane reforming process 

Following the methodology presented in section 6.1, the economics of the SMR process 

developed in Chapter 3 were determined. This process offered the benchmark against 

which the viabilities of the chemical looping processes (ICLWS and CLWSFe) developed 

in Chapters 3 and 4, respectively, were investigated. The purchased costs of the units 

contained in the SMR process are listed in Table 6.3, while Tables 6.4 and 6.5 show the 

operating parameters used to calculate the OPEX and the calculations of OPEX for the 

SMR process. 

 Table 6.3: Purchase cost of the equipment used in the SMR process 

Equipment Purchased cost (US$, M) 

Reformer 16.5 

Shift reactors 4.0 

Heat exchangers 14.1 

Condensers 4.8 

Coolers 2.2 

Vapour-liquid separation vessels 2.4 

Heat recovery steam generation units 39.5 

Air compressor 1.1 

CO2 compressors 19.6 

MDEA absorber 4.1 

MDEA stripper 3.3 

MEA absorber 1.7 

MEA stripper 1.3 

PSA unit 11.9 

Pumps 0.17 

Initial catalyst load 1.0 

Initial adsorbent load 0.26 

Total 128.3 
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Table 6.4: Operating parameters used to calculate OPEX for SMR process 

Parameter Value Reference 

Electricity US$0.07 /kWh [103] 

Cooling water US$1.03 /m3 [104] 

Fuel (natural gas) US$0.13 /kg [78] 

NiAl2O4 catalyst US$17.90 /kg [12] 

Zeolite 5A US$1.65 /kg [105] 

MDEA solvent US$8.70 /gal [12] 

MEA solvent US$0.52 /kg [105] 

 

Table 6.5: Operating cost parameter calculations for SMR 

Operating cost parameters Total 

consumption 

Cost ($/year, M) 

Electricity -28.8 MW 15.9 

Cooling water 140 Mm3/yr 138.5 

Fuel 0.74 Mt/yr 122.1 

NiAl2O4 catalyst make-up 125.1 t/yr 2.2 

Zeolite 5A make-up 86.6 t/yr 0.14 

MDEA solvent make-up 0.21 Mgal/yr 4.1 

MEA solvent make-up 1.56 kg/yr 4.7 

Total 287.6 

 

The CAPEX, OPEX, total annual cost and the hydrogen production cost for the developed 

SMR process with and without CCS were compared with values obtained from the 

literature [12]. To ensure clarity of the comparison, the developed and simulated SMR 

process is referred to as SMR1, whereas the literature process is called SMRr. 
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In Table 6.6, differences can be noted between the economic parameters shown for the 

simulated SMR process SMR1 and the values obtained from the literature denoted as 

SMRr. The total investment cost for the process developed in this study was 4.8 percentage 

points  lower than the cost obtained from the literature. In contrast, the operating cost for 

the simulated SMR was 9.3 percentage points higher than that reported for the reference 

process [12]. These values led to a 4.9 percentage point difference between the H2 

production cost according to the simulated process SMR1 and the cost according to the 

reference process SMRr. Note that the fuel prices for the reference process SMRr were 

adjusted to 2018 prices. Moreover, the total investment cost was modified to 2018 prices 

by multiplying it by the Chemical Engineering Plant Cost Index (CEPCI) for 2018. These 

differences in the economic evaluation are attributed to the different methodology followed 

for the determination of the economic parameters. The reference process was based on real 

plant data, whereas our simulated process was evaluated economically using the 

methodology mentioned in section 6.1. 

Table 6.6: Summary of the economic evaluation of the SMR process 

 

Parameter 
Developed 

model (SMR1) 

Developed 

(SMR1) without 

CCS 

SMRr [12] 

Total investment cost (M$) 749.0 656.8 786.6 

Total operating cost (M$/yr) 265.4 257.2 242.8 

Hydrogen produced (Mt/yr) 0.20 0.20 0.20 

Interest rate (%) 10 10 10 

Plant lifetime (yr) 25 25 25 

Total annual cost (M$) 347.9 329.6 329.5 

H2 production cost ($/kg H2) 1.71 1.62 1.63 
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6.3 Economic evaluation of the ICLWS process 

Techno-economic assessments of the chemical looping processes were conducted, first for 

the ICLWS process, the development of which was described in Chapter 3. The 

methodology illustrated above was applied to the ICLWS as with SMR to determine the 

CAPEX, OPEX and PC for the ICLWS process. The results are summarised in Tables 6.7 

to 6.10. To investigate the feasibility of the method, these values were compared with 

those obtained for the SMR process in section 6.2.  

The results indicate that the calculated production cost of hydrogen ($/kg) for the 

simulated SMR process is 17.5% higher using MgAl2O4 as support material to the oxygen 

carrier (a) and 5.3% higher using ZrO2 as support material (b) than the production cost via 

the ICLWS process. In addition, it is 12.9% lower for ICLWS (a) compared with the 

modern SMRm process. However, the difference in hydrogen production cost is negligible 

between ICLWS (b) and modern SMRm/ATR [18, 80]. Also, the hydrogen production cost 

for the ICLWS process is 16.1% (a) and 3.6% (b) lower than the cost of the TRCLR 

process [49]. 

The capacity of the ICLWS plant developed in this study is 3.5 and 2.9 times that of the 

TRCLR and modern SMRm/ATR methods, respectively. Hence, the rates of fuel 

consumption and of water generated are greater in this process. Consequently, the amount 

of cooling water used in the condenser is greater. In addition, the equipment is larger and 

the labour requirement is greater. All these factors lead to larger operating and capital costs 

compared with those of the TRCLR and SMRm/ATR processes. To compare the CAPEX 

and the OPEX for the ICLWS process with these processes, they linearly scaled up to the 

similar capacity of the ICLWS process. Considering the data collected for the SMRm/ATR 

and the TRCLR processes are for one train in a hydrogen production plant. scaling up 

results in a CAPEX equivalent to 440.6 – 1152.2 US$,M for the modern SMR/ATR and 

628.2 US$,M for TRCLR processes. These figures indicate that the CAPEX for ICLWS 

process is 11.8 – 65.8% lower compared with the scaled up SMRm/ATR process. Also, it is 

37.3% lower compared with the TRCLR process. The OPEX is 263.4 – 297.1 US$,M/yr 

and for 317.6 for the scaled up SMRm/ATR and TRCLR processes, respectively. 

Therefore, the OPEX for ICLWS (a) process is 6.4 – 17% and 22.4% lower compared with 

SMRm/ATR and TRCLR, respectively. As a result, the ICLWS process has a lower 

hydrogen production cost per unit mass. Note that the CAPEX and the OPEX values for 
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the SMRm/ATR actual plant with similar capacity as the simulated ICLWS process is 

lower. 

Table 6.7: Operating parameters assumed in this study 

Parameter Value Reference 

Fuel (natural gas) US$0.17 /kg [78] 

Iron oxide US$0.072 /kg [106] 

MgAl2O4 US$0.63 /kg [106] 

ZrO2 US$4.68 /kg [106] 

Iron oxide makeup percentage required 1%/15h [50] 

Power consumption of Iron oxide manufacturing 22 kWh/t [106] 

Plant operating time in a year 328 days [12] 

Electricity (selling price) US$0.07 /kWh [103] 

Cooling water US$1.03 /m3 [104] 

 

Table 6.8: Operating cost parameter calculations 

 

Operating cost parameters Total 

consumption 

Cost (US$/year, M) 

Electricity -29.5 MW -16.4 

Cooling water 130 Mm3/yr 136.3 

Fuel 0.64 Mt/yr 105.9 

Iron oxide and support make-up (MgAl2O4) 0.022 Mt/yr 23.1 

Iron oxide and support make-up (ZrO2) 0.02 Mt/yr 65.3 

Total (MgAl2O4) 246.5 

Total (ZrO2) 289.0 

 

Ignoring the cost of CO2 capture, the SMR operating cost is 4.2% higher than that of the 

ICLWS process with oxygen carrier (a), whereas it is 12.3% lower than that of the ICLWS 

using oxygen carrier (b). However, when CO2 capture is considered, the ICLWS process 
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with its inherent CO2 capture functionality becomes the cheaper option at a capital cost that 

is 47.4% lower than that of SMR with CO2 capture. The hydrogen production cost ($/kg) 

for the ICLWS (a) process with the MgAl2O4-Fe2O3 oxygen carrier is therefore the lowest 

cost option.   

Table 6.9: The list of equipment unit prices as estimated in this work 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Equipment Purchase price (US$, M) 

Reducer 0.512 

Oxidiser 1.952 

Air reactor 0.544 

Heat exchangers 1.04 

HRSGs 14.5 

Fired heater (E-6) 1.77 

Indirect solid-gas heater (E-5) 1.152 

LP + IP + HP turbines 11.46 

  CO2 compressors 8.01 

H2 compressors 7.63 

Coolers 0.24 

Separation vessels 12.34 

Water preheater 3.84 

Surface condenser 2.52 

Pump 0.014 

Total 67.52 
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Table 6.10: Total investment cost, annualised operating cost and first-year cost calculations 

  

• ICLWS (a) = ICLWS process with MgAl2O4 support material 

• ICLWS (b) = ICLWS process with ZrO2 support material    

 

 

 

Figure 6.1: Comparison between the SMR1, ICLWS and TRCLR processes by total investment cost 

(TIC) and annualised operating cost (TAC) 

Parameter ICLWS 

(a) 

ICLWS 

(b) 

SMRm/ATR 

(one train) 

SMR1 TRCLR 

(one train) 

Total investment cost (US$, M) 394.0 394.0 154.2-430.3 749.0 174.5 

Total operating cost (US$/yr, M) 246.5 289.0 92.2-104 265.4 87.5 

Hydrogen produced (Mt/yr) 0.20 0.20 0.07 0.20 0.055 

Interest rate (%) 10 10 10 10 N/A 

Plant lifetime (yr) 25 25 25 25 30 

Total annual cost (US$, M) 287.2 329.7 123.6-148.4 347.9 92.4 

H2 production cost (US$/kg H2) 1.42 1.62 1.63-2.0 1.71 1.68 
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 Figure 6.2: Comparison between the SMR, ICLWS and TRCLR processes hydrogen production 

cost  

 

6.4 Economic evaluation of the CLWSFe process 

The CLWSFe process was evaluated following the methodology presented in section 6.1. 

All the results are listed in Tables 6.11 to 6.14. 

Table 6.11: Operating parameters assumed in this study 

Parameter Value Reference 

Fuel (natural gas) US$0.17 /kg [47] 

Iron oxide US$0.07 /kg [48] 

Iron selling price US$0.3 /kg [48] 

Iron oxide make-up percentage required 7 %/15 h [15] 

Power consumption of iron oxide manufacturing 22 kWh/t [48] 

Plant operating time in a year 328 days [28] 

Electricity (selling price) US$0.07 /kWh [51] 

Cooling water US$1.03 /m3 [52] 
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Table 6.12: Operating cost parameter calculations 

Operating cost parameter Total consumption Cost (US$/year, M) 

Electricity -88.7 MW -43.6 

Cooling water 1.4x108 m3/year 146.3 

Fuel 9.0x105 ton/year 147.7 

Iron oxide make-up 1.2x105 ton/year 141.8 

                                                                            Total 435.8 

 

Table 6.13: List of equipment unit prices assumed in this work 

 

  

Equipment Purchase price (US$, M) 

Reducer-1 0.51 

Reducer-2 0.52 

Oxidiser 7.80 

Air-reactor 0.55 

Heat exchangers 3.9 

HRSGs 26.7 

Gas-solid cooler 0.37 

LP + HP turbines 25.0 

CO2 compressors 13.1 

H2 compressors 9.29 

Separation vessels 2.41 

Surface condensers 1.6 

Pumps 0.028 

Total 91.9 
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Table 6.14: Total investment cost, annualised operating cost and production calculations 

 

As shown in Table 6.14, the total investment cost is 28.4% lower than that for the SMR1 

process due to the inherent CO2 capture and H2 production that minimise the amount of 

equipment required. Also, the CAPEX of the CLWSFe process is 27.5% lower than the 

values reported for the MIDREX process in the literature [81]. The total annual cost of the 

CLWSFe process, taking into account the effect of production of a saleable DRI co-

product, is 20.9% lower than that of the benchmark SMR1 process with CO2 capture. As 

with the ICLWS process, the CLWSFe process capacity is 3.1 times that of the modern 

SMR/ATR processes. Thus, the CAPEX for the scaled up SMRm/ATR process is 478 – 

Parameter CLWSFe SMRm/ATR SMR1 

Total investment cost (US$, M) 536.4 154.2-430.3 749.0 

Total operating cost excluding the 

effect of selling iron (US$/yr, M) 

435.8 92.2-104 265.4 

Total operating cost including the effect 

of selling iron (US$/ yr, M) 

222.8 92.2-104 265.4  

Hydrogen produced (Mton/yr) 0.22  0.07 0.20 

Iron produced (Mton/yr) 0.71  - - 

Interest rate (%) 10 10 10 

Plant lifetime (yr) 25  25 25 

Total annual cost excluding the effect 

of selling iron (US$/yr, M) 

491.3 123.6-148.4 347.9 

Total annual cost including the effect of 

selling iron (US$/yr, M) 

275.1 123.6-148.4 347.9 

H2 production cost excluding the effect 

of selling iron (US$/kg H2) 

2.2 1.63-2.0 1.71 

H2 production cost including the effect 

of selling iron (US$/kg H2) 

1.25 1.63-2.0 1.71 
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1333.9 US$,M. The lowest CAPEX for the modern SMR/ATR processes included in this 

study were developed by Wood [80]. The CAPEX for this SMRm/ATR process is 12.2% 

lower compared with the CLWSFe process. However, the modern SMRm/ATR with 

highest CAPEX developed by IEAGHG is 59.8% higher compared with the CLWSFe 

process [18]. Regarding the OPEX, the CLWSFe process is 22 – 30.9% lower compared 

with the SMRm/ATR including the effect of saleable iron product. In contrast, the 

SMRm/ATR OPEX is 35.2 – 52.5% lower compared with the CLWSFe when the effect of 

saleable iron product is excluded. The H2 production cost is also 26.9% and 23.3 – 37.5% 

lower than those of both the conventional and the modern SMR processes, respectively. 

These values were determined considering the CO2 capture in the SMR processes and the 

effect of saleable DRI co-product. This is shown in Figure 6.3. However, Table 6.14 

indicates that the H2 production cost is 28.6% and 10 – 35% higher for the SMR1 and 

SMRm processes, respectively, compared with that of the CLWSFe method if the effect of 

the saleable DRI co-product is ignored. 

 

Figure 6.3: H2 production cost by: CLWSFe [a] (including iron sales), CLWSFe [b] (excluding 

iron sales) and SMR1 processes 

 

6.5 Concluding remarks 

The hydrogen production processes that were described in Chapter 3, i.e. ICLWS and 

SMR, were economically assessed to calculate their feasibilities. In addition, the 

economics of the hydrogen plus DRI process CLWSFe, the development of which was 

described in Chapter 4, were considered. The economic analyses for the SMR process 

described in Chapter 3 were compared with those for the SMR process reported in the 
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literature. Results showed differences between the economic parameters calculated for the 

simulated SMR process and those reported in the literature for SMR. Differences were 

observed in the parameters CAPEX, OPEX and Pc. The CAPEX for the simulated process 

was found to be 4.8% lower than the values recorded in the literature process. However, 

the OPEX was 9.3% higher compared with that reported in the literature. These differences 

led to a 4.9% difference between the production cost of H2 for the simulated SMR and the 

analogous value listed in the literature.  

The economic analyses of the ICLWS process indicated promising results. The CAPEX 

was 50.7% lower compared with the CAPEX for the SMR1 process. Regarding the OPEX, 

the figure calculated for the ICLWS with MgAl2O4 as oxygen carrier support material (a) 

was 7.1% lower than that found for the SMR1 process; however, the SMR1 process OPEX 

was 8.9% lower than that calculated for the ICLWS with ZrO2 as oxygen carrier support 

material (b). Both the CAPEX and the OPEX for the modern SMR/ATR processes were 

significantly lower than those calculated for the ICLWS due to the difference in the 

capacities of both processes. As a consequence, the hydrogen production cost was 17.5% 

and 5.3% lower in the ICLWS process with (a) and (b) support materials respectively than 

the cost for SMR1. Also, it was 12.9 – 29% and 0.6 – 19% lower compared with the costs 

of modern SMRm/ATR processes that were reported in the literature.    

The CLWSFe economic parameters resulted in a CAPEX value that was 28.4% lower than 

that of the SMR1. In addition, it was 25.7% lower compared with values for the MIDREX 

process reported in the literature. The total annual cost was 20.9% lower than that of the 

conventional SMR1 process when a saleable DRI product was considered. These values 

led to a 26.9% and 23.3 – 37.5% lower hydrogen production cost for the CLWSFe process 

compared with that of SMR1 and modern SMRm/ATR processes. However, if the saleable 

DRI product was not taken into account, the total annual cost was 41.2% higher compared 

with SMR1. Also, the hydrogen production cost was 28.6% and 10 – 35% higher for the 

CLWSFe process compared with the corresponding costs for the SMR1 and SMRm/ATR 

processes. 

The economic investigation has proved that both ICLWS and CLWSFe processes were 

able to produce decarbonised hydrogen and steel products at costs compatible with those of 

the benchmark processes i.e. steam methane reforming and a blast furnace currently used 

for the production of hydrogen and steel. 
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Chapter 7 : Pumped thermal energy storage integrated with 

chemical looping technology 

 

 

This chapter discusses the synergy between power production through chemical-looping 

technology and storing it via pumped thermal-energy storage systems (PTES). The first 

section of the chapter introduces the PTES system and includes details regarding previous 

work conducted on this technology. The second section explains the development in this 

project of the energy production and storage cycle, and the integration of the chemical 

looping water splitting process developed earlier with PTES. The thermodynamic and 

economic assessments of the energy cycle developed are contained in the third and fourth 

sections. A novel technique is introduced in the fifth section that uses the hydrogen fuel 

from the ICLWS process in a gas turbine and integrates it with the energy cycle, the 

development of which is described previously in this chapter. The last section discusses the 

viability of this integration and the economic sensitivity analysis performed to determine 

the conditions required to economically viable the cycle of gas turbine plus ICLWS 

integrated with PTES. 
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7.1   Literature review: pumped thermal energy storage systems 

Energy demand is growing due to the global rise in population and increased 

industrialisation [107]. Fossil fuels remain the dominant source of energy globally [108], 

and this has led to a rapid acceleration in their prices. However, there are many 

environmental concerns, including global warming, that are related to the usage of fossil 

fuels. Therefore, regulations have been set by many organisations such as the United 

Nations Intergovernmental Panel on Climate Change (IPCC) to limit their utilisation 

worldwide and transfer dependence towards renewable sources [2]. There are many 

challenges associated with large-scale production of renewable energy, one of which is its 

dependence on natural power sources such as the sun, wind or water, which are 

unpredictable and fluctuate. Hence, power output from these sources may not meet power 

demand. Therefore, integration of energy storage systems (ESSs) with these sources is 

essential to improve their reliability. In addition, energy storage is necessary to manage the 

peak demand from the power network. It enables transmission and distribution to operate at 

full capacity, reducing the need to fit new lines and hence increasing the overall plant 

efficiency [109, 110]. Several EESs have been proposed such as: pumped hydro storage 

(PHS), flywheels, super capacitors, batteries and flow batteries, compressed air energy 

storage (CAES), pumped thermal energy storage (PTES) and hydrogen storage. A 

comprehensive overview of these technologies has been published in the literature [110]. 

Moreover, some articles present the role of energy storage with renewable sources of 

energy in the power grid from an economics point of view [111-113]. Chen et al. reviewed 

cutting-edge EESs [114]. Table 7.1 summarises these technologies based on energy 

density, cycle lifetimes, discharge times and costs, while Figure 7.1 shows the maturity of 

each ESS [114]. 

According to the published review, PHS leads the EES technologies, while CAES and flow 

batteries are developing rapidly and may be commercially available soon [110]. 
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Table 7.1: Comparison of technical characteristics of EES systems [114] 

Parameter PHS CAES 
ZnBr 

Batteries 

Lead-acid 

batteries 
PTES 

Power rating (MW) 100-500 5-300 0.05 – 2 0 – 20  0 – 60  

Discharge time  1-24 h 1-24 h s – 10 h  s – h  1 – 24 h 

Storage duration h - m  h – m h – m  min – d  Min – m  

Capital Cost ($/kWh) 5 - 100 2 – 50 150 – 1000 200 – 400 30 – 60 

Energy density (Wh/L) 0.5 - 1.5 3 – 6 30 – 60  50 – 80  50 – 500 

Lifetime (yr) 40 - 60 20 – 40 5 – 10  5 – 15 5 – 15 

Impact on environment Negative Negative Negative Negative Positive 

Description of the impact Green land 

destruction 

Hydrocarbon 

emissions 

Toxic 

remains 

Toxic 

remains 

removing 

contaminates 

• h = hours, m = months, min = minutes, d = days 

  

 

Figure 7.1: Technical maturity of EES systems [114] 

Despite these findings, geographical constraints are one of the main challenges and 

drawbacks for use of PHS, as well as the high capital cost of flow batteries and limited 

power output of CAES [109, 115]. Therefore, an energy-storage technology with high 

energy density is necessary, i.e. plant with a small footprint and high power output (long 

cycle life), in addition to a competitive cost. PTES technology exhibits high energy density 

resulting in low cost per unit of energy stored [115]. Furthermore, it has no geographical 

limitations. As a conclusion, it has the potential of rapid development and 
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commercialisation, and could play a crucial role among EES technologies in the near 

future. 

7.2  Pumped thermal energy storage 

The pumped thermal energy storage (PTES) technique was first proposed by Weissenbach 

in 1959 [116]. This technology transforms electric power to thermal energy and stores it as 

heat in hot and cold storage tanks. An engine cycle retrieves the thermal energy to return it 

to electrical energy [109]. The basic design comprises two turbomachinery devices i.e. a 

compressor and an expander, two heat exchangers, two thermal storage tanks and a 

working fluid (gas) as shown in Figure 7.2 [117]. The PTES operating cycle is summarised 

as follows [115, 118]: 

Charging:  

1) The gas is introduced to the compressor driven by electric power Wc,ch received from 

the power grid at initial temperature Ta. As a result, it is compressed and gains heat to 

reach a maximum temperature of TH. 

2) The gas at temperature TH is fed to the hot storage tank where it passes through a solid 

material. Consequently, its thermal energy is transferred to the solid, which is initially 

at temperature Ta, and stored there. 

3) The gas is discharged at temperature Ta and passed to the expander where it expands to 

generate a power WT,ch. 

4) The effluent gas from the expander with minimum cold temperature Tc is fed to a cold 

tank where it gains heat from the solid storage material there. The gas exits at 

temperature Ta and the cycle resumes. 

Discharging      

1) The gas at temperature Ta is fed to the hot tank where it passes through the hot storage 

material. Heat is transferred to the gas and it is discharged at a maximum temperature 

of TH. 

2) The gas at TH is introduced to the expander where power WT,d is produced and the gas 

exits at temperature Ta.  
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Figure 7.2: Schematic diagram of the PTES system 

3) The effluent gas at temperature Ta is fed to the cold tank, where it passes via the 

cold solid material. The gas temperature drops to Tc at discharge. 

4) The discharged gas at temperature Tc is compressed and gains thermal energy to 

exit at temperature Ta and the cycle continues. 

As illustrated above, this system is time dependent. Thermal losses occur in both hot and 

cold tanks. At the beginning of the charging period, all the solid bed material in the storage 

tanks is at initial temperature Ti. As the charging progresses, and the hot gas flows through 

the bed, most of the heat transfer takes place at the upper zone of the tank. This upper zone 

where most of the heat transfer takes place is called the thermal layer. Consequently, axial 

temperature profiles for both the gas and the solids are created in the tank in addition to the 

transient temperature behaviour for both. After a certain time, a thermal equilibrium is 

reached at the upper part of the tank and heat moves downward. As a result, the gas 

discharged from the hot tank will have a temperature higher than Ta  at the end of the 

charging time. Therefore, a heat exchanger is installed downstream to maintain the inlet 

temperature to the expander as Ta. This is considered as a thermal loss from the cycle. 

Similarly, thermal losses take place in the cold tank during the charging phase. Thus, 

another heat exchanger is placed between the cold tank and the compressor to raise the 

temperature of the gas that exits from the cold tank to Ta. Thermal losses also happen 

during the discharge period, and hence heat exchangers (labelled as HHX and CHX in 

Figure 7.2) are included in the cycle to maintain the inlet temperatures to the 

turbomachinery devices at TH and Tc, respectively. In addition to the thermal losses of the 
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tanks, mechanical losses are experienced in the compressor or turbine and electrical losses 

occur in the generator that delivers power to the compressor during the charging period. 

McTigue et al. conducted a study that quantified these losses and their effect on the system 

efficiency [118]. 

 

7.3 Integrating the pumped thermal energy storage system with the 

chemical looping water splitting process 

Comparison of the pumped thermal energy storage cycle (PTES) process shown in Figure 

7.2 with the flow diagram of the integrated chemical looping water splitting process shown 

in Figure 3.6, Chapter 3, indicates possible integration of the two systems. Figure 3.6 

shows that the depleted air stream (stream 73) is effluent to the atmosphere. Therefore, this 

stream can be retrofitted to the PTES system as the working fluid of the cycle. In addition, 15 

MW of the power generated from the steam cycle in the ICLWS can be introduced to the 

PTES cycle to drive the compressor. This produces the integrated cycle named “IPTES”, 

which can be represented as in Figure 7.3 during the charging and discharging periods. 

 

Figure 7.3: Schematic diagram for the IPTES energy storage system 

The methodology used to model each piece of equipment in the cycle is illustrated in the 

following subsections. 
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7.3.1  Turbomachinery 

Both the compressor and the expander were computationally modelled using Aspen Plus 

v.9. The outlet temperature was determined from the simulator using polytropic 

compression or expansion and setting the compression ratio to 16 bar. The expander was 

modelled as a gas turbine with polytropic efficiency of 76%. This technique was employed 

in studies published in the literature [119]. Also, the compressor showed a polytropic 

efficiency of 76%, similar to that of the turbine. 

 

7.3.2  Hot and cold energy storage tanks 

Section 7.2 explains that the pumped thermal-energy storage technology is a time-

dependent process. Also, the temperatures of the discharged gas from both the hot and cold 

energy storage tanks influence the heat load of the hot and cold heat exchangers 

downstream. Therefore, accurate modelling of the axial and transient temperatures in both 

storage tanks is important. Several models are proposed in the literature [109, 118, 120]. 

We selected the discretised model due to its simplicity and the excellent approximation it 

provided for the partial differential equation (PDE) system, as indicated in the literature 

[109]. Thus, the axial gas temperature of any layer m in the tank, in addition to the solids 

bed temperature of layer m at any time t, are given by Eqs. (7.1) and (7.2) as follows [115]: 

𝑇𝑎,𝑚+1 = 𝑇𝑏,𝑚 + (𝑇𝑎,𝑚 − 𝑇𝑏,𝑚)
−∅1

       (7.1) 

Whereas the temperature of the solid bed at layer m can be represented as: 

𝑇𝑏,𝑚 (𝑡+∆𝑡) = 𝑇𝑏,𝑚 (𝑡) + [∅2(𝑇𝑎,𝑚+1 − 𝑇𝑎,𝑚) + ∅3(𝑇𝑏,𝑚 − 𝑇𝑎𝑚𝑏)]∆𝑡  7.2) 

Where: 

∅1 =  
ℎ𝑣𝐴𝐿

𝑁𝑚𝑎𝐶𝑝𝑎
 , ∅2 =  

𝑁 𝑚 𝐶𝑝𝑎

𝜌𝑠𝐴𝐿𝐶𝑝𝑠(1−𝜀)
 , ∅3 =  

𝑈𝑚∆𝐴𝑚

𝑚𝑎𝐶𝑝𝑎
     (7.3) (a-c) 

ℎ𝑣 = The heat transfer coefficient per volume (W/m3.K) and is calculated via the following 

equation: 

𝑁𝑢 𝑘𝑎

𝑑𝑒
2             (7.4) 

𝐴 = Surface area of the tank (m2) 

𝐿= Tank height (m) 



 

141 

 

𝑚𝑎 = Mass flow rate of the working fluid of the PTES cycle (kg/s) 

𝑁 = Number of discretised layers in the bed i.e 50 layer. 

 𝐶𝑝𝑎= Heat capacity of the gas at layer m (J/kg.K) 

𝑘𝑎 = Thermal conductivity of the gas (W/m.K) 

𝑑𝑒 =  Effective diameter of the solids particle (m) 

𝐺𝑎 = Gas mass flow per area (kg/s.m2) 

𝜌𝑠 = Solids particle density (kg/m3) 

𝐶𝑝𝑠 = Heat capacity of the solids. (J/kg.K) 

ε = Bed void fraction  

𝑈𝑚 = Overall heat loss coefficient (W/m2.K) 

∆𝐴𝑚 = surface area of one layer (m). 

𝜓 = Sphericity of the solid particles. 

7.3.3  Hot and cold heat exchangers 

Based on the temperatures of the gas discharged from the hot and cold energy storage 

tanks at time t, the heat loads from the hot and cold heat exchangers are determined, 

respectively. During the charging, the hot heat exchanger (HHX1) acts as a cooler whereas 

the cold heat exchanger (CHX1) acts as a heater to maintain the inlet temperatures to both 

pieces of turbomachinery at Ta. In contrast, HHX2 acts as a heater maintaining the inlet 

temperature to the turbine at TH while CHX2 mainly functions as a cooler to set the inlet 

temperature to the compressor at Tc during the discharging period. For HHX1, water is used 

as a coolant, while liquid nitrogen is the coolant chosen for CHX2 since phase change limits 

the ability of water to maintain the inlet gas temperature to CHX2 at Tc. An electric heater is 

used for both CHX1 and HHX2. The expressions that represent the heat load for both 

exchangers are summarised through Eqs. (7.5) and (7.6). 

 

Hot heat exchanger (𝐻𝐻𝑋):𝑄𝐻𝐻𝑋 = 𝑚𝑎𝐶𝑝𝑎(𝑇ℎ𝑜,𝑡 − 𝑇𝑎ℎ,𝑠)       (7.5) 
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𝐶old heat exchanger (𝐶𝐻𝑋):𝑄𝐶𝐻𝑋 = 𝑚𝑎𝐶𝑝𝑎(𝑇𝑐𝑜,𝑡 − 𝑇𝑎𝑐,𝑠)      (7.6) 

 

In these equations:  

𝑇ℎ𝑜,𝑡 = The temperature of the discharged gas from the hot storage tank at time t (ºC) 

𝑇𝑎ℎ,𝑠= The temperature of the discharged gas from the hot storage tank at steady state (ºC)  

𝑇𝑐𝑜,𝑡 = The temperature of the discharged gas from the cold storage tank at time t (ºC) 

𝑇𝑎𝑐,𝑠 = The temperature of the discharged gas from the cold storage tank at steady state 

(ºC)  

7.4 Operating conditions of the PTES cycle and the operating hours 

schedule 

Since the PTES system is a time-dependent process, an operating schedule must be 

proposed for the time between charging and discharging periods. Switching between the 

charging and discharging periods depends on the daily variable electricity price. Also, the 

lengths of the charging and discharging periods affect the total efficiency of the PTES 

system, as indicated by Eq. (7.14). Therefore, the selection of an operating schedule is of 

significant importance. The electricity prices used in this study were block auction prices, 

which varied daily according to three price blocks as follows: a) peak price, b) overnight 

price and c) the base or average price. The time period for each block was selected based 

upon an earlier study in the literature. The block auction electricity prices for several days 

in the year were employed in this study to provide a representative economic evaluation of 

the PTES system throughout the year, in which a significant variation occurs in the 

electricity prices as shown by Table 7.2 [121]. Based on these data, the operating schedule 

is specified and listed in Table 7.3. The day-ahead electricity price for day1 is represented 

in Figure 7.4 [121, 122] 
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Figure 7.4: Variable electricity price for 24h period for day1 [121, 122] 

Table 7.2: Block auction electricity prices for various days in the year representing the variation in 

the prices 

Days Date Base Overnight Peak 

Day1 10/01/2019 63.8 54.0 70.8 

Day2 13/02/2019 49.4 43.5 52.5 

Day3 16/03/2019 44.9 41.0 46.3 

Day4 11/06/2019 39.8 33.1 43.7 

Day5 18/10/2019 37.9 32.3 41.4 

Daymax 24/01/2019 75.3 56.3 90.9 

Daymin 08/12/2019 26.5 5.5 36.9 

Table 7.3: Operating schedule for IPTES energy storage cycle 

Time of operation (h) Mode of operation Stage of operation 

0-8 Charging 

First 

8-14 Discharging 

14-18 Charging 

Second 

18-24 Discharging 

7.5  Temperature transient behaviour in the hot and cold tank for the 

IPTES energy storage cycle 

The variations of the axial temperatures inside the tank are illustrated by representing the 

first and last layer temperatures in the tank. The operating conditions for the IPTES energy 

storage cycle are summarised in Table 7.4. 

Therefore, the temperature transient behaviour for the first and last layers during the 
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operating schedule mentioned in section 7.4 for both tanks is represented in Figures 7.5 

and 7.6. Note that this temperature behaviour is recorded after the bed reaches steady 

periodic state after many operating cycles over 24 hours. In other words, for each operating 

cycle (24 hr), the bed temperature response must be the same i.e. the bed temperature for 

any layer at the end of the cycle must be the same as the temperature at the start of the 

cycle. 

For the hot tank (Figure 7.5) during the first charging period (0-8 h), the temperature of the 

first layer rises exponentially to achieve the maximum hot temperature i.e. 525 ºC after 2 h. 

This behaviour is attributed to the high rate of heat transfer at the first layer due to the high 

temperature difference between the gas fed to the tank and the bed initial temperature. 

However, the temperature of the last layer remains constant for the first 2 h since the hot 

gas i.e. working fluid of the cycle loses most of its enthalpy in the upper layers of the bed. 

For t > 2 h, the bed temperature for the last layer increases linearly until the end of the first 

charging period. 

During the first discharge period (8 < t < 14 h ), the gas is fed at ambient condition from the 

bottom of the hot tank, hence it will gain most of the heat stored in the solids during the 

charging period. As a result, the bed temperature drops significantly for the last layer of the 

bed and attains the ambient gas temperature i.e. 40 ºC at t = 11.8 h as shown by Figure 7.5. 

On the other hand, the bed temperature for the first layer starts to decrease at t = 11.8 h until 

it achieves a final steady value of 394 ºC. This indicates that at this time the thermal layer 

of the hot tank starts to ascend upward. 
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Table 7.4: Operating conditions for the IPTES energy storage cycle 

Parameter Value 

Gas mass flow rate (kg/s) 28.05 

Solid storage density (kg/m3) 9990 

Power supplied to the compressor during the charging period (MW) 15 

Storage material Fe2O3+MgAl2O4 

Pressure compression ratio 16 

Compressor polytropic efficiency (%) 76 

Turbine polytropic efficiency (%) 76 

Tank volume (m3) 220 

Tank length (m) 10 

Gas nominal temperature (oC) 40 

Initial bed temperature (oC) 25 

Maximum gas temperature (oC)  525 

Minimum temperature (oC) -154 

 

Figure 7.5: Transient behaviour for bed temperature in the hot tank during 24 hr operation time 
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Figure 7.6: Transient behaviour for the bed temperature in the cold tank during 24 hr operation 

time 

 

The curvature trend for the bed temperature is repeated in the second charging and 

discharging stage, but there is a difference in the time required for the bed temperature in 

both layers to hit the steady-state value. The bed temperature of the first layer in the cold tank 

decreases rapidly and attains the minimum cold temperature at t = 2 h during the first 

charging period (0-8 h). The reason for this behaviour is similar to the reason for the 

changes in the hot tank, since this zone contains most of the heat transfer between the solid 

storage material and the gas. Analogously to the hot tank, the bed temperature of the last 

layer remains constant during the first six hours of the charging period. Then, the thermal 

layer moves downward due to the thermal equilibrium that occurs between the gas and the 

solid materials for most of the upper layers of the bed. It reaches 8 ºC at t = 8 h. Similarly 

to the hot tank, the gas is fed at the bottom of the cold tank during the discharge period. 

Thus, the solid materials gain most of the thermal energy from the ambient gas at the first 

layer of the bed. Therefore, the temperature of the bed at the first layer rises rapidly for 8 < t 

< 12 hr, then it increases gradually to achieve the gas ambient temperature i.e. 40 ºC. For the 

last layer of the bed, the solid temperature increases rapidly and achieves the gas ambient 

temperature during the first hour of discharge (t = 9 h). As opposed to the hot tank, during 

the second charging and discharge period, the bed temperature of both the first and last 

layers follows the same trend as is seen in the first cycle. It should be noted that, relative to 

the last layer in the solid bed for the second cycle, the variation in its temperature is 

insignificant. 
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7.6  Development of the IPTES energy storage cycle integrated with open 

cycle gas turbine (OIPTES) 

A novel pumped-thermal energy-storage cycle was implemented by merging the open cycle 

gas turbine technology with PTES. This energy storage cycle was beyond the state of the 

art with respect to the pumped thermal technology. This energy storage cycle is referred as 

“OIPTES”.  

The system comprised three modes of operation: charging, discharging and the open cycle 

gas turbine (OCGT) energy production. The charging and discharging phases were similar 

to those of the IPTES cycle presented above. Yet, the discharging period was shorter. For 

the OCGT, hydrogen from the ICLWS plant was combusted with compressed air and fed 

to a turbine at high temperature and pressure to produce power. The discharged flue gas 

from the turbine was recycled back in the steam generation cycle of the ICLWS to utilise 

its excess heat to generate more power through the steam turbine. The process flow 

diagram of the cycle is represented by Figure 7.7. 

The Aspen plus V.9 simulator was employed to determine the work generated by the gas 

and steam turbines. In addition, it was used to evaluate the heat load supplied to the steam 

generation cycle from the gas turbine discharged gas. The operating conditions for the 

OCGT process are shown in Figure 7.7. The amount of work generated by the gas and 

steam turbines varied according to the amount of H2 fuel fed to the OCGT process. 

Control valves V-(1-3) were mainly responsible for the switch between the discharging and 

the OCGT modes of operation, as shown in Table 7.5. 

Table 7.5: Illustration for the control valves used to switch between OCGT and discharge mode of 

operation 

Mode of operation Valves open Valves closed 

Discharge V-3 V-1&V-2 

Open cycle gas turbine V-1&V-2 V-3 

 

Therefore, the discharge and OCGT modes of operation cannot take place at the same time. 

Based on that, the 6 h discharge period indicated in the operating schedule listed in Table 7.2 

was segmented between discharge and OCGT. Four hours were designated as the period 

for the discharging mode and the remaining before hours were used for the OCGT 
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operation. The operating schedule for the OIPTES energy storage system is summarised in 

Table 7.6. 

 

 

Figure 7.7: Process flow diagram of ICLWS process integrated OCGT 

7.7  Bed temperature transient behaviour for OIPTES system 

The transient behaviour of the bed temperatures in the hot and cold energy storage tank 

OIPTES system is illustrated in Figures 7.8 and 7.9. In this case 5% of the H2 produced 

through the ICLWS process was fed to the OCGT system. The transient temperature 

responses shown were obtained once the steady-periodic state had been achieved after 

several operating cycles. The bed temperature of the first layer in the hot tank varied 

insignificantly during the 24 h period of operation (Figure 7.8). This was an expected trend 

since the initial temperature of this layer equalled the maximum temperature of the gas. 

Consequently, the thermal front would transport downward toward the bed layers, which 

exhibited lower temperatures. During the charging period, the temperature of the last layer 

exhibited an approximate linear increase to achieve 463 ºC at the end of the charging 

period. 
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Table 7.6: Operating schedule for the OIPTES energy storage system 

Time of operation (h) Mode of operation Stage of operation 

0-8 Charging 

First 8-12 Discharging 

12-14 OCGT 

14-18 Charging 

Second 18-22 Discharging 

22-24 OCGT 

 

   

Figure 7.8: Transient behaviour for the 1st and last bed temperature for the hot tank in the 

OIPTES system 

 

During the discharge mode, the temperature of the last layer in the bed reduces rapidly and 

reaches a final value of 49 ºC at t = 12 h. This behaviour is due to the thermal front which 

is concentrated in this area of the bed, hence most of the heat transfer between the gas and 

the solids in the bed occurs in this zone. During the second stage of operation, i.e. from t = 

14 h upward, the bed temperature at the last layer exhibits similar behaviour to that observed 

in the first stage. For the cold tank, the bed temperature of the last layer begins to decrease 

after 5 h of operation, when the thermal front reaches this layer. 
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Figure 7.9: Transient temperature behaviour for the 1st and last layer of the bed temperature for 

the cold tank in the OIPTES system 

During the charging period, the temperature of the last layer drops by 34.5% from its initial 

temperature. Also, during this period, the temperature of the first layer of the bed decreases 

at a very fast rate to attain the minimum cold temperature after only 2 h of operation. 

During the discharge phase, i.e. (8 < t < 12 h), the bed temperatures at both the first and last 

layers exhibit steep increases. The temperature of the first layer reaches a thermal 

equilibrium with the gas temperature at t = 9 h, whereas the last layer temperature achieves 

11 ºC at the end of the discharging phase. This bed temperature behaviour is repeated for 

the second stage of operation. Yet, the final temperatures reached for the first and last 

layers of the bed at both charging and discharging phases are different to those obtained 

during the first stage, as shown in Figure 7.9. 

7.8  Daily electricity generation from IPTES and OIPTES energy storage 

systems 

The electricity generation for 24 h operation of IPTES energy storage systems can be 

calculated through Eq.(7.7) to (7.10) as follows: 

𝐸𝑔𝐼=𝐸𝑔𝐼,𝐶ℎ + 𝐸𝑔𝐼,𝑑 + 𝐸𝑆𝐶𝐼            (7.7) 

𝐸𝑔𝐼,𝐶ℎ = 𝑊𝐶  . 𝑡𝑐ℎ −𝑊𝑇  . 𝑡𝑐ℎ + ∫ 𝑄𝐶𝐻𝑋1𝑑𝑡
𝑡𝐶ℎ
0

       (7.8) 

𝐸𝑔𝐼,𝑑 =  𝑊𝑇 . 𝑡𝑑 −𝑊𝐶  . 𝑡𝑑 − ∫ 𝑄𝐻𝐻𝑋2𝑑𝑡
𝑡𝑑
0

       (7.9) 

𝐸𝑆𝐶𝐼 = 𝑊𝑆𝐶 ∙ 𝑡         (7.10) 
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𝑊𝑆𝐶𝐼 = 29.5 𝑀𝑊         (7.11) 

For the OIPTES the energy generation is represented by: 

𝐸𝑔𝑂=𝐸𝑔𝑂,𝐶ℎ + 𝐸𝑔𝑂,𝑑 + 𝐸𝑂𝐶𝐺𝑇                  (7.12) 

𝐸𝑂𝐶𝐺𝑇 = (𝑊𝑂𝐶𝐺𝑇 + 𝑊𝑆𝐶𝑂) ∙ 𝑡𝑂𝐶𝐺𝑇        (7.13) 

Where: 

𝐸𝑔 = Electrical energy produced in the cycle (MWh) 

𝑊 = Work delivered or needed from the turbomachinery equipment (MW) 

𝑡 = time (h) 

Subscript: 

I = IPTES system 

O = OIPTES system 

OCGT = Open cycle gas turbine 

𝑆𝐶𝑂 = steam cycle of ICLWS process when integrated with open cycle gas turbine. 

𝑇 = Turbine.  

𝐶  = Compressor. 

𝑑= Discharge period. 

𝑐ℎ = Charging period. 

The electricity generation of both IPTES and OIPTES systems for 24 h operation is 

illustrated in Figure 7.10 (a&b). As shown in this figure, the energy generation profiles for 

both systems are linear with different slopes according to the mode of operation. The slope 

is relatively steep during the discharge, whereas it is shallow during the charging period. 

However, in the time period 12-14 h, the incremental rate for OIPTES is higher than that of 

the IPTES due to the usage of OCGT. As a result, the daily rate of energy generation for 

OIPTES is 11.5% higher than that produced by IPTES. 
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(a)                                                                  (b) 

Figure 7.10: The electricity generation for 24 h operation for: (a) IPTES process; (b) OIPTES 

process 

7.9  The thermodynamic evaluation for the IPTES and OIPTES energy 

storage cycles 

Furthermore, the energy storage systems developed in this study, i.e. the IPTES and 

OIPTES processes, both affect the efficiency of the ICLWS process. Therefore, the effective 

efficiency (𝜂𝑒𝑓𝑓) defined earlier in Eq. (3.14) in section 3.7 was used in addition to the 

round trip efficiency to evaluate the thermodynamic efficiencies of the energy storage 

systems. The round trip efficiency for one stage of operation of the IPTES and OIPTES 

systems is defined as: 

𝜂𝑟𝑡 =
𝑁𝑒𝑡 𝑒𝑛𝑒𝑟𝑔𝑦 𝑟𝑒𝑡𝑟𝑖𝑣𝑒𝑑 𝑑𝑢𝑟𝑖𝑛𝑔 𝑡ℎ𝑒 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝑜𝑟 𝑂𝐶𝐺𝑇 𝑝𝑒𝑟𝑖𝑜𝑑

𝑁𝑒𝑡 𝑒𝑛𝑒𝑟𝑔𝑦 𝑠𝑢𝑝𝑝𝑙𝑖𝑒𝑑 𝑑𝑢𝑟𝑖𝑛𝑔 𝑡ℎ𝑒 𝑐ℎ𝑎𝑟𝑔𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 
  

= 
𝐸𝑔,𝑑 𝑜𝑟 𝐸𝑂𝐶𝐺𝑇 +𝐸𝑆𝐶

𝐸𝑔,𝐶ℎ+𝐸𝑆𝐶
                                                                                            (7.14) 

An arithmetic average is calculated between both stages to obtain the round trip efficiency 

for 24 h operation. The values of the round trip efficiency as well as the effective efficiency 

for both IPTES and OIPTES systems at each mode of operation during 24 h operation time 

is summarised in Table 7.7. 

The average round trip efficiency for both systems is 5% higher than that of the 

conventional PTES as quoted in the literature [123]. The main reason for this improvement 

in round trip efficiency is due to the long period of discharge time during the second stage 

of operation. Moreover, the solid storage material used for the ICLWS process has high 
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heat capacity and diameter, which enables greater storage of the energy than is possible in 

the PTES system. As a result, the temperature of the discharged gas from both tanks will 

not differ significantly from the value set when introduced to the turbomachinery 

equipment. Therefore, the losses in the both HHX and CHX are minimised. 

Table 7.7: Summary of the thermodynamic evaluation for IPTES and OIPTES energy storage 

systems 

Mode of operation 

Round trip efficiency Effective Efficiency 

IPTES OIPTES IPTES OIPTES 

Charging, 1st stage 

61.8 61.7 

80.8 80.9 

Discharging, 1st stage 82.3 82.4 

OCGT, 1st stage - 80.0 

Charging, 2nd stage 

92.1 92.4 

80.9 80.8 

Discharging, 2nd stage 82.1 82.4 

OCGT, 2nd stage  - 80.0 

Average over 24 h 77.0 77.1 81.5 81.1 

 

7.10  Economic assessment for the IPTES and OIPTES energy storage 

systems 

7.10.1  Methodology 

The methodology followed for the economic assessment of both energy-storage systems 

developed in this study was similar to the methodology introduced in Chapter 6. However, 

since electricity is the main product of these systems, only the units used for electricity 

generation are accounted for in the CAPEX analysis. For the OPEX analysis, electricity 

production, consumption of cooling water in the HHX during the charging phase, use of 

liquid nitrogen i.e. coolant in the CHX during the discharging phase and the use of 

hydrogen fuel during the OCGT mode of operation were all considered in the analysis. 

Finally the levelised electricity cost via Eq. (7.15) was utilised. Table 7.8 lists the units 
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involved in the CAPEX analysis for both the developed systems. The equations employed 

for the economic assessment shown in Chapter 6 were: 

 

𝐴𝑐 = 𝐶𝐴𝑃EX × (1 + 𝑖)
𝑛 [

i

(1+i)𝑛−1
]       (6.1) 

𝐶𝐴𝑃𝐸𝑋 =  𝑇𝑜𝑡𝑎𝑙 𝑝𝑢𝑟𝑐ℎ𝑎𝑠𝑒𝑑 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑒𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 × 𝑡𝑜𝑡𝑎𝑙 𝑐𝑎𝑝𝑖𝑡𝑎𝑙 𝑖𝑛𝑣𝑒𝑠𝑚𝑒𝑛𝑡 𝑓𝑎𝑐𝑡𝑜𝑟 ×

𝑝𝑙𝑎𝑛𝑡 𝑐𝑜𝑠𝑡 𝑖𝑛𝑑𝑒𝑥        (6.2) 

where Ac is the annual value of the total investment cost of the plant divided by the number 

of operating days in a year  (US$/d); 

i is the interest rate (%); and 

 n is the project lifetime (year). 

The levelised cost function therefore is as follows: 

𝐿𝐸𝐶 =  
𝑇𝑜𝑡𝑎𝑙 𝑎𝑛𝑛𝑢𝑎𝑙 𝑐𝑜𝑠𝑡 𝑜𝑟 𝑝𝑟𝑜𝑓𝑖𝑡𝑠 𝑓𝑜𝑟 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑦𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 

𝐴𝑛𝑛𝑢𝑎𝑙 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑖𝑡𝑦 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 
= 

𝑃𝐴

𝐸𝐴
             (7.15) 

𝑃𝐴 = 
𝐴𝑐

𝑁𝑑
+ 𝑂𝑃𝐸𝑋                  (7.16) 

The OPEX of the energy storage system is calculated via the following equation: 

𝑂𝑃𝐸𝑋 =  𝐶𝐸 −  𝐶𝑓 − 𝐶𝑈        (7.17) 

𝐶𝐸 =  𝐸𝑔 ∙ 𝐸𝑝            (7.18) 

𝐸𝑝 = [
𝑃1 𝑡𝑐ℎ𝑖 ≤ 𝑡 ≤ 𝑡𝑐ℎ𝑓
𝑃2 𝑡𝑑𝑖 ≤ 𝑡 = 𝑡𝑑𝑓

]                                      (7.19) 

𝐶𝑓 = �̇�𝑓𝑃𝑓𝑡𝑂𝐶𝐺𝑇         (7.20) 

𝐶𝑈 = 𝐶𝑤 + 𝐶𝑟         (7.21) 

𝐶𝑐𝑤 =  �̇�𝑐𝑤𝑡𝑐ℎ𝑃𝑤          (7.22) 

𝐶𝑟 =  �̇�𝑟𝑡𝑑𝑃𝑟            (7.23)  

In these equations 

𝐶𝐸 = Revenues earned due to selling the electricity generated (US$/d) 

𝐸𝑝 = Electricity unit price rate (US$/MWh) 

𝑃1 = unit price rate of electricity during the charging time (US$/MWh) 

𝑃2 = unit price rate of electricity during the discharging time (US$/MWh) 
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Both 𝑃1and 𝑃2 can be obtained from Figure 7.4 

 𝐶𝑓 = Daily cost associated with fuel consumption during the OCGT mode of operation 

($/d) 

�̇�𝑓 = mass flow rate of the hydrogen fuel utilised in the OCGT per year (kg/d) 

Table 7.8: List of the equipment used in the CAPEX analysis for both IPTES and OIPTES energy 

storage systems 

Energy storage system Equipment involved in CAPEX 

IPTES Hot and Cold heat exchangers (HHX& 

CHX) 

Cold and Hot electric heaters 

Hot and cold tanks + storage material 

Gas turbine 

Compressor 

OIPTES Combustion chamber 

Air compressor 

Hot and Cold heat exchangers (HHX& 

CHX) 

Cold and Hot electric heaters 

Hot and cold tanks + storage material 

Gas turbine 

Compressor 

Difference in size of the steam generation 

(SGC) unit from ICLWS process used for 

IPTES cycle 
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Nd  = Number of operating days in the year (328 days) 

𝑃𝑓 = unit price rate of hydrogen fuel used (US$/kg) 

𝐶𝑈 = Daily cost associated with utilities consumption (US$/d) 

𝐶𝑐𝑤= Daily cost associated with cooling water consumption. (US$/d) 

�̇�𝑐𝑤 = Mass flow rate of the cooling water utilised in heat exchangers during the charging 

period in both cycle stages per day (kg/d) 

𝑃𝑤= Unit price rate of the cooling water used (US$/m3) 

𝐶𝑟= Daily cost of the refrigerant (Liquid nitrogen) used in the heat exchangers during the 

discharging mode (US$/kg) 

𝑃𝑟 = Unit price rate of the refrigerant used (US$/m3) 

7.10.2  Economic evaluation for the IPTES and OIPTES energy storage systems 

The costs of equipment purchased and the utilities are listed in Tables 7.11 and 7.10. Also, 

the economic assessment is fully summarised in Tables 7.12 – 7.15. 

Table 7.9: Price rates of the utilities used for CHX and HHX in the IPTES system 

Parameter Price rate Ref 

Cooling water 1.03 $/m3 [104] 

Liquid nitrogen  16 $/100 Nm3 [124] 

Table 7.10: Determination of the operating cost used for CHX and HHX 

Parameter Consumption rate (kg/d) Annual cost (US$/d) 

IPTES OIPTES IPTES OIPTES 

Cooling water 6.6x105  6.0x106 -2,093 -5,285 

Liquid nitrogen 1.7x106  3.0x106 -852 -544 

H2 fuel - 3.1x104 - -6,559 
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The IPTES and the OIPTES systems produced daily revenues of US$22,385 and 

US$62,783 respectively for day1, as shown in Figure 7.11. The revenues for the other 

simulated days are represented in Tables 7.13 – 7.15. The daily revenues ranged between 

US$22,385 and US$67,173 for the IPTES. For the OIPTES, the daily electricity revenues 

were US$25,218 to US$75,142. The revenues grew linearly at different rates between the 

charging and discharging periods as well as between the days simulated due to the 

variation of the electricity produced (Figure 7.10) and the price of the electricity (Table 7.2). 

This means that the electricity revenues that were produced by the OIPTES process were 

11.9 – 12.6% higher than those produced by IPTES for the several days simulated. 

However, the daily utility and fuel costs for the OIPTES system were US$9,444, 

which was 320.7% higher than the comparable costs for the IPTES system. This led to a 

calculation of US$53,126 per day gross revenue after taking into account the OPEX for 

IPTES. 

 

(a)                                                                            (b) 

Figure 7.11: Revenue obtained from electricity generation during 24 h for (a) IPTES and (b) 

OIPTES energy storage systems 

 

The dominant parameters that affected the CAPEX of the IPTES system (Table 7.11) were 

the costs of the electric heater and gas turbine. These accounted for 62% of the total 

CAPEX. This was not the case for the OIPTES system, in which the air compressor and 

gas turbine were the main cost generators as they required 58% of the overall cost. 

Therefore, the CAPEX for the IPTES was 14.4% lower than that of the OIPTES. 

Regarding the OPEX, the OIPTES system was 5.1% higher than that of the IPTES for day1 

and it was 2.2 – 34.0% higher for the rest of the days that were simulated. This can be 
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attributed to the utility and fuel costs, which were higher for the OIPTES system compared 

with the IPTES. Considering the annual value of the CAPEX, the total profit due to 

electricity generation was US$ 44,518 for the IPTES system for day1, which was 11.0% 

higher than the profit generated by the OIPTES system (Table 7.12) for the same day. In 

addition, the total electricity profits were in the range of US$2,966/d – US$52,899/d for 

the OIPTES system, which was 4.9 – 72.6% less than the profit generated by the IPTES 

system. Consequently, the levelised electricity cost was 16.2 – 81.5% higher for the IPTES 

compared with the OIPTES system.   

 

The economic assessment results for both systems indicate that the IPTES system is more 

feasible than the OIPTES system for the operating conditions mentioned in Table 7.4 and 

Figure 7.7. 

Table 7.11: Purchased cost for the equipment involved in the IPTES and OIPTES systems 

Equipment 

Purchased Cost (US$,M) 

IPTES OIPTES 

Energy storage tank + bed material 1.3 1.4 

Hot electric heater 2.06 0.0 

Cold electric heater 0.11 0.13 

Hot and cold heat exchangers 0.06 0.16 

Gas turbine 0.67 1.2 

Compressor 0.15 0.15 

Combustion Chamber - 0.11 

Air compressor - 1.7 

Difference in SGC size - 0.2 

Total -4.4 -5.0 
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Table 7.12: Summary of the economic analysis main parameter for both the IPTES and OIPTES 

systems (a) 

Parameter 

Day1 Day2 

Value Value 

IPTES OIPTES IPTES OIPTES 

CAPEX (U$, M) -25.6 -29.3 -25.6 -29.3 

Daily electricity revenue (US$/d) 
56,071 62,783 42,931 48,129 

Total electricity Produced per year (MWh/d) 687.2 769.2 687.2 769.2 

OPEX (US$/d) 53,126 50,394 39,987 35,740 

Total annual profits {PA} (US$/d) 44,518 40,530 31,378 25,149 

Levelised annual cost {LEC} ($/MWh) 64.8 52.7 45.7 33.6 

 

Table 7.13:Summary of the economic analysis main parameter for both the IPTES and OIPTES 

systems (b) 

Parameter 

Day3 Day4 

Value Value 

IPTES OIPTES IPTES OIPTES 

CAPEX (U$, M) -25.6 -29.3 -25.6 -29.3 

Daily electricity revenue (US$/d) 
38,831 43,529 34,699 38,882 

Total electricity Produced per year (MWh/d) 687.2 769.2 687.2 769.2 

OPEX (US$/d) 35,886 30,409 31,754 26,494 

Total annual profits {PA} (US$/d) 27,278 20,549 23,146 15,902 

Levelised annual cost {LEC} ($/MWh) 39.7 26.7 22.7 21.6 
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Table 7.14:Summary of the economic analysis main parameter for both the IPTES and OIPTES 

systems (c) 

Parameter 

Day5 

Value 

IPTES OIPTES 

CAPEX (U$, M) -25.6 -29.3 

Daily electricity revenue (US$/d) 33,096 37,092 

Total electricity Produced per year (MWh/d) 687.2 769.2 

OPEX (US$/d) 30,151 23,971 

Total annual profits {PA} (US$/d) 21,543 14,112 

Levelised annual cost {LEC} ($/MWh) 31.5 18.3 

 

Table 7.15: Summary of the economic analysis main parameter for both the IPTES and OIPTES 

systems (d) 

Parameter 

Daymax Daymin 

Value Value 

IPTES OIPTES IPTES OIPTES 

CAPEX (U$, M) -25.6 -29.3 -25.6 -29.3 

Daily electricity revenue (US$/d) 
67,173 75,142 

22,385 25,218 

Total electricity Produced per year (MWh/d) 687.2 769.2 687.2 769.2 

OPEX (US$/d) 64,228 62,021 19,441 12,098 

Total annual profits {PA} (US$/d) 55,620 52,162 10,832 2,239 

Levelised annual cost {LEC} ($/MWh) 80.9 67.8 15.8 2.9 
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7.11  Feasibility equation and economic sensitivity analysis for OIPTES 

system 

In this section, the aim is to investigate the conditions or operating parameters that enable 

the integration of the open cycle gas turbine operation with a pumped thermal energy 

storage system to be more economically viable than the original PTES system. Thus, in this 

section some of the operating parameters for OIPTES system are manipulated to improve 

the economic evaluation of the system presented in section 7.10. 

7.11.1  Feasibility Equation  

To achieve this objective, initially we applied the annual profit equation for both systems 

as follows: 

𝑃𝐴𝐼 = 𝐴𝑐𝐼 + 𝑂𝑃𝐸𝑋𝐼        (7.24) 

𝑃𝐴𝑂 = 𝐴𝑐𝑂 +𝑂𝑃𝐸𝑋𝑂        (7.25) 

In these equations, subscript "I" denotes the IPTES system and subscript "O" denotes the 

OIPTES system. 

In order for the OIPTES system to be economically more attractive than IPTES system, 

this condition must be satisfied: 

𝑃𝐴𝑂 > 𝑃𝐴𝐼                      (7.26) 

Breaking down the parameters of Eq.(7.25) leads to  

𝐶𝐸𝑂 − 𝐶𝑈𝑂 − 𝐶𝑓𝑂 − 𝐴𝑐𝑜 > 𝐶𝐸𝐼 − 𝐶𝑈𝐼 − 𝐶𝑓𝐼 − 𝐴𝑐𝐼                 (7.27) 

Since no fuel is utilised in the IPTES system, 𝐶𝑓𝐼 = 0. Representing each parameter in Eq. 

(7.26) with its relative equation yields to: 

 𝐸𝑔𝑂,𝐶(𝑃1 + 𝜂𝑟𝑡𝑂𝑃2) +𝑊𝑂𝐶𝐺𝑇𝑡𝑂𝐶𝐺𝑇𝑃2 + (𝐴𝑐𝑂 − 𝐴𝑐𝐼) > 𝐸𝑔𝐼,𝐶(𝑃1 + 𝜂𝑟𝑡𝐼𝑃2) +

�̇�𝑓𝑡𝑂𝐶𝐺𝑇𝑃𝑓 − (𝐶𝑈𝐼 − 𝐶𝑈𝑂)                  (7.28) 

Eq.(7.28) can be rearranged to the following:    

𝑃1(𝐸𝑔𝐼,𝐶 − 𝐸𝑔𝑂,𝐶) + 𝑃2(𝐸𝑔𝑂,𝐶𝜂𝑟𝑡𝑂 − 𝐸𝑔𝐼,𝐶𝜂𝑟𝑡𝐼) + 𝑡𝑂𝐶𝐺𝑇(𝑊𝑂𝐶𝐺𝑇𝑃2 − �̇�𝑓𝑃𝑓) +

(𝐶𝑈𝐼 − 𝐶𝑈𝑂) + (𝐴𝑐𝑂 − 𝐴𝑐𝐼) > 0                 (7.29)  

Eq. (7.28) is called the feasibility equation for the OIPTES system. This equation informs 

us how to improve the profitability of OIPTES to be greater than that of the IPTES system. 

To fulfil this criterion, the following considerations should be taken into account: 
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1- 𝑃1(𝐸𝑔𝐼,𝐶 − 𝐸𝑔𝑂,𝐶) the adjustment of this term has insignificant effect on Eq. (7.29). 

This is due to the tiny difference between the electricity generated from both 

systems as a result of the similarity of the charging times and conditions for both 

systems. 

2- 𝑃2(𝐸𝑔𝑂,𝐶𝜂𝑟𝑡𝑂 − 𝐸𝑔𝐼,𝐶𝜂𝑟𝑡𝐼) this term depends on the round trip efficiency, which in turn 

relies on the discharge time. In most cases, a small difference does occur between 

the systems based on the change of discharge time, which is discussed in more 

detail in the next section. 

3- 𝑡𝑂𝐶𝐺𝑇(𝑊𝑂𝐶𝐺𝑇𝑃2 − �̇�𝑓𝑃𝑓)  this term depends on the fuel price, which is a critical 

parameter to satisfy Eq. (7.29). Hence, the selection of inexpensive fuel plays a key 

role here in order to maximise this term. 

4- (𝐶𝑈𝐼 − 𝐶𝑈𝑂) this term is usually negative; therefore, it should be minimised. The 

reason for this is attributed to the shorter discharge time in the OIPTES system. 

Consequently, the temperature of the gas effluent from the hot tank during the 

charging period in the second stage is higher than is the case for IPTES. As a result, 

more consumption of cooling water is required in the HHX. 

5- (𝐴𝑐𝑂 − 𝐴𝑐𝐼) this term is negative, since the OIPTES comprises more equipment 

than the IPTES. Therefore, it should be minimised. 

7.11.2  The influence of varying the discharge time on the OIPTES annual profits 

The operation times for the discharge and the open cycle gas turbine modes were 

manipulated via four different scenarios presented in Table 7.16. It was only simulated for 

day1 since the main aim here was to investigate the scenario with highest daily profits. 

Notice that scenario 2 is the one evaluated in section 7.8. Based on the information in 

Tables 7.2&7.9, the electricity generation as well as the utilities and fuel consumption were 

calculated in order to evaluate economically each individual operation scenario. The 

CAPEX of the OIPTES system was similar to the value obtained in section 7.8 since the 

equipment sizes were not varied. 

Table 7.17 shows that the highest electricity revenue was obtained in scenario 3, since this 

scenario produced the greatest electricity generation. Nevertheless, the total daily profit 

was US$36,221/d, which was the lowest among the four scenarios. The reason for this can 

be understood to be the significantly high cost relative to the fuel and utility obtained 

through this scenario.  
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Table 7.16: Different operation scenarios for discharge and OCGT modes 

Scenario (Sc) Mode of operation Operation time (h) 

1,2,3,4 Charging 0-8, 14-18 

1 Discharging 8-12, 18-21 

OCGT 12-14, 21-24 

2 Discharging 8-12, 18-22 

OCGT 12-14, 22-24 

3 Discharging 8-11, 18-21 

OCGT 11-14, 21-24 

4 Discharging 8-11, 18-22 

OCGT 11-14, 22-24 

 

Table 7.17: Summary for the Economic evaluation for the four different scenarios 

Parameter IPTES OIPTES 

SC1 SC2 SC3 SC4 

CAPEX (U$, M) -25.6 -29.3 

Utility cost (US$/d) -2,945  -6,081  -5,829  -6,402  -6,098  

Electricity Revenue (US$/d) 56,071  63,283  62,783  63,463   62,387  

Fuel Cost (US$/d)  -    -9,114  -6,559  -10,976  -9,146  

OPEX (US$/d)  53,126   48,087   50,394   46,085   47,143  

Electricity generation (MWh/d)  687.2   775.3   769.2   776.2   763.1  

Total Annual Profits (US/d)  44,518   38,223   40,530   36,221   37,279  

The lowest utility and fuel costs were obtained from the second scenario. Eq. (7.29) shows 

that the discharge time and the OCGT affect the second, third and fourth terms of the 
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equation. Therefore, increasing the period of discharge minimised these terms and resulted 

in the highest daily profit of all the scenarios; the daily profit was 6% higher than that of the 

scenario in second place (SC1). Despite that, the OIPTES (SC2) daily profit was lower than 

that of the IPTES by 14.1%.  

From Eq. (7.29), it can be seen that the feed rate of the fuel could be an important factor to 

enhance the daily profit. Therefore, this factor is investigated in the next section. 

7.11.3  The effect of H2 feed rate on the economic evaluation of the OIPTES 

According to the third term in the feasibility equation (7.29), the effect of the feed rate of 

H2 to the OCGT is critical. Increasing this feed rate results in the generation of more power 

from the OCGT mode. However, it can also reverse the positive third term to negative, 

which consequently leads to failure of satisfaction of Eq. (7.29).Therefore, the H2 feed rate 

must be optimised so that Eq. (7.29) is fulfilled and hence the daily profitability of the 

OIPTES is improved compared with that of the IPTES. To achieve this, the H2 feed rate to 

the OCGT was manipulated from 0% (IPTES system) to 100% from the ICLWS process 

product, as shown in Figures 7.12 – 7.16. Consequently, the CAPEX, OPEX and daily 

profits for the OIPTES system were determined for each feed rate and for days 1, 2, min 

and max. 

The percentage differences in daily profits for the OIPTES system (%𝑃𝐴) between variable 

H2 feed rates and the base case (IPTES) were obtained and are presented in Figures 7.17 – 

7.18. These figures enable us to decide which energy storage system is feasible based on 

the OCGT fuel rate. 

The CAPEX for the OIPTES system increases as the flow rate of H2 fed to the OCGT 

increases. This is a logical trend due to the larger size of equipment required to handle the 

high fuel flow rate in the OCGT cycle. The highest growth in CAPEX was 56% for increases 

of between 40% and 60% in H2 feed rate. As a consequence, the annual value relative to 

CAPEX increased. 

For the OPEX, the utility cost remained constant since the same operating schedule was 

fixed for all different H2 feed rates. Thus, the outlet gas temperature from the hot and cold 

tanks during the charging and discharging periods were the same for all H2 feed rates 

studied.  
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Figure 7.12: CAPEX for OIPTES at different fuel feed rates 

 

 

Figure 7.13: Economic evaluation for OIPTES system at different fuel feed rates 

The fuel cost rose by 300% for 5% <H2 < 20%, then the incremental percentage decreased to 

25% for 80% <H2 <100%. The electricity revenues varied significantly with the variation of 

the operating days due to the non-trivial change in the electricity prices, as represented by 

Table 7.18. However, they followed the same trend relative to the change in the hydrogen 

feed rate to the OIPTES system. The maximum incremental percentage of 114% occurred 

when the hydrogen feed rate was increased to 40% relative to 5% for all the operating 

days. After this, the electricity revenues incremental percentage decreased to attain 19% 

for 8% <H2 < 100%. For day1 and daymax, the OIPTES system was gaining profits 

regardless of the amount of hydrogen fed to the OCGT.   
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Table 7.18: PA breakdown for the rest of the operating days simulated for the OIPTES system 

Days H2% Cf (US$/d) CU (US$/d)  Ac (US$/d) CE (US$/d) PA0 (US$/d) 

1 

0 0 2,945 8,608 56,071 44,518 

5 6,559 5,829 9,864 62,783 40,530 

10 13,198 5,829 12,677 74,417 42,713 

20 26,208 5,829 18,830 94,404 43,536 

40 52,127 5,829 30,896 133,766 44,915 

60 78,190 5,829 42,830 173,424 46,574 

80 104,143 5,829 57,951 213,136 45,213 

100 130,317 5,829 76,059 253,131 40,925 

2 

0 0 2,945 8,608 42,931 31,378 

5 6,559 5,829 9,864 48,129 25,876 
10 13,198 5,829 12,677 56,554 24,850 
20 26,208 5,829 18,830 72,630 21,763 
40 52,127 5,829 30,896 103,108 14,257 
60 78,190 5,829 42,830 133,797 6,948 
80 104,143 5,829 57,951 164,564 -3,359 
100 130,317 5,829 76,059 195,532 -16,674 

Min 

0 0 2,945 8,608 22,385 10,832 
5 6,559 5,829 9,864 25,218 2,966 
10 13,198 5,829 12,677 30,058 -1,646 
20 26,208 5,829 18,830 38,360 -12,508 

40 52,127 5,829 30,896 54,709 -34,143 
60 78,190 5,829 42,830 71,181 -55,668 
80 104,143 5,829 57,951 87,676 -80,247 
100 130,317 5,829 76,059 104,288 -107,918 

Max 

0 0 2,945 8,608 67,173 55,620 
5 6,559 5,829 9,864 75,142 52,889 
10 13,198 5,829 12,677 88,885 57,181 
20 26,208 5,829 18,830 112,475 61,607 
40 52,127 5,829 30,896 158,932 70,081 
60 78,190 5,829 42,830 207,507 80,657 

80 104,143 5,829 57,951 252,621 84,698 
100 130,317 5,829 76,059 299,812 87,606 

 

The maximum profit earned for day1 was US$46,574  at 40% H2 feed rate, whereas it was 

US$87,606  for daymax at 100% H2 feed rate, as indicated by Table 7.18. However, for day2 

and daymin, the operating expenditures were greater than the revenues associated with 

selling electricity at a certain range of H2 percentage fed to the OIPTES system. The 

OIPTES system made profits when the H2 feed rate fell in the range 5%<H2<60% and H2 

=5% for day2 and daymin. In contrast, the OIPTES made a loss when the H2 feed rate was 
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outside this range. The maximum losses were US$16.674 for day2 and US$107,918 for 

daymin; for a H2 feed rate in both cases of 100%. 

 

Figure 7.14: % difference in total daily profits for OIPTES relative to IPTES energy storage 

systems for day1 

 

 

Figure 7.15: % difference in total daily profits for OIPTES relative to IPTES energy storage 

systems for day2 and daymin 
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Figure 7.16: % difference in total daily profits for OIPTES relative to IPTES energy storage 

systems for daymax 

Figures 7.14 – 7.16 show the final results obtained from Figure 7.12 and Table 7.18 by 

providing a decision criterion of whether the integration of OCGT to IPTES is feasible or 

not based on the values of H2 fed to the OCGT cycle. For day1, operating at a H2 feed rate 

of above 37% results in a positive value of PA%. Therefore, for this range of H2 feed rate to 

the OCGT, OIPTES is more economically viable than the IPTES system. However, for a 

H2 feed rate of less than 37%, it is not feasible to integrate the IPTES with OCGT, as 

indicated by Figure 7.14. The IPTES system is the feasible choice for the electricity prices 

selected in day2 and daymin. This is concluded from the negative values of PA% determined 

for all the H2 feed rates as shown by Figure 7.15. For daymax, operation at H2 feed rates 

above 7% results in positive values of PA%. Therefore, it can be concluded that the 

OIPTES is the more economically feasible method for H2 feed rates greater than 7%. Table 

7.19 summarises the range of H2 feed rates at which each system is more feasible for every 

day simulated. 
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Table 7.19: Summary of H2 feed rate at which operation of each system is more feasible  

Days H2% feed rate at which 

OIPTES is feasible 

H2% feed rate at which 

IPTES is feasible 

1 >37% <37% 

2 - All 

Min - All 

Max >7% <7% 

7.12  Concluding remarks 

Pumped thermal energy storage was coupled with the ICLWS hydrogen production 

process to investigate its thermodynamic and economic effects on the process due to the 

production and storage of electricity. A model was developed for the integrated energy 

storage cycle (IPTES) to determine the transient behaviour of the temperature of the solid 

storage material as well as the electricity produced per year. 

The IPTES system was also economically assessed via determination of its CAPEX and 

OPEX, and the daily profits generated by selling electricity. The OPEX and the daily 

profits were determined over several days in a year with significant fluctuation in 

electricity prices.  In addition, a novel energy storage cycle was proposed that combined 

the integrated cycle developed in this study (IPTES) with the open cycle gas turbine 

(OIPTES). This novel energy storage system was thermodynamically and economically 

assessed and compared with the IPTES system. First results have shown that there is 

negligible difference between the thermodynamic performances represented by the round 

trip efficiencies of both systems. However, the IPTES method is more economically viable 

than the OIPTES for the operating conditions used and the days simulated in the 

elementary analysis. Therefore, economic sensitivity analysis was performed for the 

OIPTES system to enhance its economic performance. 

A feasibility equation was derived to represent the factors that affected the economic 

performance of the OIPTES system and to find ways to enhance it over the IPTES system. 

The H2 fuel feed rate from the ICLWS was observed to play a key role in improving the 

daily profits of the OIPTES system. Sensitivity analysis results show that, for the day1 and 

daymax simulated, when the H2 feed rate was greater than 37% and 7% respectively, the 

OIPTES was more economically viable than the IPTES, i.e. more daily profits were earned 

from sales of electricity than through use of the IPTES system. In contrast, the IPTES 
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system was more economically feasible for the day2 and daymin simulated for the whole 

range of H2 feed rates used.  
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Chapter 8 : Conclusions and future work 

8.1  Conclusions 

In this thesis, two novel processes for hydrogen and iron production in-situ with CO2 

capture via chemical looping technology were described and techno-economically 

evaluated. Furthermore, the developed hydrogen production process was integrated with 

pumped heat energy storage and open cycle gas turbine processes for electricity production 

and storage. In the first chapter, the topic was outlined by introducing the topic of global 

warming and its main causes, including the anthropogenic emissions of CO2 produced by 

the combustion of fossil fuels in power plants and other industries. Therefore, CO2 capture 

technologies (CCS) would be required to mitigate CO2 emissions in order to attain the 

IPCC Paris agreement. 

Hydrogen is a potentially environmentally benign source of fuel with steam as the only 

combustion product; therefore use of hydrogen fuel can reduce dependence on fossil fuels 

in the future. A review of the literature assessed the routes for hydrogen production, the 

main reactions that govern each technology, their advantages and disadvantages, their 

levels of maturity and their thermodynamic and economic performances. The technologies 

reviewed were steam methane reforming, partial oxidation of hydrocarbons, light 

hydrocarbon splitting, electrolysis and photolysis and chemical looping.  

Steam methane reforming (SMR) is considered as the dominant process due to its 

economic attractiveness, and it is the most mature system. However, it is an intensive CO2 

emission source. Other close to emissionless sources such as electrolysis and photolysis are 

still in their development phases and not economically feasible. Hydrogen production via 

chemical looping with water splitting (CLWS) is a potentially promising future technology 

with inherent CO2 capture and low energy penalty, which has the potential to substitute for 

SMR in the future. The scope of this thesis was about this technology. The work performed 

on this technology and the important findings obtained are summarised in the following 

paragraphs. 
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Development of a novel hydrogen production process based on three-stage chemical 

looping technology 

An integrated hydrogen production process via three-stage chemical looping water splitting 

(ICLWS) technology using moving-bed reactors was developed and simulated through use 

of the Aspen Plus V.8.8 simulator. Thermal energy integration following pinch-point 

analysis and sensitivity analysis was applied to the baseline process in order to optimise the 

integrated version (ICLWS). Then, the thermodynamic performance of the integrated 

process (ICLWS) represented by the effective and hydrogen production efficiencies was 

assessed and compared with the benchmark hydrogen production process, i.e. SMR system 

developed in this study and other modern SMR or auto-thermal reforming (ATR) processes 

reported in the literature. It was also compared with other CLWS processes as described in 

the literature, such as the CLWS process developed by Ohio State University (OSU) and 

the Three Reactor Chemical Looping Reforming (TRCLR) process proposed by the Centre 

for Energy in Abu Dhabi.  

Heat integration improved the ICLWS performance via a developed optimised heat 

exchanger network and the minimisation of utility usage. This can be observed through the 

23.7 percentage point and 41.3 percentage point improvements in the effective and 

hydrogen efficiencies, respectively, compared with the baseline process. In addition, the 

effective efficiency of the optimised process (ICLWS) was improved by 12.3 percentage 

points, 2 – 11.1 percentage points and 4.1 – 10.8 percentage points compared with the 

efficiencies of the SMR, modern SMRm and ATR processes, respectively. Also, the 

effective efficiency of the ICLWS showed an improvement by 6.5 percentage points and 

10.8 percentage points over the OSU and TRCLR processes, respectively. Furthermore, it 

showed the greatest hydrogen efficiency among all the comparable SMR/ATR and CLWS 

processes. The hydrogen efficiency was 11.7 percentage points,  6.8 – 13.5 percentage 

points and 6.5 – 12.7 percentage points greater than those obtained in the SMR, modern 

SMRm and ATR processes. In addition, the hydrogen production efficiency was improved 

by 6.3 and 13.4 percentage points compared with the OSU and (TRCLR) processes, 

respectively.  

The sensitivity analysis for the fuel reactor indicated that the conversion of the discharged 

gas increased as the ratio of oxygen carrier to fuel increased until a complete conversion 
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was achieved. Similar behaviour was observed for the conversion of the discharged gas 

when the discharged gas temperature was increased. In contrast, the conversion of the 

discharged solids decreased as the oxygen carrier to methane ratio increased. However, the 

conversion of the discharged solids increased to 66% as the temperature increased. At this 

temperature of the discharged solids, the carbon deposition inside the reducer was zero.  

For the oxidiser, the steam outlet conversion remained constant for a certain range of the 

ratio of oxygen carrier to methane feed. Beyond this range, it began to decrease when all 

the Fe0.947O was fully converted to magnetite. As the ratio increased, the conversion of the 

discharged solids decreased until all the Fe0.947O was fully oxidised. 

 

Development of a state-of-the-art decarbonised iron and hydrogen production system 

via a four-stage chemical looping water splitting process 

The integrated chemical looping process developed earlier (ICLWS) was adjusted to 

produce decarbonised iron in addition to hydrogen. The new emerging process was 

referred to as chemical looping water splitting plus iron production “CLWSFe”. It was 

simulated using the Aspen Plus V.9 simulator. The main motive for development of such a 

process was to mitigate the CO2 emissions that form a by-product of the iron and steel 

industry. These emissions constitute 30% of the global industrial  emissions. The 

"CLWSFe" process that was developed in this study comprised of four stages: in the first, 

metallic iron Fe0 was produced via the complete reduction of iron ore oxygen carrier by the 

pre-heated natural gas fuel. The fuel was partially combusted to syngas, which was fed to 

the second stage where it was completely converted via its reaction with iron ore to a 

mixture of CO2 and steam. The CO2 was then separated from steam and captured. Part of 

the iron produced at stage one was stored as a co-product while the other part was 

introduced to the third stage, where it was partially oxidised with steam to produce blue 

hydrogen as a main product from the process. The partially oxidised oxygen carriers were 

fully regenerated in the fourth stage of the process through their reaction with pre-heated 

air.  

The CLWSFe process was thermally optimised in a similar way to the ICLWS process by 

the application of of pinch-point analysis. The heat integration of the process consisting of 

a heat exchanger network, an HRSG unit, was intended to generate the steam required for 

the oxidiser while excess steam was utilised through another HRSG unit to generate power. 
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The thermodynamic performance of the process was assessed through the determination of 

the hydrogen and effective efficiencies and compared with those of the SMR and OSU 

processes mentioned earlier. Also, the iron effective efficiency was a measure of the 

thermodynamic performance of the CLWSFe process against that of the MIDREX process, 

which was considered as the benchmark process for the production of DRI. The results of 

the thermodynamic analysis of the CLWSFe process revealed an improvement in the 

effective efficiency of 20.8 percentage points and 10.9 – 20.9 percentage points compared 

with the figures for the SMR and modern SMRm/ATR processes, respectively. However, 

the hydrogen production efficiency of the CLWSFe process was 1.6 percentage points, 6.8 

percentage points and 7.0 percentage points lower than the comparable data for the SMR, 

modern SMRm/ATR and OSU processes. This was due to the amount of Fe0 stored as a by-

product and therefore not available to be sent to the oxidiser to produce H2. Furthermore, 

the iron effective efficiency for the CLWSFe process was 0.7 – 6.6 percentage points 

greater than the corresponding values recorded for the MIDREX process in the literature. 

 

Mathematical modelling of the reactors involved in both the developed ICLWS and 

CLWSFe processes 

A steady-state one-dimensional mathematical model was derived for all the moving-bed 

reactors involved in the ICLWS and CLWSFe processes developed earlier. The main 

purpose of the developed model was to obtain the axial conversion and temperature 

profiles of the gas and solids for each reactor in each process that had been developed. 

These profiles enabled the determination of the length of the reactor needed to achieve the 

required conversion. Hence, the size of the reactor was obtained, which was mandatory for 

the economic evaluation of both ICLWS and CLWSFe processes. In addition, the rate of 

conversion and temperatures of the gases and solids fed into and discharged from each 

reactor were compared with the values obtain by the Aspen Plus simulator. The percentage 

errors in gas and solid conversion and temperatures were less than 5% with a maximum 

error of 4.8% in the solid temperature for reducer-2. These values indicate that the 

polymath model shows good agreement with the Aspen simulation. 
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Economic evaluations of the developed ICLWS and CLWSFe processes 

The hydrogen (ICLWS) and hydrogen plus iron (CLWSFe) production processes via 

chemical looping, the development of which was described in Chapters 3 and 4, were 

assessed for their economic validity. The economic assessment was based on the total 

investment value of the process (CAPEX), operating cost (OPEX) and the hydrogen 

production cost Pc. In addition, economic evaluation of the SMR process developed 

(SMR1) in Chapter 3 was conducted and compared with the values reported in the 

literature. Also, the effect of implementing CCS on the CAPEX, OPEX and Pc for the 

SMR process was determined. 

Results indicated that a 4.9% difference was obtained in H2 production cost between the 

developed SMR and the value published for an analogous SMR process in the literature. 

Furthermore, it was shown that Pc became 5.5 percentage points higher when CCS was 

integrated with the SMR process.  

The economic analysis for ICLWS showed an encouraging result. The CAPEX for the 

ICLWS process was 47.4% lower than that for the SMR1 process. This was as a result of 

the inherent CO2 capture in the ICLWS system, which led to a requirement for less 

equipment in the ICLWS system than in the SMR1 process. Regarding the OPEX, the 

figure calculated for ICLWS with MgAl2O4 as oxygen-carrier support was 7.1% lower 

than the corresponding value in the SMR1 process. This clearly indicates that the thermal 

optimisation of the process helps to reduce the energy penalty, resulting in a lower 

operating cost. However, the OPEX for the SMR1 process was 8.9% lower than that for 

the ICLWS process with ZrO2 as support material for the oxygen carrier, since the ZrO2 

support material was expensive. Summing this up, the hydrogen production cost was 

17.5%, 12.9 – 29% and 19.1% lower for ICLWS with MgAl2O4 as support material 

compared with the SMR1, SMRm/ATR and TRCLR processes reported in the literature, 

respectively. Moreover, Pc was 5.3%, 0.6 – 19% and 3.6% lower for ICLWS with ZrO2 as 

support material compared with the SMR1, SMRm/ATR and TRCLR processes, 

respectively. The CAPEX and OPEX values for the ICLWS process were not compared 

with that of the modern SMRm/ATR and TRCLR process, since the capacity of the TRCLR 

process was 3.5 and 2.9 times lower than that of the ICLWS process developed for this 

study. Hence both processes were scaled up linearly to compare their CAPEX and OPEX 

with the ICLWS process. The CAPEX for the ICLWS was 11.8 – 65.8% and 37.3% 
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compared with SMRm/ATR and TRCLR processes, respectively. The OPEX for ICLWS 

(a) process is 6.4 – 17% lower compared with SMRm/ATR. In addition, it is 22.4% less 

than the TRCLR process.  

The economic evaluation of the CLWSFe process indicated a CAPEX value that was 

28.4% lower than that of the SMR1. The reason for this significant difference was as 

described for the ICLWS process. In addition, it was 25.7% lower than the corresponding 

values for the MIDREX process reported in the literature. The total annual cost (TAC) was 

20.9% lower than that of the SMR1 when a saleable product, direct reduced iron (DRI), 

was considered. As a result, the hydrogen production cost was 26.9% and 23.3 – 37.5% 

down on the comparable cost of the conventional (SMR1) and modern (SMRm/ATR) 

steam methane/auto-thermal reforming processes. In contrast, if the effect of saleable DRI 

was excluded, the total annual cost for the CLWSFe process was 41.2% higher than that of 

the SMR1 process. This led to a hydrogen production cost that was 28.6% and 10 – 35% 

higher than the hydrogen production cost through the SMR1 and SMRm/ATR processes.  

The economic investigation of the ICLWS and CLWSFe methods has proved that both 

processes are potentially economically viable and can produce decarbonised hydrogen and 

iron with comparable cost to those produced from benchmark processes, i.e. steam 

methane reforming and a blast furnace. This provides a promising future for these two 

processes. 

 

Development of an energy storage system through the merging of pumped heat 

energy storage with chemical looping and an open cycle gas turbine 

An energy storage system was developed by integrating the pumped heat energy storage 

(PHES) technology with the ICLWS process, the development of which was described in 

Chapter 3. The electric power that drove the system, the solid storage material and the 

working fluid cycled through the system were supplied from the ICLWS process. Also, a 

novel energy storage system (OIPHES) was developed by coupling the IPHES system to 

an open cycle gas turbine.  

The transient behaviour of the temperature for both energy storage tanks in both systems 

was obtained for 24 h of operation. Also, the daily energy generation from both energy 

storage systems was reported. In addition, both systems were thermodynamically assessed 
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via the determination of their round trip efficiencies. Results showed that the round trip 

efficiency for both systems was 77%, which was five percentage points higher than the 

efficiency of a conventional PHES system reported in the literature. In addition, the effect 

of integrating both energy storage systems on the ICLWS thermodynamic performance 

was measured as a function of the effective efficiency. Both systems showed negligible 

influence on the effective efficiency.  

Both systems were economically analysed by calculating their total investment costs 

(CAPEX), operating costs (OPEX), daily profits from selling the electricity (PA) and the 

levelised profits (LEC) over several days in the year that showed significant fluctuations in 

the electricity prices. Initial results indicate that the IPHES system was economically more 

viable than the OIPHES, with lower values for both CAPEX and OPEX for all the days 

selected. The daily profits were 4.9 – 72.6% higher for the IPHES system compared with 

the OIPHES for all the days simulated. Also, the LEC value for the IPHES system was 

higher by between 16.2% and 81.6% compared with the OIPHES. Therefore, an economic 

sensitivity analysis was performed to detect the main parameters that affected the annual 

profits of both systems, in order to attempt to improve the economic performance of the 

OIPHES system.  

For this analysis, a feasibility equation was derived that summarised all the factors 

affecting the economic assessment of both systems that had been developed during this 

study. This equation provided a criterion on which to decide the feasibility of the systems, 

based on the operating conditions used in each energy storage system that was developed. 

The percentage of H2 fuel used in the open cycle gas turbine (OCGT) from ICLWS was a 

crucial factor that affected the economic analysis performed on the OIPHES system. Also, 

the discharging period of the system was an important factor. Thus, the effect of both 

parameters was incorporated into the economic analysis of the OIPHES process. The 

results showed that once the percentage of H2 from the plant fed to OIPHES system 

became greater than 37%, and 7% for day1 and daymax respectively, the latter system 

became more economically feasible than the IPHES system. However, for day2 and daymin, 

the IPTES was more economically viable for the whole range of H2 feed rates. The highest 

percentage difference in the daily profits for OIPHES relative to IPHES was obtained at a 

H2 feed rate of 60% and 100% for day1 and daymax, respectively. 
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8.2  Future Work 

The future work proposed in this section could not be performed either because it was 

outside the scope of this thesis or because it did not match the assumptions made for the 

work conducted for this thesis. Such work ideas are as follows: 

Biomass could be substituted for the natural gas fuel used in both ICLWS and 

CLWSFe processes  

The emphasis of the work performed for this thesis was on using natural gas as the main 

fuel for ICLWS and CLWSFe processes, since it was more widely used and would remain 

so for the near future. However, these two processes can be retrofitted to use biomass as 

the source of fuel. Such a process would enable achievement of negative emissions which 

would have a positive effect toward the efforts made to meet the targets of the IPCC Paris 

agreement. The effect of this change on the thermal optimisation of both ICLWS and 

CLWSFe processes could be studied, as could their thermodynamic and economic 

performance. Based on the results of these studies, the feasibility of such a substitution 

could be determined. 

The kinetics of the oxygen carrier used in this study could be studied with biomass as 

fuel and the result could be incorporated into the reactor modelling 

In this work, the kinetics of all the reactions that govern the ICLWS and CLWSFe 

processes, except for methane reduction using pure iron ore, were obtained from the 

literature. Kinetics of such reactions with biomass as fuel would be required to be known 

in order to perform the economic evaluation of the ICLWS and CLWSFe processes with 

biomass as fuel. 

The integration of the OIPHES system with the CLWSFe process should be 

investigated 

The results of this study have shown that integration of an open system gas turbine coupled 

with pumped heat energy storage enhance the round trip efficiency of the PHES system by 

five percentage points and provide more annual profits than the PHES process. Integration 

of such a system into the CLWSFe system could increase profits since the CLWSFe 

process produces more power than the ICLWS process. Thus, the temperature behaviour of 

the bed material inside the storage tanks should be obtained and the losses from the cycle 
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calculated so that the system could be thermodynamically and economically assessed 

similarly to OIPHES. 

Sensitivity analysis of the CLWSFe process should be performed 

CLWSFe provides a promising economic and thermodynamic performance as indicated by 

the results obtained. Sensitivity analysis would provide us with information regarding the 

conditions that affect the process performance. As an example, the results of sensitivity 

analysis might enable us to switch the main product of CLWSFe process to be iron instead 

of hydrogen.  
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Nomenclature 

Roman Letters 

A = The area of the reactor (m2). 

𝐴𝑐 = The total annual cost of the plant divided by the operation days per year. (US$/d) 

Ai = Pre-exponential factor for reaction rate i. 

AP = The area of the solid particle (m2). 

b = stoichiometric parameter of solid B. 

𝐶𝐴𝑔  = concentration of gaseous reactant A in the bulk gas (mol/m3). 

CAs = Concentration of A at the solid surface (mol/m3). 

CAPEX = The total investment cost of the plant. (US$,M). 

𝐶𝑐𝑤 = Daily cost associated with cooling water consumption. (US$/d). 

𝐶𝐸 = Revenues earned due to selling the electricity generated (US$/d). 

𝐶𝑓 = Daily cost associated with fuel consumption during the OCGT mode of operation 

($/d). 

𝐶𝑟= Daily cost of the refrigerant (Liquid nitrogen) used in the heat exchangers during the 

discharging mode (US$/kg) 

𝐶𝑈 = Daily cost associated with utilities consumption (US$/d). 

𝐶𝑝𝑎= Heat capacity of the gas at layer m (J/kg.K). 

𝐶𝑝�̅� = The average heat capacity of component A over the reactor temperature range 

(J/mol.K). 

𝐶𝑝𝑠 = Heat capacity of the solids. (J/kg.K). 

De = effective diffusivity of reactant A in the ash layer (in m2/s). 

𝑑𝑒 =  Effective diameter of the solids particle (m). 

𝑑𝑃 = The diameter of the solid particle (µm). 
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Ea = The activation energy of the reaction (kJ/mol). 

𝐸𝑔𝐼 = Total electrical energy produced in the IPTES system (MWh). 

𝐸𝑔𝐼,𝐶ℎ = Electrical energy produced in the IPTES system during charging period (MWh). 

𝐸𝑔𝐼,𝑑 = Electrical energy produced in the IPTES system during discharging period (MWh). 

𝐸𝑔𝑂 = Total electrical energy produced in the OIPTES system (MWh) 

𝐸𝑔𝑂,𝐶ℎ = Electrical energy produced in the OIPTES system during charging period (MWh) 

𝐸𝑔𝑂,𝑑 = Electrical energy produced in the OIPTES system during discharging period 

(MWh) 

𝐸𝑂𝐶𝐺𝑇 = Electrical energy produced in the OIPTES system during open cycle gas turbine 

period (MWh) 

𝐸𝑝 = Electricity unit price rate (US$/MWh) 

𝐸𝑆𝐶𝐼 = Electrical energy generated via steam cycle from the ICLWS process (MWh) 

𝐹𝐶𝑂2 = The molar flow rate of CO2 captured through the process (kmol/h). 

𝐹𝐹𝑒 = The molar flow rate of metallic iron (kmol/h). 

𝐹𝑔𝑖 = is the inlet molar flow rate of the gas to the reactor (mol/time); 

𝐹𝑔𝑓= is the outlet molar flow rate of the gas discharged from the reactor (mol/time); 

𝐹𝐻2 = The molar flow rate of H2 produced (kmol/h).  

𝐹𝑁𝐺 = The molar flow rate of natural gas consumed by the process (kmol/h). 

Foc = The molar flow rate for the oxygen carrier fed to the reducer in ICLWS process 

(kmol/h). 

𝐹𝑜𝑐𝑑 = The molar flow rate of discharged oxygen carrier from reducer in ICLWS process 

(kmol/h). 

Fsti = The molar flow rate for the steam fed to the oxidiser in ICLWS process (kmol/h). 

𝐹𝑠𝑖 = the inlet molar flow rate of the solid to the reactor (mol/time); 
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𝐹𝑠𝑓 = the molar flow rate of the solid discharged from the reactor (mol/time); 

𝐹𝑇 = The total molar flow rate of the gaseous mixture (kmol/h). 

𝐹𝑡𝐶𝑂2 = The molar flow rate of the total CO2 produced through the process (kmol/h). 

𝐺 = Gibbs free energy of reaction (kJ/mol). 

𝐺𝑎 = Gas mass flow per area (kg/s.m2). 

ℎ = Heat-transfer coefficient between the gas and solid mixtures (W/m2.K). 

𝐻𝐴 = The enthalpy of component A (J/mol). 

𝐻𝐻𝑉𝐻2= The higher heating value of hydrogen fuel (MJ/kg). 

𝐻𝐻𝑉𝑁𝐺= The higher heating value of natural gas fuel (MJ/kg).  

i = Interest rate (%). 

𝑘 = The intrinsic reaction rate constant. 

𝑘𝑎 = Thermal conductivity of the gas (W/m.K). 

𝐾𝑒 = The equilibrium constant of the chemical reaction. 

𝑘𝑔  = mass transfer coefficient through the gas film (m/s). 

L = The length of the reactor or the vessel (m). 

𝑚𝑎 = Mass flow rate of the working fluid of the Pumped thermal energy storage cycle 

(kg/s). 

�̇�𝑐𝑤 = Mass flow rate of the cooling water utilised in heat exchangers during the charging 

period in both cycle stages per year (kg/yr). 

�̇�𝑓 = mass flow rate of the hydrogen fuel utilised in the OCGT per year (kg/d). 

𝑚𝐹𝑒̇  = The mass flow rate of the direct reduced iron product from CLWSFe process (kg/s). 

�̇�𝐻2 = The mass flow rate of H2 produced from the process (kg/s). 

�̇�𝐻2𝑦 = annual production rate of the hydrogen product (ton/yr). 
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�̇�𝑁𝐺 = The mass flow rate of natural gas consumed by the process (kg/s). 

𝑁 = Number of discretised layers in the bed i.e. 50 layer. 

𝑁𝐴  = Number of moles of gas component A (moles) 

𝑁𝐵 = Number of moles of solid component B (moles) 

n = Plant lifetime (years). 

ni = The order of the reaction rate. 

OPEX = The operating cost of the plant (US$/yr,M). 

P = The pressure of the gas (bar). 

𝑃𝐴 = The annual profits of selling electricity (US$/yr, M). 

𝑃𝐴𝐼 = The annual profits of selling electricity for IPHES system (US$/yr, M). 

𝑃𝐴𝑜 = The annual profits of selling electricity for OIPHES system (US$/yr, M). 

𝑃𝐶 = production cost of hydrogen product (US$/kg). 

𝑃𝑐/𝑔 = The power generated (-ve) through turbines or consumed (+ve) through pumps and 

compressors in the process (MW). 

𝑃𝑓 = Unit price rate of hydrogen fuel used (US$/kg). 

𝑃𝑟 = Unit price rate of the refrigerant used (US$/m3). 

𝑃𝑤= Unit price rate of the cooling water used (US$/m3). 

𝑃1 = Unit price rate of electricity during the charging time (US$/MWh). 

𝑃2 = Unit price rate of electricity during the discharging time (US$/MWh). 

Q = The amount of heat added of removed of the reactor (MW). 

𝑄𝐴𝑠 = The flux of A within the ash layer (mol/m2.s). 

𝑄𝐶𝐻𝑋 = The heat load of the cold heat exchanger in the pumped thermal energy storage 

(MW). 
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�̇�𝑓 = Thermal energy of the fuel input to the process (MW). 

𝑄𝑓𝑠 = The specific rate of fuel consumed in iron production process (GJ/tDRI) 

𝑄𝐻𝐻𝑋 = The heat load of the hot heat exchanger in the pumped thermal energy storage 

(MW). 

�̇�𝑖 = The total thermal energy input to the process (MW). 

𝑄𝐼𝑠= The specific rate of thermal energy input to the iron production process (GJ/tDRI)  

�̇�𝑀𝐻 = The net heating utility supplied to the process (MW). 

�̇�𝑜 = The total thermal energy output from the process (MW). 

𝑄0𝑠= The total rate of thermal energy produced by an iron production process (GJ/tDRI) 

R = radius of the solid particle S (m2). 

𝑅𝑒 = Reynolds number. 

R1 = Oxygen carrier-to-methane feed ratio for ICLWS process. 

R2 = Oxygen carrier-to-steam feed ratio for ICLWS process. 

𝑟 = The reaction rate of gas solid reaction (mol/vol.time). 

𝑟𝑐 = radius of the unreacted core of the solid particle B (m). 

𝑆𝑚 = Surface area per volume of heat transfer related to solid particle (m-1). 

Ta  = The ambient temperature of the working fluid for the pumped heat energy storage 

cycle (℃). 

𝑇𝑎𝑐,𝑠 = The temperature of the discharged gas from the cold storage tank at steady state 

(ºC). 

𝑇𝑎ℎ,𝑠= The temperature of the discharged gas from the hot storage tank at steady state (ºC). 

Tc = The cold temperature of the working fluid for the pumped thermal energy storage 

cycle (℃). 
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𝑇𝑐𝑜,𝑡 = The temperature of the discharged gas from the cold storage tank at time t (ºC). 

𝑇𝑔𝑖 = the inlet temperature of the gaseous mixture to the reactor (K); 

𝑇𝑔𝑓 = the temperature of the gaseous mixture discharged from the reactor (K). 

Tgo = Temperature of oxidiser’s discharged gas for ICLWS process (℃). 

Tgr = Temperature of reducer’s discharged gas for ICLWS process (℃). 

TH =  The hot temperature of the working fluid for the pumped thermal energy storage 

cycle (℃). 

𝑇ℎ𝑜,𝑡 = The temperature of the discharged gas from the hot storage tank at time t (ºC). 

𝑇𝑠𝑓 = the temperature of the solid mixture discharged from the reactor (K). 

𝑇𝑠𝑖 = the inlet temperature of the solid mixture to the reactor (K). 

Tso = Temperature of oxidiser’s discharged solids for ICLWS process (℃). 

Tsr = Temperature of reducer’s discharged solids for ICLWS process (℃). 

𝑡 = time (h) 

𝑡𝐶ℎ = Charging period of the pumped thermal energy storage cycle (h). 

𝑡𝑑 = Discharging period of the pumped thermal energy storage cycle (h). 

𝑡𝑂𝐶𝐺𝑇 = Open cycle gas turbine period (h). 

𝑈𝑚 = Overall heat loss coefficient (W/m2.K). 

𝑉𝑃 = Volume of one solid particle (m3). 

𝑊𝐶 = The work required by compressor (MW). 

Wc,ch  = The work supplied to compressor of the pumped thermal energy storage cycle 

during the charging period (MW). 

𝑊𝑂𝐶𝐺𝑇 = Work delivered by the open cycle gas turbine (MW). 

𝑊𝑆𝐶 = The work generated by the steam cycle (MW). 
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𝑊𝑆𝐶𝑂 = Work delivered by the steam cycle of ICLWS process during open cycle gas 

turbine period (MW). 

𝑊𝑇 = The work delivered by turbine (MW). 

WT,ch = The work delivered by the turbine of the pumped thermal energy storage cycle 

during the charging period (MW). 

𝑋𝐵 = fractional conversion of solid particle B. 

𝑋𝑔𝑓= is the conversion of the discharged gas at the reactor outlet; 

𝑋𝑔𝑖 = is the conversion of the gas at the reactor inlet; 

Xgo = Gas outlet conversion in the oxidiser for ICLWS process. 

Xgr = Gas outlet conversion in the reducer for ICLWS process. 

𝑋𝑠𝑖 = the conversion of the solid at the reactor inlet. 

𝑋𝑠𝑓= the conversion of the solid discharged from the reactor. 

Xso = Discharged solid conversion in the oxidiser for ICLWS process. 

Xsr = Discharged solid conversion in the reducer for ICLWS process.  

𝑦𝐹𝑒 = The yield of metallic iron produced in CLWSFe process (mol/mol). 

𝑦𝐻2 = The hydrogen yield (mol/mol). 

Z = Axial direction through the reactor length (m). 

Greek letters: 

𝛼 = The degree of solid reduction, i.e. conversion. 

∆𝐴𝑚 = surface area of one layer (m). 

∆𝐻𝑐𝐹𝑒 = The heat of formation of Fe2O3 or heat of combustion of metallic iron at standard 

condition (MJ/kg). 

∆𝐻𝑟𝑥𝑖 = The heat of reaction i taking place in the solid phase (J/mol). 
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ε = Bed void fraction. 

𝜂𝑒𝑓𝑓 = The effective efficiency of the process. 

𝜂𝐼𝑒𝑓𝑓 = The iron effective efficiency of the process. 

𝜂𝐻2= The hydrogen efficiency of the process. 

𝜂𝑟𝑡 = Roundtrip efficiency. 

𝜂𝑡ℎ= The thermal efficiency of the process. 

�̇� = The volumetric flow rate of the gas (m3/h). 

υA = The stoichiometric coefficient of component A.  

𝜌𝐵 = molar density of solid particle B (mol/m3). 

ρb = The bulk density of the solid moving particles inside the reactor (kg/m3). 

ρ𝑝 = The mass density of solid particle (kg/m3). 

𝜌𝑠 = Solids particle density in the storage tanks of pumped thermal energy storage (kg/m3). 

𝜌𝑠𝑚 = The molar density of solid particle (kmol/m3). 

𝜏 = Time for complete conversion (s). 

𝜓 = Sphericity of the solid particles. 

Abbreviations: 

BCLWS = Baseline chemical looping water splitting process. 

CAES = Compressed air energy storage. 

CCS = Carbon capture and storage.  

CDLC = Coal direct chemical looping. 

CHX = cold heat exchanger. 

CLC = Chemical looping combustion. 



 

188 

 

CLR = Chemical looping reforming. 

CLRa = Chemical looping reforming for syngas  

CLRS = Steam reforming integrated with chemical looping. 

CLRw = Chemical looping reforming integrated with oxidation for hydrogen and syngas 

CLWS = Chemical looping water splitting. 

CLWS(a) = chemical looping water splitting with no syngas split from fuel reactor. 

CLWSFe = Chemical looping water splitting with iron co-production process. 

DRI = direct reduced iron. 

EES = energy storage system. 

HE = Heat exchanger. 

HHX = hot heat exchanger. 

HRSG = Heat recovery steam generation unit. 

HTS = High water gas shift reactor. 

GHG = Greenhouse gases. 

ICLWS = Integrated chemical looping water splitting process. 

IEAGHG = International Energy Agency’s Greenhouse Gas. 

IPCC = Intergovernmental Panel on Climate Change. 

IPTES = Integrated pumped thermal energy storage system developed. 

LTS = Low water gas shift reactor. 

MDEA = Methyldiethanolamine. 

MEA = Monoethanolamine. 

OCGT = Open cycle gas turbine. 
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OIPHES = Open cycle gas turbine merged with integrated pumped thermal energy storage 

system.  

OSU = Ohio state university process. 

PHS = Pumped hydro storage. 

PSA = pressure swing adsorption. 

PTES = Pumped Thermal energy storage system. 

SCL = Syngas chemical looping. 

SCO = Steam cycle of ICLWS process when integrated with open cycle gas turbine. 

SE-CLSR = Sorbent-enhanced steam reforming integrated with chemical looping. 

SMR = Steam methane reforming. 

TRCLR = Three reactor chemical looping reforming. 

VL = Valves. 

WGS = Water gas shift reaction. 
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Appendices 

Appendix A: Supplementary figures 

 

                    Figure. A1: The heat exchanger network for the ICLWS Process 

 



 

206 

 

 

Figure. A2: Cumulative curves for the heat integration analysis performed on the BCLWS process  
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Figure. A3: Process flow diagram for the ICLWS(a) process 
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Appendix B: Supplementary data:  

Energy Balance Tables for ICLWS process 

Table B.1: Energy balance for the main units involved in the ICLWSIC process (a) 

Equipment 

symbol 

Identification 

Streams 

In 

Streams 

out 
Tin(oC) 

Tout 

(oC) 

Pin 

(bar) 

Pout 

(bar) 

Energy 

Associated 

(MW) 

R1 Reducer 

2 3 600 1015 1.0 

1.2 103.7 

9 4 1015 651 1.2 

R2 Oxidiser 

23 7 805 820 1.2 

1.2 -43.7 

5 6 505 656 1.2 

R3 Combustor 

7 

20 

820 

1015 

1.2 

1.2 -60.4 8 600 1.2 

9 1015 

21 1015 1.2 

HE-1 
Heat 

exchanger 

24 51 657 426 1.0 1.0 

34.9 

54 2 55 600 1.2 1.2 

HE-2 
Heat 

exchanger 

6 34 661 449 1.2 1.2 

38.3 

76 8 179 600 1.0 1.0 

HE-3 
Heat 

exchanger 

32 31 25 316 1.0 1.0 

9.0 

13 39 326 246 10.0 10.0 

HE-4 
Heat 

exchanger 

1 54 25 60 1.0 1.0 

1.5 

56 72 70 40 1.2 1.2 
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Table B.2: Energy balance for the main units involved in the ICLWSIC process (b) 

Equipment 

symbol 

Identification 

Streams 

In 

Streams 

out 
Tin(oC) 

Tout 

(oC) 

Pin 

(bar) 

Pout 

(bar) 

Energy 

Associated 

(MW) 

HE-5 Heat 

exchanger 

48 79 71 59 10.0 10.0 3.1 

33 75 25 61 1.0 1.0 

HE-6 Heat 

exchanger 

75 76 60 179 1.0 1.0 10.2 

62 56 218 70 1.2 1.2 

HE-7 Heat 

exchanger 

79 78 59 40 10.0 10.0 3.2 

66 77 25 30 1.2 1.2 

HE-8 Heat 

Exchanger 

73 71 89 40 110 110 7.8 

42 43 27 60 260 260 

HRSG-1 

(A-B) 

Heat recovery 

steam 

generation 

64 63 208 612 260 260 Total 136.1 

3 24 1015 657 1.2 1.2 A 42.1 

20 62 1015 218 1.2 1.2 B 51.8 

44 67 510 612 150 150 Reheat1 14 

68 61 480 612 70 70 Reheat2 16.5 

WPH (A-B) 
Water Pre-

Heating 

39 48 246 70 10 10 A 23.4 

34 74 461 389 1.2 1.2 B 12.7 

58 64 55 215 260 260 36.1 

Condenser Condenser 65 41 25 25 0.026 0.026 -119.7 

Cooler-1 Cooler 19 66 35 25 1.2 1.2 -4.4 
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Table B.3: Energy balance for the main units involved in the ICLWSIC process (c) 

Equipment 

symbol 

Identification 

Streams 

In 

Streams 

out 
Tin(oC) 

Tout 

(oC) 

Pin 

(bar) 

Pout 

(bar) 

Energy 

Associated 

(MW) 

E-5 Indirect fired 

heater 

(Combustion 

heating) 

4 23 651 795 1.2 1.2 71.5 

30 29 25 661 1.0 1.0 

31 360 

E-6 Fired heater 26 59 651 560 1.2 1.2 24.1 

47 25 1.0 

60 5 395 505 1.2 

V-1 Separation 

vessel 

10 11 40 40 1.2 1.2 0.0 

12 

V-2 Separation 

vessel 

78 14 40 40 10.0 10.0 0.0 

15 

V-3 Separation 

vessel 

35 36 40 40 21.2 21.2 0.0 

46 

V-4 Separation 

vessel 

37 16 40 40 1.2 1.2 0.0 

17 
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Table B.4: Energy balance for the main units involved in the ICLWSIC process (d) 

MX-1 Mixer 

38 

19 

20 

35 1.2 1.2 0.0 

17 40 

52 40 

12 40 

45 40 

MX-2 Mixer 

29 

70 

661 

622 1.2 1.2 0.0 

59 560 

C-1 Compressor 11 13 40 396 1.2 10.0 31.8 

C-2 Compressor 16 18 40 370 1.2 21.2 16.9 

C-3 Compressor 36 53 40 107 21.2 41.2 2.9 

C-4 Compressor 54 55 40 68 41.2 61.2 2.7 

C-5 Compressor 56 57 40 55 61.2 81.2 1.7 

C-6 Compressor 58 40 30 36 81.2 101.2 1.1 

HPT Turbine 63 44 612 510 260 150 -8.0 

IPT Turbine 67 68 612 480 150 70 -11.6 

LPT Turbine 61 65 612 25 70 0.026 -67.4 

P-1 Pump 41 42 25 27 1.0 260 1.6 

VL-1 Valve 15 45 40 40 10.0 1.2 0.0 

VL-2 Valve 46 52 40 40 21.2 1.2 0.0 
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Main specifications for the equipment used in both ICLWS and CLWSFe processes 

Table B.5: Heat transfer areas for the heat exchangers utilised in the ICLWS process 

Heat exchanger title Heat exchanger heat transfer Area (m2) 

HE-1 247 

HE-2 (A&B) 297 

HE-3 102 

HE-4 210 

HE-5 (A&B) 424 

HE-6 (A&B) 538 

HE-7 158 

HE-8 (A&B) 430 

 

Table B.6: Heat transfer areas for the heat exchangers utilised in the CLWSFe process 

Heat exchanger title Heat exchanger heat transfer Area (m2) 

HE-1 (A&B) 652 

HE-2 (A&B) 497 

HE-3 (Condenser) 5402 

HE-4 108 

HE-5  82 

HE-6  22.4 

HE-7 (A-E) 1516 

 

Table B.7: The size of the gas-liquid separation vessels utilised in the ICLWS process 

Separation vessel title Size (m3) Orientation 

V-1 108 Vertical 

V-2 16 Vertical 

V-3 15 Vertical 

V-4 153 Vertical 
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Table B.8: The size of the gas-liquid separation vessels utilised in the CLWSFe process 

Separation vessel title Size (m3) Orientation 

V-1 49 Horizontal 

V-2 4 Horizontal 

V-3 19 Horizontal 

V-4 3 Horizontal 

 

Table B.9: The size of the reactors used in the ICLWS and CLWSFe processes 

Process Reactor title Diameter (m2) Length (m) 

ICLWS  Reducer 1.3 7.0 

Oxidiser 2.6 11.0 

Air reactor 1.0 6.0 

CLWSFe Reducer-1 1.2 10.0 

Reducer-2 1.5 6.5 

Oxidiser 3.0 18.0 

Air reactor 1.5 7.0 

 

Table B.10: Material of construction for the main units in the ICLWS process 

Equipment  Material of construction Equipment Material of construction 

Reducer Stainless steel 316 HE-8 
Stainless steel 304/stainless 

steel 304 

Oxidiser Stainless steel 316 HRSG-1 Stainless steel 316 

Air reactor Stainless steel 304 HRSG-2 Stainless steel 316 

HE-1 
Carbon steel/stainless steel 

304 
Condenser Stainless steel 304 

HE-2 
Carbon steel/stainless steel 

304 
Cooler Stainless steel 304 

HE-3 
Carbon steel/stainless steel 

304 
Heater E-5 Stainless steel 316 

HE-4 Carbon steel/carbon steel Heater E-6 Stainless steel 316 

HE-5 
Carbon steel/stainless steel 

304 
Vessels (V1-V4) Stainless steel 304 

HE-6 Carbon steel/carbon steel Compressors Stainless steel 316 

HE-7 
Stainless steel 304/stainless 

steel 304 
Turbines Stainless steel 316 
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Table B.11: Material of construction for the main units in the CLWSFe process 

Equipment  Material of construction Equipment Material of construction 

Reducer-1 Stainless steel 316 Cooler (E-4) 
Stainless steel 304/stainless 

steel 304 

Reducer-2 Stainless steel 316 H-1 Carbon steel 

Oxidiser Stainless steel 316 HRSG-1 Stainless steel 316 

Air reactor Stainless steel 304 HRSG-2 Stainless steel 316 

HE-1 
Carbon steel/stainless 

steel 304 
HRSG-3 Stainless steel 316 

HE-2 
Carbon steel/stainless 

steel 304 
HRSG-4 Stainless steel 316 

HE-3 
Stainless steel 

304/stainless steel 304 
Condensers Stainless steel 304 

HE-4 
Carbon steel/stainless 

steel 316 
Vessels (V1-V4) Stainless steel 304 

HE-5 
Stainless steel 

304/stainless steel 304 
Compressors Stainless steel 316 

HE-6 
Carbon steel/Stainless 

steel 304 
Turbines Stainless steel 316 

HE-7 Carbon steel/carbon steel 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


