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Abstract

The past few decades have witnessed unprecedented advances in information

technology, which have significantly shaped the way we acquire and process infor-

mation in our daily lives. Wireless communications has become the main means

of access to data through mobile devices, resulting in a continuous exponential

growth in wireless data tra�c, mainly driven by the demand for high quality

content. Various technologies have been proposed by researchers to tackle this

growth in 5G and beyond, including the use of increasing number of antenna

elements, integrated point-to-multipoint delivery and caching, which constitute

the core of this thesis.

In particular, we study non-orthogonal content delivery in multiuser multiple-

input-single-output (MISO) systems. First, a joint beamforming strategy for

simultaneous delivery of broadcast and unicast services is investigated, based

on layered division multiplexing (LDM) as a means of superposition coding.

The system performance in terms of minimum required power under prescribed

quality-of-service (QoS) requirements is examined in comparison with time di-

vision multiplexing (TDM). It is demonstrated through simulations that the

non-orthogonal delivery strategy based on LDM significantly outperforms the

orthogonal strategy based on TDM in terms of system throughput and reliabil-

ity. To facilitate e�cient implementation of the LDM-based beamforming design,

we further propose a dual decomposition-based distributed approach.

Next, we study an e�cient multicast beamforming design in cache-aided mul-

tiuser MISO systems, exploiting proactive content placement and coded delivery.

It is observed that the complexity of this problem grows exponentially with the

number of subfiles delivered to each user in each time slot, which itself grows

exponentially with the number of users in the system. Therefore, we propose a
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low-complexity alternative through time-sharing that limits the number of sub-

files that can be received by a user in each time slot. Moreover, a joint design of

content delivery and multicast beamforming is proposed to further enhance the

system performance, under the constraint on maximum number of subfiles each

user can decode in each time slot.

Finally, conclusions are drawn in Chapter 5, followed by an outlook for future

works.
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Chapter 1

Introduction

1.1 Motivations

Wireless communications have been, and will continue to be, an essential com-

ponent in our daily life. The past decade has seen tremendous breakthroughs

as the wireless networks evolved to the third generation (3G) and the fourth

generation (4G) of wireless networks, opening the door to high speed multimedia

services on mobile devices. Various emerging applications, such as autonomous

driving, remote robotic surgery, smart homes, virtual/augmented reality, immer-

sive gaming, etc., are expected in the fifth generation (5G) of mobile networks,

raising new challenges to both academia and industry [1]. Particularly, driven

by the growing demand for the high data rate applications, the 5G networks are

expected to o↵er a 1000-fold increase in network throughput [2].

Candidate approaches towards this goal include exploiting more spectrum re-

sources, employing higher spectral e�ciency and better interference management

techniques, and densifying the networks. Moreover, analytics has revealed that

a significant portion of the explosive data tra�c growth is due to video content.

It is anticipated that 79% of the mobile data tra�c will be video by 2022 [3].

Therefore, highly e�cient video content delivery is another key aspect to inves-

tigate to accommodate the 1000x data tra�c increase in 5G, and is the focus of

this thesis.

During the generation by generation evolutions of wireless networks, system

throughput has always been one of the most important performance metrics in

17



Chapter 1. Introduction 18

network design. As a promising technique to significantly increase the system

throughput, multiple-input-multiple-output (MIMO) has been thoroughly inves-

tigated and standardized for highly e�cient and reliable data transmission since

3G [4,5]. In the most recent e↵orts to the development of 5G wireless networks,

massive MIMO [6], as a variant of standard MIMO with extremely large number

of antennas, is recognized as a key technique to provide massive connectivity and

to further increase the network throughput, especially to enhance the transmis-

sion over sub-6GHz and millimeter wave frequency bands [7, 8].

Particularly, mobile broadband multimedia services (MBMS) has been intro-

duced since 3G to support new point-to-multipoint radio bearers and multicast

capability in the core network. The enhanced versions of MBMS, termed as

evolved MBMS (eMBMS) and further evolved MBMS (FeMBMS), have been

introduced in recent 3GPP releases. The current deployment of MBMS entails

a reduction in system capacity for unicast services, since MBMS and unicast

services are multiplexed in time in di↵erent sub-frames. Superposition coding, a

form of non-orthogonal multiple access (NOMA), was proposed in [9] to improve

unicast throughput and broadcast coverage with respect to traditional orthogonal

frequency division multiplexing (FDM) or time division multiplexing (TDM), by

simultaneously using the same frequency and time resources for multiple unicast

or broadcast transmissions. In general, at the cost of an increased complexity at

the receivers, which need to perform successive interference cancellation (SIC),

NOMA can provide significant gains in spectral e�ciency as compared to or-

thogonal multiple access (OMA) approaches, and is in fact optimal in achieving

the capacity region of degraded Gaussian broadcast channels [10]. In addition

to MBMS, various topics has been studied with NOMA, including cooperative

relay networks [11], physical layer security [12], visible light communication [13],

mmWave communication [14], etc., where performance gains are observed as

compared to OMA.

Further exploration for spectral e�ciency improvement is motivated by the
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fact that most of the data tra�c occurs in daytime and leads to network con-

gestion, whereas the resources are underutilized during o↵-peak periods. By

proactively pushing contents to users during o↵-peak hours, caching in wire-

less networks can significantly improve the spectral e�ciency, and reduce the

bandwidth requirements and the transmission delay, particularly for video-on-

demand (VoD) services [15]. While the application of caching has enjoyed great

success for decades in computer networks, caching in wireless networks has just

popularized recently, with studies recently carried out on downlink transmission

with cache-aided base stations [16], D2D communications among cache-enabled

users [17,18], cooperative MIMO transmission with caching [19], caching in mil-

limeter wave communications [20], and so on.

Following the pioneering work by Maddah-Ali and Niesen [21], coded caching

has been known to outperform uncoded caching and achieve a global caching gain

by creating and exploiting multicasting opportunities. With coded caching, un-

coded contents can be proactively pushed at user devices without knowing users’

demands, and a server can serve multiple users simultaneously by broadcasting

specially designed XORs of files which are useful for these users to recover the

desired contents. This feature is particularly favorable with wireless medium,

which intrinsically has the broadcasting nature. Moreover, the global caching

gain obtained via such broadcasting opportunities scales with the number of

users in the network, which is particularly beneficial for large scale networks.

Motivated by the advantages of MIMO, NOMA, and coded content delivery in

terms of spectral e�ciency, we study e�cient content delivery in multiple-input-

single-output (MISO) networks, with transmit beamforming, successive decoding

at users, and coded content delivery.
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1.2 Outline and Contributions

First, in Chapter 2 we introduce the general field of transmit beamforming,

SIC and NOMA techniques, and coded caching, which constitute the core of

technical works presented in this thesis. Departing from the literature review,

we propose novel beamforming strategies in the following technical chapters,

considering various application scenarios in multiuser MISO networks that are

of practical importance.

Chapter 3

We first overview the recent progress in standardization of terrestrial broadcast-

ing systems, and technical advances in MBMS in cellular networks. Layered

division multiplexing (LDM), as a form of superposition coding, has received

considerable attention in the development of next generation terrestrial broad-

casting systems. Having observed the advantages of applying LDM for incorpo-

rating TV broadcasting services in cellular networks, we study joint transmission

of broadcast content and user-specific unicast contents in the downlink of multi-

cell multiuser MISO networks, via transmit beamforming and LDM. Specifically,

beamforming and power allocation between unicast and broadcast layers, termed

as injection level in the LDM literature, are obtained with the aim of minimizing

the total transmit power under constraints on the user-specific unicast rates and

on the common broadcast rate. We also study the e↵ects of imperfect channel

state information (CSI) and imperfect channel coding to gain insights into robust

implementation in practical systems. Performance of the beamforming strategy

with LDM is compared to the strategy with TDM, and significant performance

gains of LDM over TDM are demonstrated via numerical simulations. We further

develop an e�cient distributed implementation of the LDM-based beamforming

strategy based on dual decomposition. The results presented in this chapter have

been published in:
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• J. Zhao, D. Gündüz, O. Simeone, and D. Gomez-Barquero, Non-orthogonal

unicast and broadcast transmission via joint beamforming and LDM in cel-

lular networks, to appear in IEEE Transactions on Broadcasting.

• J. Zhao, O. Simeone, D. Gündüz, and D. Gomez-Barquero, Non-orthogonal

unicast and broadcast transmission via joint beamforming and LDM in cel-

lular networks, 2016 IEEE Global Communications Conference (GLOBE-

COM), Washington, D.C., USA, 2016, pp. 1-6.

Chapter 4

We study e�cient multicast beamforming designs in cache-aided multiuser MISO

systems, exploiting proactive content placement and coded delivery. It is ob-

served that the complexity of the optimal beamforming design problem grows

exponentially with the number of subfiles delivered to each user in each time

slot, which itself grows exponentially with the number of users in the system.

Therefore, we propose a low-complexity alternative through time-sharing that

limits the number of subfiles that can be received by a user in each time slot.

Moreover, a joint design of content delivery and multicast beamforming is pro-

posed to further enhance the system performance, with constraints on the max-

imum number of subfiles each user can decode in each time slot. It is shown

via extensive numerical simulations that our proposed low-complexity schemes

significantly outperform the state-of-the-art design in the literature. The con-

tent of this chapter is based on the following works that have been published or

submitted:

• J. Zhao, M. Mohammadi Amiri, and D. Gündüz, Multi-antenna Content

Delivery with Coded Caching: From the Complexity Perspective, submit-

ted for possible journal publication.
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• J. Zhao, M. Mohammadi Amiri, and D. Gündüz, A low-complexity cache-

aided multi-antenna content delivery scheme, IEEE International Work-

shop on Signal Processing Advances in Wireless Communications (SPAWC),

Cannes, France, 2019, pp. 1-5.

Chapter 5

Finally, in Chapter 5 we provide conclusions of the research presented in this

dissertation, and discuss possible extensions that can be considered for future

work.

The following paper has been published as a result of a work carried out during

the PhD studies, but is not included in this dissertation:

• Y. Sun, J. Zhao, S. Zhou, and D. Gündüz, Heterogeneous Coded Compu-

tation across Heterogeneous Workers, 2019 IEEE Global Communications

Conference (GlOBECOM), Waikoloa, HI, USA, Dec. 2019.



Chapter 2

Overview

2.1 Background

In this chapter, we first introduce multiuser MIMO systems, and briefly present

the information-theoretic results on the capacity of multiuser broadcast channels.

As is known in information theory, the capacity of Gaussian MIMO broadcast

channels is achieved by dirty paper coding (DPC), which however is hard to

implement due to the requirement of noncausal knowledge of interference to all

the users. Therefore, we focus on linear beamforming schemes that can be more

easily implemented. An overview is provided on relevant topics in the litera-

ture of multiuser MIMO, including beamforming for MISO broadcast channels,

multi-cell coordinated beamforming, multigroup multicast beamforming, robust

beamforming with imperfect CSIT, and physical layer techniques with coded

caching.

2.1.1 Multiuser MIMO Systems

Fig. 2.1 depicts a single-cell multiuser MIMO network, which consists of an

NT -antenna base station (BS), and K users each with NR antennas. Compared

to the single-input-single-output (SISO) deployment, MIMO can provide both

multiplexing and diversity gains by leveraging multiple antennas at the trans-

mitter and the receivers. In addition to time and frequency resources, degrees

of freedom (DoF) in the spatial domain can be also exploited to simultaneously

transmit multiple data streams over the same time and frequency resource block.

23
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user 1

user K

.

.

.

H1

HK

Base Station

Figure 2.1: Illustration of a multiuser MIMO network with a base station
equipped with NT = 4 antennas, and K = 4 users each equipped with NR = 2
antennas.

In the downlink of multiuser MIMO networks, the received signal at user k

can be written as

yk = Hkx+ nk, (2.1)

where Hk is the channel matrix from the BS to user k, and nk ⇠ CN (0, I)

denotes the circularly symmetric Gaussian noise. The covariance matrix of the

input signal x is given by⌃x , E[xxH ], and satisfies Tr(⌃x)  P , which indicates

an average power constraint at the BS.

The capacity region of Gaussian MIMO broadcast channels, was unknown

until the pioneering work by Caire and Shamai [22]. It has been shown that the

sum rate capacity of the two-user case can be achieved by dirty paper coding

(DPC) [23]. The result was extended to the general case with any number of

users in subsequent works [24–26], also with the use of DPC. Finally, it has

been shown in [27] that DPC can achieve the entire capacity region of Gaussian

broadcast channels. Specifically, as depicted in Fig. 2.2, the transmitter first

selects a codeword x1 for user 1, then chooses a codeword x2 for user 2 with

the full knowledge x1. As such, the codeword x1 intended for user 1, which is
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Encoder 1

Encoder 2

Encoder K

.

.

.

Data steam 1

Data steam 2

Data steam K

x1

x1+x2

x1+x2+...+xK-1

x1+x2+...+xK channel

Figure 2.2: Diagram of dirty paper coding for K users.

interference to user 2, can be ”presubtracted” at the transmitter as if user 2 does

not see x1. This process continues for all the K users. Suppose ⇡(i) denotes the

user whose message is encoded in the i-th place, the achievable rate of user ⇡(i)

is [28]:

R⇡(i) =
1

2
log

���I+H⇡(i)

⇣P
j�i

⌃⇡(j)

⌘
HH

⇡(i)

���
���I+H⇡(i)

⇣P
j>i

⌃⇡(j)

⌘
HH

⇡(i)

���
, i = 1, . . . , K, (2.2)

where ⌃⇡(i) denotes the positive semidefinite transmit covariance matrix as-

sociated with user ⇡(i), and satisfies the average power constraint given by
KP
k=1

Tr(⌃⇡(k))  P .

While DPC is a powerful capacity-achieving technique, it requires noncausal

knowledge of the interference for each user, and is thus hard to implement in

practice. The prohibitive complexity in DPC implementations has motivated the

research on low-complexity beamforming strategies in multiuser MIMO networks.
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2.1.2 Transmit Beamforming

Throughout this thesis, we focus on the downlink transmission, and assume

NR = 1 for all the users for simplicity. This assumption can be justified by the

fact that users are usually mobile devices with very stringent limitations on cost

and power consumption. In general, the received signal at the user k can be

written as

yk = h
H

k
x+ nk, (2.3)

where hk denotes the channel vector from the BS to user k, x is the transmit-

ted signal at the BS, and nk ⇠ CN (0, �2
k
) is the circularly symmetric complex

Gaussian noise at user k. Specifically, with linear precoding at the transmitter,

the transmitted signal at the BS can be represented by a linear superposition of

user-specific messages, given by

x =
KX

k=1

wksk, (2.4)

where sk is the message indented for user k, andwk is the associated beamforming

vector.

It is known that with perfect channel state information (CSI), a maximum of

min(Nt, K) DoF can be achieved in MISO broadcast channels [29]. Moreover,

linear precoding techniques, such as zero-forcing (ZF), can achieve this optimal

DoF [30]. With ZF, the co-channel inter-user interference can be cancelled by

exploiting the spatial degrees of freedom. Specifically, taking

h
H

j
wk = 0, for any j 6= k (2.5)
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as the constraints to ensure cancellation of the inter-user interference, the ZF

precoder can be obtained by solving a power minimization problem, given as

min
KX

k=1

kwkk
2 (2.6)

s.t. hH

j
wk = 0, for any j 6= k. (2.7)

This problem is feasible with Nt � K. It can be seen that ZF turns the MISO

broadcast channel into K parallel scalar channels, and can be considered as an

orthogonal transmission strategy in the spatial domain. However, the ZF de-

sign can be far from optimal in terms of spectral e�ciency and user fairness.

Therefore, max-min fair transmit beamforming has been introduced to maxi-

mize the minimum received signal-to-interference-plus-noise ratio (SINR) of the

users under a total power budget. Other approaches include weighted sum rate

maximization under a given power budget [31], and power minimization under

prescribed quality-of-service requirements [32]. In these approaches, the inter-

user interference is treated as noise when a user decodes the interested signal,

with the SINR at user k given by

SINRk ,
��hH

k
wk

��2
P
j 6=k

|h
H

k
wj|+ �2

k

, (2.8)

and the achievable rate for user k is given by

Rk = log2(1 + SINRk). (2.9)

Details of the design of linear transmit beamformers will be elaborated in Chapter

3 and Chapter 4.
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2.1.3 SIC and NOMA

In the literature of transmit beamforming design, single-user detection is widely

adopted, where each user decodes the desired message by treating the interference

from other users’ messages as noise [33], as indicated in (2.8). This interference

management strategy generally yields satisfactory performance, but is dramat-

ically suboptimal in theory compared to multiuser detection mechanism [34].

However, the co-channel interference, unless zero-forced, is usually non-negligible

in the context of transmit beamforming, and becomes a key limiting factor on

the system performance.

Initially proposed in [35] for scalar broadcast channels, successive interference

cancellation (SIC) is a well-known multiuser detection technique that partially

or fully decodes the interference before decoding the signal of interest, and thus

yields higher achievable rates than treating interference as noise. Particularly,

SIC is a key technique to achieve the capacity region of various channels, such as

degraded Gaussian broadcast channels [36], Gaussian multiple access channels

[37], and Gaussian interference channels with strong interference [38, 39]. SIC

is also used in the Han-Kobayashi scheme [40], which yields the best-known

achievable rate region of general discrete memoryless interference channels. It

is noted that implementing SIC at the receivers is equivalent to DPC in terms

of capacity in scalar broadcast channels. However, for the non-degraded MIMO

broadcast channels discussed above, it is found that the achievable rate region

obtained by SIC is contained within the DPC region [41].

Note that the performance gain comes at the cost of higher complexity of

SIC for multiuser detection at the receivers. In addition to the high hardware

complexity, SIC also su↵ers from error propagation, analog-to-digital quantiza-

tion error, imperfect channel estimates [42], which has hindered the practical

implementations of SIC. However, the thriving demands for network throughput

has renewed the interest in SIC in recent years, which is the key component in
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Figure 2.3: Achievable rate regions of NOMA and OMA for two-user scalar
Gaussian broadcast channels.

state-of-the-art NOMA schemes.

Fig. 2.3 depicts the achievable rate regions of NOMA and OMA of scalar

Gaussian broadcast channels with two users. The OMA regions are obtained

using simple orthogonal schemes, such as time division and frequency division;

the NOMA regions, which are in fact the exact capacity regions, are achieved

with superposition coding and SIC. While this example considers the simple

two-user setting, the sub-optimality of OMA compared to NOMA holds for the

general case of arbitrary number of users.

2.1.4 Coded Caching

The application of caching to alleviate network congestion dates back to the

90s, when the Internet tra�c experienced an explosive growth as World Wide

Web (WWW) services intensified. By proactively pushing popular contents closer
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Figure 2.4: A single-server network with a library of N files, and K users
each with a local memory which can store up to M files.

to users, e.g., at the gateways, caching can significantly increase the network

throughput and reduce the latency in content delivery. Maddah-Ali and Niesen

have recently proposed a novel proactive caching and content delivery scheme

[21], which has greatly motivated the research on caching in wireless networks. In

conventional uncoded caching schemes, a local caching gain is obtained when the

requested content can be retrieved at local memories. In [21], by jointly designing

the content placement and delivery, a global caching gain can be obtained such

that multiple user demands can be satisfied by a single multicast transmission.

In particular, consider a single-server network as illustrated in Fig. 2.4. The

server has a library of N files denoted by V , (V1, · · · , VN), each uniformly

distributed over the set {1, · · · , 2F}. K users are connected to the server via a

shared link, and each user is equipped with a local cache memory of size MF

bits. In the placement phase of conventional uncoded caching, the same M/N

fraction of each file can be cached at all the users, which satisfies the cache

capacity constraints. When a user requests a file in the library, the server sends
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Figure 2.5: The coded caching scheme for the system with N = 2 files,
K = 2 users, and M = 1, where user 1 requests file V1, and user 2 requests
file V2.

the remaining 1 �M/N fraction of the requested file through the shared link.

Note that the worst case of this setting is when all the users request distinct files.

Therefore, the total number of bits to be delivered in the worst case is given by

KF (1 � M

N
), where 1 � M

N
is referred to as the local caching gain. By jointly

designing the content placement and delivery phases, the coded caching scheme

in [21] further achieves a global caching gain. Next we present an example to

describe the coded caching scheme in [21].

Example. Consider the case with N = 2, K = 2, and M = 1, as illustrated

in Fig. 2.5. The files are represented by V1 and V2, and the demands of user 1

and user 2 are denoted by d1 and d2, respectively. In the coded caching scheme,

each file is equally divided into 2 subfiles, i.e., V1 is split into V11 and V12, and V2

is split into V21 and V22. In the placement phase, uncoded subfiles are cached at

users’ local memories at negligible cost. Specifically, user 1 caches V11 and V21,

and user 2 caches V12 and V22, which satisfies the cache capacity constraints at
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both users. Note that the placement is performed without any prior knowledge of

user requests. When user requests are revealed, the server can transmit a single

multicast message to simultaneously satisfy the requests, which is generated by

bit-wise XOR between subfiles. Specifically, if d1 = 1 and d2 = 2, the message

V12�V21 can be multicast through the shared link, where 1
2F bits are transmitted.

On receiving V12�V21, both user 1 and user 2 can recover the remaining fraction

of the requested file. While this example is for the case of d1 = 1 and d1 =

2, it is shown in [21] that a single coded message can always be designed for

any combination of user requests. In general, the coded caching scheme in [21]

achieves a delivery rate of KF (1� M

N
) 1
1+KM/N

, which has a global caching gain

of 1
1+KM/N

as compared to the uncoded scheme. It is noted that the global

caching gain scales with the aggregate cache size over all the users in the system.

Particularly, the global caching gain is higher as the number of users increases,

which is favorable in large scale networks.

2.2 Literature Review

In this section, relevant works in the literature of multiuser MIMO are overviewed,

which can be categorized into the following five areas: 1 ) beamforming for MISO

broadcast channels, 2 ) multi-cell coordinated beamforming, 3 ) multigroup multi-

cast beamforming, 4 ) robust beamforming with imperfect CSIT, and 5 ) physical

layer techniques with coded caching.

2.2.1 Beamforming for MISO Broadcast Channels

Although DPC is a powerful capacity-achieving scheme in MIMO broadcast

channels, its practical implementation is considered to be highly complicated.

Beamforming, also commonly referred to as linear precoding, is a low-complexity

alternative which generally yields satisfactory performance. The beamformer
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design involves determining both beamforming vectors and power weights for

the users, and highly depends on the objective that is of interest to the system

operator. While ZF beamforming is DoF optimal with perfect CSI, its perfor-

mance is significantly degraded with limited power [43]. Typical design criteria

include minimizing the required transmit power while satisfying a set of quality

of service (QoS) constraints of each user, maximizing the minimum rate among

users subject to a power constraint, and maximizing the total throughput under

a constraint on the total transmit power.

It has been shown in [44, 45] that the downlink power minimization problem

under SINR constraints can be e�ciently solved based on the uplink-downlink

duality. Particularly, [45] proved the existence of the optimal solution, and pro-

vided an iterative algorithm that converges to the optimal solution. The well-

known uplink-downlink duality established that, under a sum-power constraint,

the SINR region achievable by downlink beamforming in a MISO broadcast chan-

nel is shown to be identical to that of a dual uplink channel, which is computa-

tionally easier to handle. Based on the uplink-downlink duality, the problem of

maximizing the minimum SINR of users, also known as max-min fairness prob-

lem, was globally solved in [32], also in an iterative manner. [46, 47] introduced

semidefinite programming (SDP) to solve the downlink power minimization prob-

lem, and showed that the global optimal solution to the original problem may

be obtained by solving the rank-relaxed problem. [48] showed that the power

minimization problem and the max-min fairness problem can be turned into

second-order cone program (SOCP) and generalized eigenvalue problem, respec-

tively, which can then be tackled e�ciently and globally by simple fixed-point

iteration algorithms, without the need to resort to the virtual uplink problem.

Moreover, it has been shown in [48] that the power minimization problem and

the max-min fairness problem are inverse problems. It is noted that the works

above all considered a sum-power constraint at the BS. For the sum-power mini-

mization problem under additional per-antenna power constraints, [49] extended
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the aforementioned uplink-downlink duality, and provided an interior-point al-

gorithm that converges to the optimal solution.

Di↵erent from power optimization and max-min fairness problems, which can

be solved to optimality, sum-rate and weighted sum-rate (WSR) maximization

problems are generally NP-hard, and local optimal solutions were often found.

In [50] and [51], sum-rate and WSR optimization problems were studied, where

local optimal solutions were obtained, respectively. Especially, [51] leveraged

the uplink-downlink duality with respect to mean square error (MSE) to solve

the problem. As a new approach to dealing with WSR problems, the equiva-

lence between the WSR problem and the weighted minimum mean square error

(WMMSE) problem was established in [31].

Building upon the results above, downlink beamforming in di↵erent settings

and emerging application scenarios has been investigated, such as cognitive radio

[52], secure communication [53], simultaneous information and power transfer

[54], etc.

2.2.2 Multi-cell Coordinated Beamforming

Interference has always been a severe performance limiting factor in wireless

systems, and becomes more problematic in multi-cell networks where inter-cell

interference severely degrades the system performance. However, by allowing a

certain level of information exchange between di↵erent cells, inter-cell interfer-

ence can be properly managed in the network. Particularly, with full BS coop-

eration, where the BSs are linked by high-capacity delay-free links, and share

CSI of both direct and interfering channels and full data signals of the associated

users, the multi-cell downlink channel is essentially a MIMO broadcast channel,

with distributed transmit antennas and individual power constraints. As shown

in [55], cooperative downlink transmission among BSs can significantly enhance

the system performance, at the price of significantly increased overhead.
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Interference coordination, where only CSI but not data sharing is allowed

within the network, has emerged as a more a↵ordable technique in multi-cell

systems. In this case, the multi-cell downlink channel can be essentially modeled

as an interference channel. Coordinated beamforming was firstly studied in [44],

where a suboptimal solution was obtained with an iterative algorithm devel-

oped based on uplink-downlink duality. Although optimal beamforming design

problems have the nonconvex nature similar to multi-cell power control prob-

lems, in [56], the problem of minimizing total transmit power under individual

SINR constraints for single-antenna users was e�ciently solved to global opti-

mality. Assuming that each cell only serves one active user, another multi-cell

beamforming implementation was proposed in [57] by characterizing the capacity

region of MIMO interference channels. Di↵erent from the works without cooper-

ation between BSs, [58–62] considered clustered BS cooperation, where each user

can be served by a set of cooperative, if not all, BSs, thereby striking a balance

between full cooperation and interference coordination. Particularly, [60] stud-

ied the network utility maximization problem subject to power constraints, and

proved its NP-hardness.

2.2.3 Multigroup Multicast Beamforming

Multicast beamforming, where the multi-antenna BS multicasts distinct data

streams to multiple users or user groups, is an e�cient physical layer technique

for content delivery. In [63], the authors first investigated the single-group mul-

ticasting problem, and have proved its NP-hardness. [64] studied a cognitive

radio system, where single-group multicasting for secondary users co-exists with

the primary point-to-point transmission pair. Multicast beamforming for mul-

tiple user groups has been considered in [65], and two beamforming strategies

are designed, namely minimizing total transmission power while guaranteeing a

prescribed SINR at each receiver, and maximizing the overall minimum SINR

under a total power budget. Instead of imposing a sum-power constraint at
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the BS, [66] considered multicast beamforming with more practical per-antenna

power constraints. Multigroup multicasting with per-antenna power has been

considered in [67, 68] for the massive MIMO setting. In case of so-called over-

loaded systems, [69] adopted a rate-splitting approach to handle the inter-group

interference, and achieved significant performance gains over classical schemes.

Symbol-level precoding has attracted much attention recently, and multicast

beamforming on a symbol-per-symbol basis has been discussed in [70].

While there are a number of works concentrated on the single-cell case as

mentioned above, multicast beamforming in multi-cell systems has also been ex-

tensively studied. [71, 72] considered the multi-cell multicasting problem aiming

at maximizing the minimum SINR but subject to the total power among all the

BSs, which is thus mathematically similar to the single-cell multigroup system

studied in [65]. In [73], the same problem is revisited with power constraints on

individual BSs. However, data sharing is allowed among BSs, which requires a

large amount of information exchange overhead. To alleviate the significant over-

head due to data sharing, [74] studied a simplified multi-cell multicast problem

where there exists only one user group in each cell, and the same problem with-

out BS cooperation in massive MIMO systems was studied in [75] by the same

authors. The more general multi-cell multigroup multicast beamforming design

was investigated in [76] for both power minimization and max-min fairness prob-

lems. Multi-cell multicast beamforming has also been investigated cloud radio

access networks [77,78].

2.2.4 Robust Beamforming with Imperfect CSIT

In practice, channel state information at the transmitter (CSIT) su↵ers from

inaccuracies introduced by channel estimation errors in time division duplex

(TDD) systems, or quantization errors in frequency division duplex (FDD) sys-

tems. In addition, CSIT can be outdated if the user mobility speed is faster
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than the CSIT update speed. Since the performance of beamforming relies on

the use of CSIT and was found sensitive to such CSIT errors, numerous studies

have been carried out for robust beamforming against imperfect CSIT, which

generally aim at guaranteeing a certain level of performance under CSIT imper-

fections. Overall, the resultant robust precoder depends on the design criterion

and the model of CSIT imperfections.

In case where CSIT imperfection is due to channel estimation errors, the CSIT

errors are usually modeled as random variables with Gaussian distribution, and

the average or outage performance of the system is therefore considered, as

in [79–82]. In a di↵erent approach, CSIT errors due to quantization errors are

assumed to be bounded, and a common approach is worst-case optimization

that satisfies certain QoS requirements. The authors of [83] studied this problem

by minimizing the transmit power subject to the worst-case SINR requirements

with bounded CSIT errors, and provided solutions based on conservative ap-

proximations. For the same problem, [84] obtained a suboptimal solution using

S-procedure and SDP. An improved result with reduced computational complex-

ity was presented in [85], also using S-procedure. It is remarked that the use

of S-procedure [86] is prevalent in the literature, e.g., see [77, 87–90], to combat

bounded CSI errors, which turns the problem with infinitely many constraints

into a tractable formulation with finite number of linear matrix inequalities. The

problem of minimizing worst-case MSE of all users was considered and shown

to be NP-hard in [82, 91], and the authors o↵ered similar iterative algorithms

convergent to suboptimal solutions.

Robust beamforming in a multi-cell network was studied with convex approxi-

mations in [92,93], where distributed solutions with limited information exchange

between cells were proposed. [94] obtained the robust multi-cell beamforming de-

sign with global optimality with a branch-and-bound algorithm, which can serve
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as a benchmark to evaluate suboptimal algorithms that have reduced compu-

tational complexity. Recently, robust designs based on rate-splitting were pre-

sented in [95, 96], which have been shown to outperform conventional robust

designs thanks to its advanced interference management capabilities.

2.2.5 Physical Layer Techniques with Coded Caching

Following the seminal work of Maddah-Ali and Niesen [21], many studies have

been carried out for coded delivery over noisy broadcast channels in recent years.

When users may have di↵erent channel capacities, the user with the worst chan-

nel condition becomes the bottleneck limiting the performance of multicasting.

The global caching gain promised in [21] is hence not straightforward in prac-

tice. Coded caching in erasure broadcast channels is studied in [97] and [98]

by allocating cache memories at weak receivers to overcome this bottleneck. A

simple binary Gaussian broadcast channel is considered in [99], and an interfer-

ence enhancement scheme is used to overcome the limitation of weak users. A

cache-aided multicasting strategy over a Gaussian broadcast channel is presented

in [100], with superposition coding and power allocation. The authors in [101]

consider fading channels, and show that a linear increase in the sum delivery rate

with the number of users can be achieved with user selection.

Another important line of research has focused on evaluating the performance

of coded caching and delivery in the presence of multiple transmit antennas at

the server. Multicast beamforming, where the multiple-antenna BS multicasts

distinct data streams to multiple user groups, is an e�cient physical layer tech-

nique [63,65,74]. In [102], the authors extend the results in [101] to MISO fading

channels, where the same linear increase in content delivery rate with respect to

the number of users is achieved without CSIT, and an improvement is obtained

with spatial multiplexing when CSIT is available. In [103], coded delivery is em-

ployed along with zero-forcing to simultaneously exploit spatial multiplexing and
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caching gains. With multiple antennas at the BS, coded messages can be nulled

at unintended user groups, which increases the number of users simultaneously

served as compared to the single antenna setting. Particularly, this approach

was found to achieve the near-optimal DoF in [104]. In addition to the gain in

content delivery rate, employing multiple transmit antennas also allows reducing

the subpacketization level required in coded caching [105].

By treating the transmission of coded subfiles as a coordinated beamform-

ing problem, improved spectral e�ciency is achieved in [106] by optimizing the

beamforming vectors, which is also shown to achieve the same DoF as in [103]

in special cases. Observing that the complexity of the beamforming problem

grows exponentially with the number of subfiles delivered to each user, a low-

complexity design was proposed in [107] by limiting the number of subfiles de-

coded by each user, which was shown to outperform the scheme in [106] in the

high SNR regime with insu�cient transmit antennas, and at all SNR and rate

values with su�cient transmit antennas. Memory-sharing is proposed in [108] to

apply the content placement scheme of [21] for a fraction of the library, which

exploits both the spatial multiplexing gain and the global caching gain by send-

ing a common message together with user-dependent messages. The impact of

imperfect CSIT on achievable DoF is considered for MISO broadcast channels

in [109]. Similarly to [108], [110] adopts memory-sharing, and proposes a joint

unicast and multicast beamforming approach.
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Joint Beamforming for Unicast

and Broadcast Transmission

3.1 Introduction

With the growing demand for multimedia streaming applications, research

e↵orts to incorporate multicast and broadcast transmission into the cellular net-

work architecture have intensified in recent years. In 3G networks, MBMS was

introduced to support new point-to-multipoint radio bearers and multicast ca-

pability in the core network [111]. However, due to its reduced capacity, which

did not meet the requirement of mass media services, MBMS has never been

deployed commercially.

Following many field trials worldwide, the first commercial deployment of eM-

BMS, commercially known as LTE Broadcast, was launched in South Korea in

2014 [112]. eMBMS provides full integration and seamless transition between

broadcast and unicast modes [113], and significant performance improvement

with respect to MBMS, thanks to the higher and more flexible data rates pro-

vided by the LTE architecture. Furthermore, it also allows single frequency net-

work (SFN) operation across di↵erent cells as in digital television broadcasting,

since the LTE waveform is OFDM-based. While it is commonly accepted that

eMBMS, in its current form, needs further enhancements to be adopted as a suc-

cessful commercial platform for TV broadcasting [114], it has been proposed as a

converged platform in the UHF band for TV and mobile broadband [115], [116].

40
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For eMBMS TV services, a study has been carried out within 3GPP in 2015

for application scenarios and use cases, as well as for potential requirements and

improvements [117]. In 2017, advances have been published in the 3GPP Re-

lease 14, including standardization of radio interfaces between mobile network

operators and broadcasters and the possibility for free-to-air reception, which is

an essential feature for broadcasting TV programs over mobile networks [118].

While the standardization and evolvement of point-to-multipoint transmission

are primarily led by multimedia broadcasting services, point-to-multipoint trans-

mission techniques have also been adopted in LTE-Advanced Pro for emerging

use cases including vehicular to everything (V2X), Internet of things (IoT) and

machine-type communication (MTC) [119]. In 2019, the Study Item on poten-

tial enhancements on the existing 5G architecture for 5G multicast-broadcast

services has been approved by 3GPP, which opens the door to the standardiza-

tion of MBMS in the 3GPP Release 17 for 5G [120].

While the existing standards of MBMS are based on orthogonal multiplexing,

where MBMS and unicast services are scheduled in di↵erent time frames, super-

position coding, as a NOMA technique, has been adopted in the next-generation

TV broadcasting US standard ATSC 3.0 [121] under the name layer division mul-

tiplexing (LDM) [122]. At the cost of an increased complexity at the receivers,

which need to perform interference cancellation by decoding the generic broad-

cast content prior to decoding the unicast content, LDM may provide significant

gains especially when the superposed signals exhibit large disparities in terms of

signal-to-noise-plus-interference ratio (SINR). This is expected to be the case for

multiplexing broadcast and unicast services. In fact, the unicast throughput is

limited by intercell interference; and hence, increasing the transmit unicast power

across the network does not necessarily improve the unicast SINR. In contrast,

broadcast does not su↵er from intercell interference in an SFN, and increasing

the broadcast power results in an increased SINR. This not only helps improve

the reliability of the broadcast layer, but it also reduces the interference on the
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unicast messages as the broadcast layer can be decoded and cancelled more re-

liably. A performance comparison of LDM with TDM/FDM for unequal error

protection in broadcast systems in the absence of multicell interference from an

information theoretic perspective can be found in [123].

In this chapter, we study the performance of non-orthogonal unicast and broad-

cast transmission in a cellular network via LDM, in order to demonstrate and

quantify its benefits compared to orthogonal transmission methods, i.e., TDM

and FDM. We assume an SFN operation for the broadcast layer, while allow-

ing arbitrarily clustered cooperation for the unicast data streams. Cooperative

transmission for broadcast tra�c, and potentially also for unicast data streams,

takes place by means of distributed beamforming at multi-antenna base stations.

To better account for potential practical impairments, and to evaluate the ro-

bustness of LDM in real systems, we also consider imperfections in channel state

information (CSI) through an additive error model. Beamforming and power al-

location between unicast and broadcast layers, and the so-called injection level in

the LDM literature (see, e.g., [123]), are optimized with the aim of minimizing the

sum-power under constraints on the user-specific unicast rates and the common

broadcast rate. The optimization of orthogonal transmission via TDM/FDM

is also studied for comparison, and the corresponding nonconvex optimization

problems are tackled by means of successive convex approximation (SCA) tech-

niques [124], as well as through the calculation of performance upper bounds by

means of the S-procedure followed by semidefinite relaxation (SDR) [125].

Finally, we also present an e�cient distributed implementation of the proposed

LDM system based on the dual decomposition method. The dual decomposition

based-algorithm allows each cluster of BSs cooperating to transmit a unicast

message to obtain their beamforming vector locally with limited information

exchange. A completely distributed implementation is not viable due to the

presence of the broadcast layer, whose beamforming vector needs to be deter-

mined centrally at one of the BSs or in the cloud; however, local computation
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of the unicast beamforming vectors allows exploiting the computation resources

distributed across the network, which can help parallelize these computations.

Orthogonal multiplexing of unicast and multicast services based on block di-

agonalization was presented in [126]. [127–129] studied the capacity region of

Gaussian broadcast channels with a common message. In contrast to the liter-

ature, this work focuses on performance comparison between LDM and TDM

for joint unicast and broadcast transmission, and have demonstrated the supe-

riority of LDM over TDM when using optimization-based beamforming. After

the publication of our conference paper, more recent studies have employed rate-

splitting for joint unicast and broadcast transmission [130]. Specifically, the

rate-splitting approach has been shown to outperform the conventional linear

precoding scheme adopted here, with increased complexity at the transmitter

and the receiver. Moreover, a better DoF can be achieved with rate-splitting in

case of imperfect CSIT.

3.2 System Model

We investigate downlink transmission in a cellular network that serves both

unicast and broadcast tra�c. Specifically, we focus on a scenario in which a dedi-

cated unicast data stream is to be delivered to each user, while there is a common

broadcast data stream intended for all the users. A more general broadcast traf-

fic model, in which distinct data streams are sent to di↵erent subsets of users,

could be included in the analysis at the cost of a more cumbersome notation, but

will not be further pursued in this chapter.

As illustrated in Fig. 3.1, the network is comprised of N cells, each consisting

of a base station (BS) with NT antennas and K single-antenna mobile users.

The notation (n, k) identifies the k-th user in cell n. All BSs cooperate via joint

beamforming for the broadcast stream to all the users, while an arbitrary cluster
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unicast

broadcast

Figure 3.1: Illustration of a multicell network with N=3 cells and K = 3
users in each cell with simultaneous unicast and broadcast transmission.

Cn,k of BSs cooperate for the unicast transmission to user (n, k). Accordingly, all

the BSs have access to the broadcast data stream, while only the BSs in cluster

Cn,k are informed about the unicast data stream to be delivered to user (n, k).

Note that, non-cooperative unicast transmission, whereby each BS serves only

the users in its own cell, can be obtained as a special case when Cn,k = {n},

for all users (n, k). Similarly, fully cooperative unicast transmission is obtained

when Cn,k = {1, . . . , N}, for all users (n, k). We denote the set of users whose

unicast messages are available at BS i as

Ui = {(n, k) | i 2 Cn,k}. (3.1)

We assume frequency-flat quasi-static complex channels, and define hi,n,k 2

CNT⇥1 as the channel vector from the BS in cell i to user (n, k). We use the

notation sU
n,k

to denote an encoded unicast symbol intended for user (n, k), and

sB to represent an encoded broadcast symbol. The signal received by user (n, k)
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at any given channel use can then be written as

yn,k =
NX

i=1

h
H

i,n,k
xi + nn,k, (3.2)

where xi 2 C
NT⇥1 is the symbol transmitted by BS i, and nn,k ⇠ CN (0, �2

n,k
)

is the additive white Gaussian noise. We assume that both the intended and

the interference signals at each user are in perfect synchronization without inter-

symbol interference.

In practice, BSs have to operate with imperfect CSI. In FDD systems, it may

arise from errors in downlink training-based CSI estimation, limited resolution

in CSI feedback links, or from delays in CSI acquisition over fading channels,

while in TDD systems, CSI errors are caused by impairments in channel estima-

tion or imperfect channel reciprocity (see [131] and references therein). In this

chapter, we consider only the imperfection on CSIT, and assume that the CSI

is perfectly known at the receivers. As common in the literature, we model the

CSI uncertainty with an additive error by setting

hi,n,k = ĥi,n,k + ei,n,k, (3.3)

where ĥi,n,k 2 C
M⇥1 is the estimated complex channel vector from cell i to user

(n, k) available at the BSs, and ei,n,k 2 C
NT⇥1 is the additive channel error.

For analytic convenience, we consider a bounded uncertainty set for CSI errors,

which is typically used to model CSI imperfection resulting from quantization

error due to feedback links of limited capacity. Hence, the set of channel vectors

from BS i to user (n, k) can be defined as

Hi,n,k={hi,n,k :hi,n,k= ĥi,n,k + ei,n,k, e
H

i,n,k
Qi,n,kei,n,k  1}, 8i, n, k, (3.4)

where Qi,n,k is a known positive definite matrix. Accordingly, the structure of

the uncertainty set of the quantization error vectors is known at the transmitters.
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In what follows, we will consider two modes of transmission, namely orthogonal

transmission via TDM and non-orthogonal transmission via LDM, where the

former will serve as a benchmark to evaluate the potential performance gains

from the LDM scheme.

3.2.1 TDM

We first consider the standard TDM approach based on the orthogonal trans-

mission of unicast and broadcast signals. Note that orthogonalization can also

be realized by means of other multiplexing schemes such as FDM, yielding the

same mathematical formulation. With TDM, each transmission slot of duration

T channel uses is divided into two subslots: a subslot of duration T0 channel

uses for unicast transmission, and a subslot of duration T � T0 for broadcast

transmission. Therefore, the signal xi transmitted by cell i can be written as

xi =

8
>><

>>:

P
(n,k)2Ui

w
U

i,n,k
sU
n,k

for 0  t < T0

w
B

i
sB for T0  t < T

, (3.5)

where w
U

i,n,k
2 CNT⇥1 represents the unicast beamforming vector applied at the

BS in cell i towards user (n, k), and w
B

i
2 CNT⇥1 is the broadcast beamforming

vector applied at the same BS.

The received signal yn,k at user (n, k) can be expressed as

yn,k=

8
>><

>>:

⇣ P
i2Cn,k

h
H

i,n,k
w

U

i,n,k

⌘
sU
n,k

+ zn,k + nn,k for 0 t< T0

⇣ NP
i=1

h
H

i,n,k
w

B

i

⌘
sB + nn,k for T0 t< T

, (3.6)

where

zn,k =
X

(p,q) 6=(n,k)

✓ X

i2Cp,q

h
H

i,n,k
w

U

i,p,q

◆
sU
p,q

(3.7)
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denotes the interference at user (n, k).

3.2.2 LDM

In LDM, the transmitted signal xi from the BS in cell i is the superposition of

the broadcast and unicast signals for the entire time slot, which can be written

as

xi = w
B

i
sB +

X

(n,k)2Ui

w
U

i,n,k
sU
n,k

for 0  t  T, (3.8)

for all channel uses in an entire time slot, i.e., for 0  t  T . We note that

the power ratio between broadcast and unicast, which is referred to as the

injection level (IL) in the literature (see, e.g., [123]), can be obtained as

IL = 10 log10
PB

PU
, (3.9)

where PB =
P

N

i=1 ||w
B

i
||
2 is the total broadcast power, and PU =

P
N

i=1

P
(n,k)2Ui

||w
U

i,n,k
||
2

is the total unicast power. The received signal at user (n, k) is given by

yn,k =
⇣ NX

i=1

h
H

i,n,k
w

B

i

⌘
sB +

⇣ X

i2Cn,k

h
H

i,n,k
w

U

i,n,k

⌘
sU
n,k

+zn,k + nn,k, for 0  t  T, (3.10)

where zn,k is the interference as defined in (3.7).

It is remarked that, this chapter is based on our result using the common

linear precoding technique [132], while a rate-splitting approach has recently been

shown to outperform the linear precoding scheme adopted here, with increased

transceiver complexity [130].
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3.3 Problem Formulation

As common in the literature [131], we consider robust design that optimizes

the system performance subject to worst-case QoS constraints. Specifically, the

power minimization problem for the above systems can be expressed in the fol-

lowing form:

min
{wB

i
},{wU

i,n,k
}

NX

i=1

⇣
||w

B

i
||
2 +

X

(n,k)2Ui

||w
U

i,n,k
||
2
⌘

(3.11a)

s.t. min
H

SINRB

n,k
� �B, 8n, k, (3.11b)

min
H

SINRU

n,k
� �U

n,k
, 8n, k, (3.11c)

where the explicit expressions for the SINRs at user (n, k) for broadcast and

unicast transmissions, namely SINRB

n,k
and SINRU

n,k
will be given below for TDM

and LDM separately. The constraints in (3.11b) and (3.11c) are imposed on the

worst-case SINRs for all possible channel realizations in the set H =
Q

i,n,k
Hi,n,k.

Note that, since all the users receive the same broadcast signal, we have enforced a

common broadcast QoS requirement. In contrast, the unicast SINR requirements

are allowed to be user-dependent.

It is remarked that, a common approach in the literature, as we adopt here, is

to evaluate the performance of beamforming designs with respect to the power

consumption for guaranteeing certain operational goals in practice. Alternatively,

one may maximize a system utility function, e.g., weighted sum-rate or minimum

SINR among users, subject to total or per-BS power constraints, which yields

the best achievable performance when the system operates at full capacity.
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3.3.1 TDM

From the expression of the received signal in (3.6), we derive the SINR for the

broadcast layer in TDM for user (n, k) as

SINRB-TDM
n,k

=
|h

H

n,k
w

B
|
2

�2
n,k

, (3.12)

where hn,k = [hT

1,n,k, . . . ,h
T

N,n,k
]T 2 CNNT⇥1 is the aggregated channel vector

from all the BSs to user (n, k). All broadcast beamforming vectors are similarly

aggregated into the vector wB = [wB
T

1 , . . . ,wB
T

N
]T 2 CNNT⇥1. The SINR for the

unicast layer is instead given as

SINRU -TDM
n,k

=
|h

(n,k)H

n,k
w

U

n,k
|
2

P
(p,q) 6=(n,k)

|h
(p,q)H

n,k
wU

p,q
|2 + �2

n,k

, (3.13)

where h
(p,q)
n,k

= [hT

i,n,k
]T
i2Cp,q

is the aggregated channel vector to user (n, k) from

all the BSs in cluster Cp,q of BSs that serve user (p, q), and w
U

n,k
= [wU

T

i,n,k
]T
i2Cn,k

is similarly defined as the aggregate unicast beamforming vector for user (n, k)

from all the BSs in cluster Cn,k.

We observe that the SINR targets �U -TDM
n,k

and �B-TDM for unicast and broad-

cast tra�c can be obtained from the corresponding transmission rates RU

n,k
and

RB, respectively, as

T0

T
log2(1 + �U -TDM

n,k
) = RU

n,k
, (3.14)

and

T � T0

T
log2(1 + �B-TDM) = RB. (3.15)
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3.3.2 LDM

With LDM, the broadcast layer, which is intended for all the users and usually

has a higher SINR, is decoded first by treating unicast signals as noise, as in

[9]. The users decode their unicast data streams after canceling the decoded

broadcast message. The broadcast SINR in LDM for user (n, k) is hence obtained

from the received signal (3.10) as follows

SINRB-LDM
n,k

=
|h

H

n,k
w

B
|
2

P
(p,q)

|h
(p,q)H

n,k
wU

p,q
|2 + �2

n,k

, (3.16)

while the unicast SINR is the same as TDM given in (3.13), i.e.,

SINRU -LDM
n,k

= SINRU -TDM
n,k

. (3.17)

Similarly to TDM, SINR thresholds for unicast and broadcast can be obtained

from the transmission rates RU

n,k
and RB, respectively, as

log2(1 + �U -LDM
n,k

) = RU

n,k
, (3.18)

and

log2(1 + �B-LDM) = RB. (3.19)

In [133], a performance lower bound on the power minimization problem is

obtained by standard SDR, assuming that perfect CSI is available at all the

BSs. In this chapter, the problem formulation incorporates CSI uncertainty in

(3.11b) and (3.11c) by imposing constraints on the worst-case performance over

all possible channel realizations on the optimization problem. The formulated

worst-case quadratically-constrained quadratic program (QCQP) is intractable

due to the induced additional constraints on the CSI error vectors. Nevertheless,
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the uncertainty due to CSI errors can be tackled by applying the S-procedure as

in [131], as a result of which SDR can be employed as in the perfect CSI case

to obtain a lower bound on the optimal solution. Furthermore, an achievable

beamformer design under the worst-case SINR constraints will be obtained based

on SCA, and its performance will be compared with the obtained lower bound.

3.4 Lower Bound via S-Procedure

The optimization problem in (3.11) contains an infinite number of constraints

in (3.11b) and (3.11c), thus it is intractable. To address this issue, S-procedure

[125] will be adopted to derive an equivalent but tractable problem formulation.

Specifically, the constraints in (3.11b) and (3.11c) can be equivalently turned

into a finite number of linear matrix inequalities, thereby allowing use of e�cient

optimization tools. Following the CSI error model in (3.4) we can form the

aggregated CSI error vector en,k for user (n, k) consistent with the aggregated

channel vector hn,k, and define the relaxed set of possible channel vectors to user

(n, k) as:

Hn,k , {hn,k : hn,k = ĥn,k + en,k, e
H

n,k
Qn,ken,k  1}, (3.20)

where

Qn,k ,
1

N

2

6664

Q1,n,k 0
. . .

0 QN,n,k

3

7775
. (3.21)

It is noted that the set of possible channel vectors in (3.20) is a relaxed version

of the original set given in (3.4). For reference, we present the S-procedure in

the following lemma for completeness.
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Lemma 3.1 (S-procedure). Let fi(x) , x
H
Fix+ g

H

i
x+x

H
gi + ci, for i = 0, 1,

where Fi 2 C
NM⇥NM is Hermitian semidefinite, g 2 CNM⇥1, and ci 2 R, then

f1(x)  0 for all x satisfying f0(x)  0 holds if and only if there exists a � � 0

such that

2

4 F1 g1

g
H

1 c1

3

5 � �

2

4 F0 g0

g
H

0 c0

3

5 . (3.22)

3.4.1 TDM

The constraint for the broadcast layer in (3.11b) can be rewritten as

(ĥH

n,k
+e

H

n,k
)WB(ĥn,k+en,k)��

2
n,k
�B
n,k

, for8eH

n,k
Qn,ken,k1,

where W
B , w

B
w

B
H

. By applying the S-procedure, the worst-case SINR con-

straint in (3.11b) can be recast as

2

4 W
B

W
B
ĥn,k

ĥ
H

n,k
W

B 1
�
B

n,k

ĥ
H

n,k
W

B
ĥn,k��2

n,k

3

5+�B
n,k

2

4Qn,k 0

0T
�1

3

5 ⌫ 0, (3.23)

for some �B
n,k
� 0, 8n, k. Accordingly to Lemma 3.1, the constraints on the

unicast transmissions in (3.11c) can be written as

(ĥn,k+en,k)
H

⇣ 1

�U
n,k

T
T

n,k
W

U

n,k
Tn,k�

X

(p,q) 6=(n,k)

T
T

p,q
W

U

p,q
Tp,q

⌘
·

· (ĥn,k + en,k) � �2
n,k

, for 8eH

n,k
Qn,ken,k  1, (3.24)

where W
U

n,k
, w

U

n,k
w

U
H

n,k
, and Tp,q is a constructed block matrix of dimension

|Cp,q|⇥N such that h(p,q)
n,k

= Tp,qhn,k. Following the S-procedure, the worst-case
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SINR constraint for the unicast layer can be recast as

2

4 Vn,k Vn,kĥn,k

ĥ
H

n,k
Vn,k ĥ

H

n,k
Vn,kĥn,k � �2

n,k

3

5+�U
n,k

2

4Qn,k 0

0T
�1

3

5 ⌫ 0,8n, k, (3.25)

for some �U
n,k
� 0, 8n, k, where Vn,k is defined as

Vn,k ,
1

�U
n,k

T
T

n,k
W

U

n,k
Tn,k �

X

(p,q) 6=(n,k)

T
T

p,q
W

U

p,q
Tp,q. (3.26)

Following these transforms and definitions, the problem in (3.11) can be relaxed

to a tractable semidefinite program by dropping the rank constraints on matrices

W
B and W

U

n,k
. Specifically, for TDM, the relaxed problem after SDR is given

by

min
WB ,{WU

n,k
},{�

B

n,k
},{�

U

n,k
}

tr(WB) +
NX

n=1

KX

k=1

tr(W U

n,k
) (3.27a)

s.t. (3.23) and (3.25), (3.27b)

�B
n,k
� 0,�U

n,k
� 0, 8n, k. (3.27c)

3.4.2 LDM

Similar to the analysis in TDM, the constraint on the broadcast transmission

in LDM can be equivalently written as

2

4 U Uĥn,k

ĥ
H

n,k
U ĥ

H

n,k
Uĥn,k � �2

n,k

3

5+ �B
n,k

2

4 Qn,k 0

0T
�1

3

5 ⌫ 0, (3.28)

where �U
n,k
� 0, 8n, k, and U is defined as

U , 1

�B
n,k

W
B
�

X

(p,q)

T
T

p,q
W

U

p,q
Tp,q. (3.29)
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The unicast constraint in LDM can be reformulated as in (3.25), hence the relaxed

problem after dropping the rank-1 constraints on matrices W
B and W

U

n,k
is

obtained as follows:

min
WB ,{WU

n,k
},{�

B

n,k
},{�

U

n,k
}

tr(WB) +
NX

n=1

KX

k=1

tr(W U

n,k
) (3.30a)

s.t. (3.25) and (3.28), (3.30b)

�B
n,k
� 0,�U

n,k
� 0, 8n, k. (3.30c)

As the rank-1 constraint has been dropped in (3.27) and (3.30), the corresponding

optimal solutions provide lower bounds on the optimal solutions of the original

problems in (3.11). Note that, under perfect CSI, i.e., ei,n,k = 0, the problem

formulation in (11) boils down to the one presented in [133], and the solution

obtained by first applying the S-procedure is equal to that obtained directly by

SDR.

3.5 Upper Bound via SCA

Instead of adopting Gaussian randomization [134] to obtain a feasible (achiev-

able) beamforming scheme, we leverage the SCA method [124] to obtain an

achievable beamformer, which yields an upper bound on the minimum required

power. In particular, by rewriting the nonconvex QoS constraints as the di↵er-

ence of convex (DC) functions, the SCA algorithm reduces to the conventional

convex-concave procedure [135]. We remark that the SCA scheme is known to

converge to a stationary point of the original problem [124].

In order to apply the SCA approach, each nonconvex constraint in (3.11) will

be expressed as

g(w) = g+(w)� g�(w)  0, (3.31)
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where g+(w) and g�(w) are both convex functions on the set of all beamforming

vectors w. Then a convex upper bound is obtained by linearizing the nonconvex

part around any given vector u, yielding the stricter constraint on the solution

w as

g̃(w;u) , g+(w)� g�(u)�5wg
�(u)T (w � u)  0. (3.32)

3.5.1 TDM

The constraint in (3.11b) on the broadcast layer can be approximated and

replaced by the following tighter constraint:

|ĥ
H

n,k
w

B
|� |e

H

n,k
w

B
| �

p
�B�n,k for 8 e

H

n,k
Qn,ken,k  1, (3.33)

which can be further tightened as:

|ĥ
H

n,k
w

B
|� kQ

�
1
2

n,k
w

B
k �

p
�B�n,k, (3.34)

since |e
H

n,k
w

B
|  kQ

�
1
2

n,k
w

B
k holds for the CSI error vectors en,k as we have

en,k 2 {Q
�

1
2

n,k
u | kuk  1}.

The constraint in (3.34) is in the DC form, for which SCA can be adopted to

obtain an iterative algorithm which converges to a stationary point of the original

problem. The constraint at the ⌫-th iteration of the SCA algorithm is given by

p
�B�n,k+kQ

�
1
2

n,k
w

B
k+ |ĥ

H

n,k
w

B(⌫)|� 2
ĥ

H

n,k
ĥn,kw

B
H

(⌫)

|ĥ
H

n,k
wB(⌫)|

w
B
 0, 8n, k. (3.35)
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Also, the constraint in (3.11c) for the unicast transmission can be tightened by

considering the worst-case SINR, i.e.,

min
H

|h
(n,k)H

n,k
w

U

n,k
|
2

max
H

P
(p,q) 6=(n,k)

|h
(p,q)H

n,k
wU

p,q
|2 + �2

n,k

� �U
n,k

, for 8n, k, (3.36)

which can then be replaced equivalently by the following set of constraints:

max
H

|h
(p,q)H

n,k
w

U

p,q
|  �(p,q)

n,k
, 8n, k, 8(p, q) 6= (n, k), (3.37a)

min
H

|h
(n,k)H

n,k
w

U

n,k
| � tU

n,k
, (3.37b)

�U
n,k

⇣ X

(p,q) 6=(n,k)

�(p,q)2

n,k
+ �2

n,k

⌘
� tU

2

n,k
 0, (3.37c)

where {tU
n,k

} and {�(p,q)
n,k

} are auxiliary variables. Note that �(p,q)
n,k

indicates the

interference power from BSs in the cluster Cp,q to user (n, k), and tU
n,k

indicates

the received unicast power at user (n, k). The constraint in (3.37a) and (3.37b)

can be further relaxed by

|ĥ
(p,q)H

n,k
w

U

p,q
|+ |Q

(p,q)�1/2

n,k
w

U

p,q
|�(p,q)

n,k
, 8n, k, 8(p, q) 6= (n, k), (3.38)

and

tU
n,k

+ kQ(n,k)�1/2

n,k
w

U

n,k
k � |ĥ

(n,k)H

n,k
w

U

n,k
|  0, (3.39)

respectively, where Q(p,q)�1/2

n,k
= Q

�1/2
n,k

Tp,q. According to (3.31) and (3.32), in the

SCA algorithm, the corresponding constraints in the ⌫-th iteration for (3.37c)

and (3.39) can be written as

�U
n,k

⇣ X

(p,q) 6=(n,k)

�(p,q)2

n,k
+�2

n,k

⌘
+tU

2

n,k
(⌫)�2tU

n,k
(⌫)tU

n,k
 0,8n, k, (3.40)
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Table 3.1: SCA Algorithm for the Joint Beamforming Problem with TDM
and LDM

STEP 0: Set ⌫ = 1. Set a step size µ.
Initialize w

B(1) and w
U

n,k
(1) with feasible values

STEP 1: If a stopping criterion is satisfied, then STOP
STEP 2: Set wB(⌫ + 1) = w

B(⌫) + µ(wB
�w

B(⌫)),
w

U

n,k
(⌫ + 1) = w

U

n,k
(⌫) + µ(wU

n,k
�w

U

n,k
(⌫)),

where {w
B
} and {w

U

n,k
} are obtained as solutions

of problems (3.42) for TDM and (3.48) for LDM
STEP 3: Set ⌫ = ⌫ + 1, and go to STEP 1

and

tU
n,k

+kQ(n,k)�
1
2

n,k
w

U

n,k
k+ |h

(n,k)H

n,k
w

U

n,k
(⌫)|� 2

ĥ
(n,k)H

n,k
ĥ

(n,k)
n,k

w
U

H

n,k
(⌫)

|ĥ
(n,k)H

n,k
w

U

n,k
(⌫)|

w
U

n,k
 0, 8n, k,

(3.41)

respectively.

Due to the fact that the feasible convexified constraints in (3.35), (3.38), (3.40)

and (3.41) are stricter than the original constraints in (3.11), the solution ob-

tained at each iteration is feasible for the original problem (3.11) as long as a

feasible initial point is available. When the stopping criterion is satisfied, we take

the last iteration as the solution of the SCA algorithm. Please refer to Table 3.1

for an algorithmic description of the SCA approach.

When obtaining the numerical results in the next section, initialization of the

SCA algorithm is carried out based on the solution {W
B
} and {W

U

n,k
} obtained

from the S-procedure. Specifically, we perform a rank-1 reduction of matrices

{W
B
} and {W

U

n,k
}, obtaining vectors {w

B
} and {w

U

n,k
}, respectively, as the

largest principal component. These vectors are then scaled with the smallest

common factor t, which is evaluated through line search, to satisfy constraints

(3.11b) and (3.11c), yielding the initial points {wB(1)} and {w
U

n,k
(1)} for SCA.

If a feasible value for t is not found through a line search, then the SCA method
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is considered to be infeasible. Further discussion on this point can be found in

Section V.

As a summary, the relaxed version of the problem for (3.11) in TDM in the

SCA form is given as

min
wB ,{wU

n,k
},{�

(p,q)
n,k

},{t
U

n,k
}

kw
B
k
2 +

X

(n,k)

kw
U

n,k
k
2 (3.42a)

s.t. (3.35), (3.38), (3.40), and (3.41). (3.42b)

3.5.2 LDM

Similarly to the TDM approach, the constraint in (3.11b) can be relaxed as

the worst-case SINR constraint, i.e.,

min
H

|h
H

n,k
w

B
|
2

max
H

P
(p,q)

|h
(p,q)H

n,k
wU

p,q
|2 + �2

n,k

� �B, (3.43)

which is then replaced by the following equivalent constraints:

max
H

|h
(p,q)H

n,k
w

U

p,q|  �(p,q)
n,k

, (3.44a)

min
H

|h
H

n,k
w

B
| � tB

n,k
, (3.44b)

�U
n,k

�X

(p,q)

�(p,q)2

n,k
+ �2

n,k

⌘
� tB

2

n,k
 0 (3.44c)

for all n, k, where {tB
n,k

} are auxiliary variables indicating the received broadcast

power at user (n, k). Similarly to the relaxation we adopt for the TDM case, the

constraint in (3.44a) can be relaxed as

|ĥ
(p,q)H

n,k
w

U

p,q
|+ |Q

(p,q)�1/2

n,k
w

U

p,q
|  �(p,q)

n,k
, 8n, k, p, q (3.45)
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for all n, k. The constraint in (3.44b) can be relaxed as

tB
n,k

+ kQ
�

1
2

n,k
w

B
k � |ĥ

H

n,k
w

B
|  0, (3.46)

which is in the convex-concave form. According to (3.31) and (3.32), in the SCA

algorithm, the corresponding constraints in the ⌫-th iteration for (3.44c) and

(3.46) can be written as

�B
n,k

⇣X

(p,q)

�(p,q)2

n,k
+ �2

n,k

⌘
+ tB

2

n,k
(⌫)� 2tB

n,k
(⌫)tB

n,k
 0,8n, k, (3.47)

and

tB
n,k

+ kQ
�

1
2

n,k
w

B
k+ |h

H

n,k
w

B(⌫)|� 2
ĥ

H

n,k
ĥn,kw

B
H

(⌫)

|ĥ
H

n,k
wB(⌫)|

w
B
 0, 8n, k,

respectively. As a summary, the relaxed version of the (3.11) for LDM in the

SCA form is given as

min
wB ,{wU

n,k
},{�

(p,q)
n,k

},{t
B

n,k
},{t

U

n,k
}

kw
B
k
2+

X

(n,k)

kw
U

n,k
k
2 (3.48a)

s.t. (3.40), (3.41), (3.45), (3.47), and (3.48a). (3.48b)

3.6 Distributed Approach

In this section, we propose a distributed algorithm to solve the SCA problem

in (3.48) using dual decomposition as in [124]. In particular, while the broad-

cast beamforming vector wB is designed at a central node that gathers full CSI

between all the BSs and the users, the optimization of unicast beamforming vec-

tors {wU

n,k
} is o✏oaded to the processing unit of the corresponding cluster Cn,k,

which can be located at one of the BSs within the cluster. This distributed im-

plementation is made possible by the fact that the optimization of {wU

n,k
} can be
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decomposed into NK independent subproblems, and the processing unit of each

cluster Cn,k can calculate w
U

n,k
locally, but still optimally, based only on local

CSI, in addition to certain limited information exchange with other clusters.

The benefits of this distributed implementation are as follows. First, it reduces

the computational requirements on the central processing unit as compared to

the centralized approach. This is done by parallelizing the computation by dis-

tributing it across many nodes in the network. Second, transmitting all the CSI

back to a central unit may lead to increased CSI uncertainty, as the CSI could

need to be further compressed to be communicated to a single node. In our for-

mulation here, for simplicity, we consider the same CSI error variance for both

the broadcast and unicast beamforming optimization problems. Finally, in the

absence of a broadcast message destined for the whole network, all computations

can be carried out locally at the cluster heads.

For clarity, to start, we reproduce the problem in (3.48):

min kwB
k
2 +

X

(n,k)

kw
U

n,k
k
2 (3.49a)

s.t. |ĥ(p,q)H

n,k
w

U

p,q
|+kQ(p,q)�1/2

n,k
w

U

p,q
k�(p,q)
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,8n, k, p, q, (3.49b)
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� 2
ĥ

H

n,k
ĥn,kw
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H

(⌫)

|ĥ
H

n,k
wB(⌫)|

w
B
 0, 8n, k. (3.49f)

We now introduce Lagrangian multipliers � , {�(p,q)
n,k

},µ , {µn,k}, , {n,k}, ⇠ ,
{⇠n,k},⇢ , {⇢n,k} for the constraints in (3.49b)-(3.49f), respectively, and define

z ,
⇣
w

B, {wU

n,k
}, {�(p,q)

n,k
}, {tB

n,k
}, {tU

n,k
}

⌘
. Then the Lagrangian of (3.49) can

then be obtained as
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ĥ

H

n,k
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The optimization problem in (3.49) is strongly convex and satisfies Slater’s condi-

tion, thus strong duality holds. Therefore, the optimal solution can be obtained

by solving its dual problem, which is given by

max
�,µ,,⇠,⇢

D (�,µ,, ⇠,⇢; z(⌫)) (3.52a)

s.t. � � 0,µ � 0, � 0, ⇠ � 0,⇢ � 0, (3.52b)

where the dual function D (�,µ,, ⇠,⇢; z(⌫)) is obtained by minimizing the La-

grangian over the primal variables as
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yielding the optimal solutions ẑ (�,µ,, ⇠,⇢) =
⇣
ŵ

B

n,k
, {ŵU

n,k
}, {�̂(p,q)

n,k
}, {t̂U
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⌘
.

The optimization over wU

n,k
, �(p,q)

n,k
, tU

n,k
, tB

n,k
in (3.53) can be decomposed into NK

separable subproblems. The dual function D (�,µ,, ⇠,⇢; z(⌫)) is di↵erentiable

with its gradient given by
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ŵ

U

n,k
k � �̂(n,k)

p,q
, 8p, q, (3.54a)

rµn,k
D (�,µ,, ⇠,⇢; ẑ(⌫)) = �U
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all of which can be computed e�ciently in a distributed manner.

Overall, the obtained algorithm is a double-loop scheme. The outer loop con-

sists of the SCA iterations as described in Table 3.1. In each of the SCA itera-

tion, gradient descent based dual ascent algorithm is adopted. First, the primal

variable z
j is updated by solving the optimization problems outlined in (3.53a)-

(3.53e), each of which is solved by solving NK subproblems. Specifically, the

update of wU
j

n,k
only requires local CSI, i.e., ĥ(n,k)

p,q for 8p, q, and other local in-

formation such as �
(n,k) and n,k. Similarly, the updates of tU

n,k
and tB

n,k
only

require local information. On the other hand, the update of the networkwide

beamforming vector wB
j

needs full CSI across the network, as well as gathered

information ⇢n,k from all the clusters. The update of �n,k, which measures the

received interference powers at user (n, k) from BSs outside the cluster Cn,k, in-

volves the exchange of {�(p,q)
n,k

} from all p, q. Once the primal variable is updated,

dual variable updates can be executed with the gradient descent method, with

gradient given in (3.54a)-(3.54e), respectively. Note that the update of dual vari-

ables can be performed locally with the message wB
j

from the central processing

unit. The detailed algorithm description can be found in Table 3.2. We finally
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Table 3.2: Distributed Algorithm within the v-th SCA iteration in LDM

STEP 0: Set j = 1. Initialize dual variables �0,µ0,0, ⇠0,⇢0.
STEP 1: If the stopping criterion is satisfied, then STOP
STEP 2: At the central node:

solve (3.53a) to obtain w
B

j

At each cluster Cn,k:
update w

U
j

n,k
, tU

j

n,k
, tB

j

n,k
with only local information

update �
j

n,k
with �(p,q)

j�1

n,k
from Cp,q where (p, q) 6= (n, k)

STEP3: The central node broadcasts wB
j

to all the clusters

Each cluster Cn,k sends �(p,q)j

n,k
to Cp,q

STEP 4: At each cluster Cn,k:
update �

n,k
j

, µj

n,k
,j

n,k
, ⇠j

n,k
, ⇢j

n,k
according to (3.54a)-(3.54e)

Each cluster Cn,k sends �(n,k)
j

p,q to Cp,q

STEP 4: Set j = j + 1, and go to STEP 1

remark that, while the computation of the broadcast beamforming vector is per-

formed at a processing unit with full CSI, the proposed implementation is more

e�cient when compared to the centralized approach thanks to the distributed

optimization of unicast transmissions. Specifically, the optimization problems in

(3.53b)-(3.53e) can be solved in parallel using distributed computing resources,

and each of the problems is for a single scalar variable or for a vector of dimension

M or NK.

3.7 Simulation Results

In this section, simulation results are presented to obtain insights into the

performance comparison between LDM and TDM for the purpose of transmission

of unicast and broadcast services in cellular systems. Unless stated otherwise,

we consider a network comprised of macro-cells, each with K = 3 single-antenna

active users. The radius of each cell is 500 m, and the users are located uniformly

around the BS at a distance of 400 m. Each BS is equipped with NT = 3

antennas. All channel vectors hi,n,k are written as hi,n,k =
�
10�PL/10

�1/2
h̃i,n,k,
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where the path loss exponent is modeled as PL = 148.1 + 37.6log10(di,n,k), with

di,n,k denoting the distance (in kilometers) between the i-th BS and user (n, k),

and h̃i,n,k denoting an i.i.d. vector accounting for Rayleigh fading of unitary

power. The noise variance is set to �2
n,k

= �134 dBW for all users (n, k). Unless

stated otherwise, we assume non-cooperative unicast transmission, i.e., each BS

is informed only about the unicast data streams of its own users.
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Figure 3.2: The CDF of power consumption per BS with target rates
RB=3 bps/Hz and RU=0.5 bps/Hz.

3.7.1 Perfect CSI

Initially, we assume perfect CSI at all the BSs in the network. We plot the

cumulative distribution function (CDF) of the transmission power per BS for

LDM and TDM with N = 3 cells in Fig. 3.2. For the latter, we consider di↵erent

values for the fraction of time T0/T devoted to unicast tra�c. Other values of

T0/T were seen not to improve the performance. The transmission power per BS

is defined as the sum-power divided by the number of BSs. We observe that the

curves may represent improper CDFs in the sense that their asymptotic values
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may be below 1. This gap accounts for the probability of the set of channel

realizations in which the problem is found to be infeasible. We refer to the

previous section for the assumed definition of infeasibility for SCA, whereas the

standard definition is used for the convex problems in (3.27) and (3.30) solved

using the S-procedure. Henceforth, we refer to the probability of an infeasible

channel realization as the outage probability.
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Figure 3.3: Power consumption per BS as a function of the number of cells
with target rates RB=3 bps/Hz and RU=0.5 bps/Hz.

We can observe from Fig. 3.2 that LDM enables a significant reduction in the

transmission power per BS as compared with TDM. In fact, even with an opti-

mized choice of T0/T , LDM can improve the 95th percentile of the transmitted

power per BS by around 7 dB. Another observation is that SCA operates close

to the lower bound set by SDR. Note also that LDM has a significantly lower

outage probability than TDM. Finally, we remark that a large value of T0/T

is beneficial to obtain a lower outage probability in TDM, suggesting that the

unicast constraints have more significant impact on the feasibility of the prob-

lem due to the need to cope with the mutual interference among unicast data
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streams. For the rest of this section, the displayed power values correspond to

the 95th percentile of the corresponding CDF.
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Figure 3.4: Power consumption per BS as a function of the number of cells
with target rates RB=3 bps/Hz and RU=0.5 bps/Hz.

Next we study the impact of the number of cells on the performance of the

system. To this end, Fig. 3.3 and Fig. 3.4 show the power per BS as a function of

the number of cells. Specifically, Fig. 3.3 shows the overall power per BS, while

Fig. 3.4 illustrates separately the power per BS used for the broadcast and unicast

layers. Note that in Fig. 3.4 we fixed T0/T = 0.5, while in Fig. 3.3 we also show

the power obtained by selecting, for any number of cells, the value of T0/T that

minimizes the overall sum-power consumption (obtained by a line search). A key

observation from Fig. 3.3 is that the power saving a↵orded by LDM increases

with the number of cells. This gain can be attributed to the following two facts:

(i) the optimal injection level is high (see Fig. 3.4), and hence the broadcast

layer requires more power than unicast; and (ii) the performance of LDM is

enhanced by the presence of more cells broadcasting the same message in the

SFN, which increases the broadcast SINR and the broadcast layer can be more

easily canceled by the users. The latter fact can be seen from Fig. 3.4, in which
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the required unicast power decreases with the number of cells when using LDM,

unlike in TDM. Furthermore, the optimal IL of TDM decreases significantly, also

suggesting that TDM is more sensitive to the mutual interference introduced by

unicast data streams.

Fig. 3.5 compares the required power per BS for non-cooperative unicast

transmission and for fully cooperative unicast transmission, i.e., clusters Cn,k =

{1, . . . , N} for all users (n, k). Here we consider a network comprised of N = 3

cells, and set T0/T = 0.8 for TDM. From Fig. 3.5, it can be concluded that a

higher unicast rate entails larger power savings by means of cooperative unicast

transmission, especially for TDM. It is also worth mentioning that the LDM

approach without BS cooperation in unicast transmission can even outperform

the fully cooperative TDM approach in certain scenarios, e.g., when the rate for

unicast messages is considerably lower than the broadcast rate.
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Figure 3.5: Power consumption per BS, separately for the unicast and broad-
cast signals, for values of unicast rate with RB=2 bps/Hz for non-cooperative
and fully cooperative schemes.
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Figure 3.6: Power consumption per BS as a function of the broadcast rate
with RU=0.5 bps/Hz

We present the required power per BS of LDM and TDM as a function of

the broadcast rate in Fig. 3.6. The unicast rate is set to RU = 0.5 bps/Hz for

all the users. The optimal time allocation T0 in TDM is found by a line search

with step size 0.05. When only unicast transmissions exist, i.e., RB = 0, both

LDM and TDM problems boil down to the multigroup multicast beamforming

problem, and have the same performance in terms of power consumption. When

the broadcast message and unicast messages are jointly transmitted, LDM always

outperforms TDM in the considered range of broadcast rates. It is also concluded

that the performance gain of LDM is larger with a higher user density.

Finally, we show the impact of the distance between users and the BS on

the performance of TDM and LDM in Fig. 3.7. Here we consider the network

consisting of N = 5 cells, each with a BS of M = 5 antennas. The scenarios

with K = 1 and K = 5 users in each cell are simulated to observe the impact

of user density on the performance of the system. It can be seen that LDM

always outperforms TDM and has a power gain of around 5 dB in the considered
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range of distances. It is also observed that LDM can provide the same level of

performance for cell-edge users as cell-center users in TDM.
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Figure 3.7: Power consumption per BS as a function of the distance between
users and BSs with RB=1 bps/Hz, RU=0.5 bps/Hz, N = 5, and M = 5.

Next, we present the performance comparison between TDM and LDM consid-

ering two practical impairments, namely, imperfect channel coding, and imperfect

CSI.

3.7.2 Imperfect Channel Coding

To account for the channel coding suboptimality, the SNR gap to capacity for

broadcast and unicast layers is introduced as in [123]. Then, the SINR expres-

sions of the broadcast signal are modified as follows:

SINRB-TDM
n,k

= �B
|h

H

n,k
w

B
|
2

�2
n,k

(3.55)
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and

SINRB-LDM
n,k

= �B
|h

H

n,k
w

B
|
2

P
(p,q)

|h
(p,q)H

n,k
wU

p,q
|2 + �2

n,k

, (3.56)

as opposed to (3.12) and (3.16) for TDM and LDM, respectively, where �B is

the SNR gap to capacity of the broadcast layer. Similarly, the SINR expressions

for the unicast transmission in (3.13) and (3.17) are modified to

SINRU -LDM
n,k

= SINRU -TDM
n,k

= �U
|h

(n,k)H

n,k
w

U

n,k
|
2

P
(p,q) 6=(n,k)

|h
(p,q)H

n,k
wU

p,q
|2 + �2

n,k

, (3.57)

where �U is the SNR gap to capacity for the unicast layer.

The outage probability versus the SNR gap, measured in dB, is presented in

Fig. 3.8(a), while the corresponding transmission power per BS for LDM and

TDM are depicted in Fig. 3.8(b). It can be observed that the outage probability

of TDM significantly increases with the increased SNR gap from perfect channel

coding, while the outage probability of LDM remains zero in our setting. In

the state-of-the-art terrestrial broadcasting system where �U = �B = �1 dB

are considered as the realistic values for the SNR gaps of the two layers [123],

although TDM provides acceptable system service availability, the power con-

sumption is found to be about 10 dB higher than LDM, as shown in Fig. 3.8(b).

It can be further noticed that even when the SNR gap is 3 dB in LDM, the power

consumption is still lower than TDM with ideal channel coding.
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Figure 3.8: Outage probability and power consumption per BS for various
values of SNR gap from ideal channel coding with target rates RB=3 bps/Hz
and RU=0.5 bps/Hz.
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Figure 3.9: Power consumption per BS as a function of CSI error bound ✏2

with target rates RB=1 bps/Hz and RU=1 bps/Hz.

3.7.3 Imperfect CSI

We then demonstrate the e↵ect of imperfect CSI on the performance. The

channel error covariance matrix is set as Qi,n,k = 1/✏2IM , where ✏2 is the com-

mon CSI error variance for all ei,n,k’s. It is observed in Fig. 3.9 that the power

consumption per BS increases for both TDM and LDM systems, with the in-

crease in CSI error variance ✏2. It is interesting to note that the minimum re-

quired power of TDM increases faster than that of LDM, indicating that TDM is

more sensitive to CSI errors compared to LDM. This e↵ect resembles the results

encountered with higher unicast rate requirement and more users. In general,

LDM outperforms TDM in terms not only of power consumption, but also of

robustness against flexible system QoS targets and CSI imperfections.
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Figure 3.10: Convergence of the dual decomposition-based algorithm and
relative error within dual ascent iterations for a given SCA subproblem.
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3.7.4 Distributed Implementation

We first demonstrate that the distributed algorithm can converge to the same

optimal solution as the centralized scheme, as shown in Fig. 3.10(a). The cen-

tralized solution was obtained by solving the optimization problem in (3.48) by

CVX. The performance of the proposed dual decomposition-based distributed al-

gorithm is studied in Fig. 3.10(b). The relative error at the j-th iteration of the

algorithm in the ⌫-th SCA loop is computed by � = |pj�p⇤|/p⇤, where pj denotes

the dual ascent solution at iteration j, and p⇤ denotes the optimal solution ob-

tained by CVX in the best precision mode. The appropriate penalty parameters

⇢ are found empirically to observe fast convergence. Accordingly, Fig. 3.10(b)

shows the convergence behavior of the distributed solution as a function of the

number of iterations. It can be seen that for LDM, the algorithm converges fast

to achieve an acceptable relative value, say � = 10�4, within 500 iterations for a

N = 7 cell network.

3.8 Conclusions

In this chapter, we have analyzed the performance gain of LDM over TD-

M/FDM as a potential NOMA approach for simultaneous transmission of broad-

cast and unicast messages over cellular networks. Joint beamforming design and

power allocation was formulated as a sum-power minimization problem under

distinct QoS constraints for the individual unicast messages and the common

broadcast message. The resulting non-convex problem has been tackled by means

of SCA and S-procedure, which provide upper and lower bounds on the optimal

solution, respectively. Our numerical results have shown that the upper and

lower bounds are tight, which indicates the near-optimality of the proposed solu-

tions. We have also observed that LDM significantly improves the performance

as compared to orthogonal transmission, and that it provides power savings for
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both the unicast and broadcast transmissions thanks to more e�cient resource

allocation. We have seen that the benefit of the increased bandwidth available

for the broadcast layer outweighs the interference caused by unicast transmis-

sions. In the case of imperfect CSI, we have noted that, while increased CSI

error adversely a↵ects both LDM and TDM, the increase in minimum required

power as a function of the CSI error variance is much faster with TDM compared

to LDM, indicating that LDM also provides better robustness against CSI un-

certainties commonly experienced in real systems. A dual decomposition-based

distributed solution has also been presented, which facilitates e�cient distributed

implementation for the LDM technique.



Chapter 4

Beamforming for Coded Content

Delivery

4.1 Introduction

In this chapter, motivated by the results in [103] and [106], we consider a cache-

aided MISO broadcast channel. Firstly, a general framework for cache-aided

downlink beamforming is formulated, focusing on the minimum required transmit

power for delivering the contents at a prescribed common rate. The resultant

nonconvex optimization problem is tackled by successive convex approximation

(SCA), which is guaranteed to converge to a stationary solution of the original

nonconvex problem. As noted in [106], the beamforming design involves solving

an optimization problem with exponentially increasing number of constraints

with the number of coded messages each user decodes in each time slot. To

limit the complexity, we propose a novel content delivery scheme, in which the

coded subfiles, each targeted at a di↵erent subset of receivers, are delivered over

multiple orthogonal time slots, while the number of coded messages each user

decodes in each time slot can be flexibly adjusted. Unlike the simplified scheme

proposed in [106], the proposed scheme does not limit the number of users served

in each time slot, but directly limits the number of messages each user decodes,

and hence, the complexity of the decoder. We propose a greedy algorithm that

decides the multicast messages to be delivered at each time slot, and the number

of time slots. We then consider the joint design of the beamforming vectors

together with the content delivery scheme with a constraint on the maximum

77
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Figure 4.1: Illustration of a cache-aided MISO channel with K = 3 users.
Multi-antenna BS employs multicast beamforming to deliver the missing parts
of users’ requests.

number of messages each user can decode in any time slot. We formulate this

joint optimization as a power minimization problem with sparsity constraints,

and solve it via SCA to obtain a stationary solution. Our numerical results show

that the proposed greedy scheme has a minimal performance gap to that of the

optimization-based delivery scheme, and provide significant gains over the one

proposed in [106] in terms of transmit power, particularly in the high rate/high

signal-to-noise ratio (SNR) regime.

4.2 System Model

We consider downlink transmission within a single cell, where a BS equipped

with NT antennas serves K single-antenna cache-equipped users, as illustrated

in Fig. 4.1. We consider a library of N files, denoted by V , (V1, · · · , VN), each

distributed uniformly over the set
⇥
2nR

⇤
1, available at the BS, where R and n

1For any positive real X, we define [X] as the set of positive integers less than or equal to
X.
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represent the rate of each file and the blocklength, respectively. Each user is

equipped with a local cache that can store up to M files, and the corresponding

caching factor, t, is defined as the ratio of the total cache capacity across all the

receivers to the library size, t , MK/N .

Contents are placed at users’ caches during o↵-peak periods without any prior

information on user requests. Caching function for user k is denoted by �(n)
k

:
⇥
2nR

⇤N
!

⇥
2nMR

⇤
, which maps the library to the cache contents Zk at user k, i.e.,

Zk = �k(V ), k 2 [K], without the knowledge of channel state information (CSI).

Once the users reveal their demands d , (d1, . . . , dK), where dk 2 [N ], 8k 2 [K],

signal x 2 CNT⇥n is transmitted, where x = [x1 · · ·xn], and xi 2 CNT⇥1 is the

channel input vector at time i, i = 1, · · · , n. An average power constraint P is

imposed on each channel input x. User k receives

yk = h
H

k
x+ nk, (4.1)

where hk 2 CNT⇥1 is the channel vector from the BS to the k-th user, and nk 2

C1⇥n is the additive white Gaussian noise at user k with each entry independent

and identically (i.i.d.) distributed according to CN (0, �2
k
), k 2 [K]. We assume

that the CSI is perfectly known to the BS and the receivers in the delivery phase.

Hence, the encoding function at the BS,  (n) :
⇥
2nR

⇤N
⇥[N ]K⇥CNT⇥K

! CNT⇥n,

maps the library, the demand vector, and the CSI to the channel input vector. We

note here that, while the channel encoding function  (n) depends on the demand

vector and the CSI, caching functions �(n)
k

depend only on the library. After

receiving yk, user k reconstructs V̂dk
using its local cache content Zk, channel

vector hk, and demand vector d through function µ(n)
k

: Cn
⇥
⇥
2nMR

⇤
⇥CNT⇥1

⇥

[N ]K !
⇥
2nR

⇤
, i.e., V̂k = µ(n)

k
(yk, Zk,hk,d), k 2 [K]. The probability of error is

defined as Pe , maxd maxk2[K] Pr{Vdk
6= V̂k}. An (R,M,P ) tuple is achievable if

there exist a sequence of caching functions �(n)
1 , . . . ,�(n)

K
, encoding function  (n),

and decoding functions µ(n)
1 , . . . , µ(n)

K
, such that Pe ! 0 as n!1. For file rate
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R and cache size M , our goal is to characterize

P ⇤ (R,M)
�
= inf {P : (R,M,P ) is achievable} , (4.2)

which characterizes the minimum required transmit power that guarantees the

reliable delivery of any demand vector.

4.3 An Achievable Delivery Scheme

In this section, we present a multi-antenna transmission scheme with coded

caching, where the cache placement and coded content generation follows [21],

while beamforming is employed at the BS to multicast coded subfiles to receivers.

4.3.1 Placement and Delivery Schemes

For a caching factor t 2 {1, . . . , K � 1}, we represent t-element subsets of [K]

by G
t

1, . . . ,G
t

(K
t
)
. File Vi, i 2 [N ], is divided equally into

�
K

t

�
disjoint subfiles

Vi,G
t

1
, . . . , Vi,G

t

(Kt )
, each consisting of n R

(K
t
)
bits. User k, k 2 [K], caches subfile

Vi,G
t

j
, if k 2 G

t

j
, 8j 2 [

�
K

t

�
]. The cache content of user k is then given by

S
i2[N ]

S
j2[(K

t
)]:k2Gt

j

Vi,G
t

j
.

During the delivery phase, for any demand combination d, we aim to deliver

the coded message

s
G
t+1
j

�
=
M

k2G
t+1
j

V
dk,G

t+1
j

\{k}
(4.3)

to all the users in set G
t+1
j

, for j 2 [
�

K

t+1

�
]. Observe that, after receiving s

G
t+1
j

,

each user k 2 G
t+1
j

can recover subfile V
dk,G

t+1
j

\{k}
having access to V

dl,G
t+1
j

\{l}
,

8l 2 G
t+1
j

\{k}.

We define S , {G
t+1
1 , . . . ,Gt+1

( K

t+1)
} as the set of all the multicast messages,

with each message T 2 S represented by the set of users it is targeting, and let
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Sk ⇢ S denote the subset of messages targeting user k. We have |S| =
�

K

t+1

�
and

|Sk| =
�
K�1
t

�
.

The following settings will be used to explain the proposed scheme:

Setting 1 : Let N = 5, K = 5, M = 1. We have t = MK

N
= 1. Each file is split

into
�
K

t

�
= 5 disjoint subfiles of the same size, where we represent file i, i 2 [N ],

as

Vi =
�
Vi,{1}, Vi,{2}, Vi,{3}Vi,{4}, Vi,{5}

 
. (4.4)

The cache content of user k is Zk = [n2[N ]Vn,{k}, k 2 [K], which satisfies the

cache capacity constraint. For a demand combination d, all user demands can

be fulfilled by delivering the following
�

K

t+1

�
= 10 subfiles:

s{1,2} = Vd1,{2} � Vd2,{1}, s{1,3} = Vd1,{3} � Vd3,{1},

s{1,4} = Vd1,{4} � Vd4,{1}, s{1,5} = Vd1,{5} � Vd5,{1},

s{2,3} = Vd2,{3} � Vd3,{2}, s{2,4} = Vd2,{4} � Vd4,{2},

s{2,5} = Vd2,{5} � Vd5,{2}, s{3,4} = Vd3,{4} � Vd4,{3},

s{3,5} = Vd3,{5} � Vd5,{3}, s{4,5} = Vd4,{5} � Vd5,{4}.

Setting 2 : Let N = 4, K = 4, M = 1. We have t = MK

N
= 1. Each file is

split into
�
K

t

�
= 4 disjoint subfiles of the same size. For a demand combination d,

all user demands can be fulfilled by delivering the following
�

K

t+1

�
= 6 subfiles:

s{1,2}, s{1,3}, s{1,4}, s{2,3}, s{2,4}, s{3,4}. (4.5)

Note that the message sT is intended for users in set T , but interferes with users

in set [K]\T . Moreover, for any demand combination d, all the users are required

to decode the same number of messages, which is
�
K�1
t

�
.
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4.3.2 Multi-Antenna Transmission Scheme

The delivery of the coded messages in set S to their respective receivers is

a multi-antenna multi-message multicasting problem. Before introducing our

low-complexity scheme in the next section, we present here a general transmis-

sion strategy based on message-splitting and time-division transmission. The

messages in S can be transmitted over B orthogonal time slots, the i-th of

which is of blocklength ni, i 2 [B], where
P

B

i=1 ni = n. The transmitted sig-

nal x(i) , [xP
i�1
j=1 nj+1 · · ·x

P
i

j=1 nj
] at time slot i 2 [B] is given by

x(i) =
X

T 2S

wT (i)sT (i), (4.6)

where sT (i) 2 C1⇥ni is the unit power complex Gaussian signal of block length

ni, modulated from the corresponding message sT in (4.3), intended for the

users in set T , transmitted in time slot i, encoded by the beamforming vector

wT (i) 2 CNT⇥1.

The received signal at user k in time slot i is

yk(i) = h
H

k

X

T 2Sk

wT (i)sT (i)

| {z }
desired messages

+h
H

k

X

I2S
C

k

wI(i)sI(i)

| {z }
interference

+nk(i), (4.7)

where S
C

k
is the complement of set Sk in S. Let ⇧Sk

denote the collection of

all non-empty subsets of Sk, with each element of ⇧Sk
denoted by ⇡j

Sk
, j 2

[2(
K�1

t
)
� 1]. We denote S(i) ⇢ S as the subset of messages transmitted in time

slot i, i.e., T 2 S(i) if wT (i) 6= 0.

Note that each user may receive more than one message in each transmission

slot. From the capacity region of the associated Gaussian multiple access channel,

following conditions must be satisfied for successful decoding of all the intended
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messages at user k, k 2 [K], at time slot i:

X

T 2⇡
j

S
k

RT (i) 
ni

n
log2

✓
1 +

X

T 2⇡
j

S
k

�T
k
(i)

◆
, 8⇡j

Sk
2 ⇧Sk

, (4.8)

where RT (i) is the rate of message sT (i), and �T
k
(i) is the received signal-to-

interference-plus-noise ratio (SINR) of message sT (i) at user k at time slot i,

given by

�T
k
(i) , |h

H

k
wT (i)|2P

I2S
C

k

|h
H

k
wI(i)|2 + �2

k

, (4.9)

for any T 3 k, or equivalently, any T 2 Sk. The rate of message T is the sum of

the rate of submessages sT (i), and must satisfy

XB

i=1
RT (i) �

R�
K

t

� , 8T . (4.10)

Note that this scheme is quite flexible; each multicast message can be split into

B messages and transmitted over B time slots. It can be specialized to di↵erent

content delivery schemes by specifying the subset of transmitted subfiles in each

time slot and the blocklength of each time slot, i.e., {S(i)}B
i=1 and {ni}. Let

vT (i) =

8
><

>:

1 if T 2 S(i)

0 if T /2 S(i)
(4.11)

be the indicator function specifying whether message T is transmitted at time

slot i or not. Note that kvT k1 � 1 is required to fulfill users’ demands, where

vT , [vT (1), · · · , vT (B)]. It is readily seen that vT (i) can be inferred by the

corresponding beamforming vector wT (i), or equivalently, by the message rate

RT (i).
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4.3.3 Transmit Power Minimization

For any given delivery scheme specified by vT (i) and ni, 8i 2 [B], 8T 2 S, the

associated minimum required transmit power problem is obtained as follows:

P , min
{wT (i)},{RT (i)}

X

T 2S

BX

i=1

ni

n
kwT (i)k

2 (4.12a)

s.t.
X

T 2⇡
j

S
k

RT (i) 
ni

n
log2

✓
1 +

X

T 2⇡
j

S
k

�T
k
(i)

◆
, 8⇡j

Sk
2 ⇧Sk

, i 2 [B],

(4.12b)
XB

i=1
RT (i) �

R�
K

t

� , 8T , (4.12c)

RT (i) = 0, 8vT (i) = 0, 8i, (4.12d)

where �T
k
(i) is defined in (4.9). Here, constraints in (4.12b) guarantee that the

rates of the messages targeting each user in each time slot are within the capacity

region, constraints in (4.12c) ensure that su�cient information is delivered for

each coded subfile over B time slots, while (4.12d) represents the specific content

delivery scheme.

Note that the problem in (4.12) is a generalization of various well-known NP-

hard problems depending on the specific content delivery scheme. For B = |S|

with |S(i)| = 1, 8i, the problem boils down to a series of standard multicast

beamforming problems, where a common message is broadcast to a di↵erent

subset of t + 1 users in each time slot [63]. When |S(i)| > 1, T
T
T

0 = ; if

T 6= T
0
2 S(i), 8i, and S(i)

T
S(j) = ; if i 6= j, we need to solve the conventional

multigroup multicast beamforming problem at each time slot [65]. It can be

seen from the problem formulation in (4.12) that the content delivery scheme

specified by vT (i) and ni a↵ects the minimum required power. As described

in [108] and [136], a straightforward incorporation of the coded delivery scheme

to the multi-antenna setting can be by transmitting a single coded message in
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each time slot. However, this does not fully exploit the spatial multiplexing

gain provided by the multiple antennas, and results in poor DoF performance in

the high SNR regime. Another approach studied in [137] is to select the coded

messages targeting non-overlapping user groups in parallel. Obviously, when

considering e�cient implementations of coded caching within wireless networks,

the content delivery scheme is an important factor on the system performance

and needs to be carefully designed.

We remark here that, even when the delivery scheme is specified, the prob-

lem in (4.12) is computationally intractable due to the non-convex constraints

in (4.12b). However, it is noted that the constrains are in the form of di↵erence

of convex functions, which can be approximated by linearizing the concave func-

tions, resulting in a convex problem that can be solved via SCA techniques. To

see this, we first rewrite the problem in (4.12) as

min
{wT (i)},{RT (i),{⌘

⇡
j

S
k

(i)}

BX

i=1

X

T 2S

ni

n
kwT (i)k

2 (4.13a)

s.t.
X

T 2⇡
j

S
k

RT (i) 
ni

n
log2(1 + ⌘

⇡
j

S
k

(i)), 8⇡j

Sk
2 ⇧Sk

, 8k, i, (4.13b)

X
I2S

C

k

|h
H

k
wI(i)|

2
�

P
T 2⇡

j

S
k

|h
H

k
wT (i)|2

⌘
⇡
j

S
k

(i)

+ �2
k
 0, 8⇡j

Sk
2 ⇧Sk

, 8k, i, (4.13c)

(4.12c) and (4.12d), (4.13d)

where ⌘
⇡
j

S
k

(i) are auxiliary variables. The constraint in (4.13c) is the di↵erence of

convex function, since
P

T 2⇡
j

S
k

|h
H

k
wT (i)|2/⌘⇡j

S
k

(i) is the sum of quadratic-over-

linear functions ofwT (i) and ⌘⇡j

S
k

(i). Therefore, a sequence of convex subproblems

can be solved iteratively to approximately tackle this convex-concave problem
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[135], with the subproblem in the (⌫ + 1)-th iteration given by

min
{wT (i)},{RT (i),{⌘

⇡
j

S
k

(i)}

BX

i=1

X

T 2S

ni

n
kwT (i)k

2 (4.14a)

s.t.
X

T 2⇡
j

S
k

RT (i) 
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log2(1 + ⌘

⇡
j

S
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(i)), 8⇡j
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2 ⇧Sk

, 8k, i, (4.14b)
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S
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(i)
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Sk
2 ⇧Sk

, 8k, i,

(4.14c)

(4.12c) and (4.12d), (4.14d)

given the solution of w⌫

T
(i), RT

⌫

(i), and ⌘⌫
⇡
j

S
k

(i) obtained in the ⌫-th SCA iter-

ation. Each of the convex subproblems can be e�ciently solved with standard

interior-point algorithms or o↵-the-shelf solvers, and the SCA approach is guar-

anteed to converge to a stationary solution of the original problem in (4.12) [124].

Details of the SCA algorithm are outlined in Table. 4.1.

An initial point in the feasible set of problem (4.12) is required to initialize the

SCA algorithm. We first observe that for any feasible target rates {RT(i)|8T 2

S}
B

i=1 that satisfy the constraints in (4.12c) and (4.12d), the problem in (4.12)

can be decoupled and decomposed into B parallel subproblems, each for a distinct

time slot i 2 [B], given by

{w
⇤

T
(i)}T 2S(i) =argmin

{wT (i)}

X

T 2S(i)

kwT (i)k
2 (4.15a)

s.t.
X

T 2⇡
j

S
k

RT (i) 
ni

n
log2

✓
1 +

X

T 2⇡
j

S
k

�T
k
(i)

◆
, 8⇡j

Sk
2 ⇧Sk

,

(4.15b)
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�T
k
(i) =

|h
H

k
wT (i)|2P

I2S
C

k

|h
H

k
wI(i)|2 + �2

k

, (4.15c)

kwT (i)k
2 = 0 for 8vT (i) = 0, (4.15d)

which is nonconvex. Nevertheless, it can be transformed into a semidefinite

programming problem by introducing WT (i) , wT (i)wH

T
(i) and dropping the

rank-1 constraints on WT (i), which is given by

{W
⇤

T
(i)}T 2S(i) =argmin

{WT (i)}

X

T 2S

Tr{WT (i)} (4.16a)

s.t.
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X

I2S
C

k

Tr{HkWI(i)}+ �2
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A

�

X

T 2⇡
j

S
k

Tr{HkWT (i)}  0, 8⇡j

Sk
2 ⇧Sk

, 8k,

(4.16b)

WT (i) ⌫ 0, 8vT (i) 6= 0, (4.16c)

WT (i) = 0, 8vT (i) = 0, (4.16d)

and can be e�ciently solved with standard interior-point algorithms. However,

the solution obtained with semidefinite relaxation is not necessarily rank-1. If the

obtainedWT (i)’s are all rank-1, then the optimal solution of (4.15) can be readily

recovered from WT (i). Otherwise, Gaussian randomization can be adopted to

obtain a feasible approximation to the optimal solution of (4.15). Note that the

solution given by (4.15) is an upper bound on the minimum required power in

(4.12) as the rates {RT(i)|8T 2S}B
i=1 are not optimized, which hence can serve

as an initial point in the successive convex approximation algorithm to obtain a

tighter upper bound on the problem in (4.12).
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Table 4.1: SCA Algorithm for the Multicast Beamforming Problem with a
Given Coded Delivery Scheme

STEP 0: Set ⌫ = 1. Set a step size µ.
Initialize w

⌫

T
(i), R⌫

T
(i), and ⌘⌫

⇡
j

S
k

(i) with feasible values

STEP 1: If a stopping criterion is satisfied, then STOP
STEP 2: Solve the optimization problem in (4.14)
STEP 3: Update w

⌫+1
T

(i) = w
⌫

T
(i) + µ (wT (i)�w

⌫

T
(i)),

R⌫+1
T

(i) = R⌫

T
(i) + µ (RT (i)�R⌫

T
(i)),

⌘⌫+1

⇡
j

S
k

(i) = ⌘
⇡
j

S
k

(i) + µ

✓
⌘
⇡
j

S
k

(i)� ⌘⌫
⇡
j

S
k

(i)

◆
,

STEP 4: Set ⌫ = ⌫ + 1, and go to STEP 1

4.4 A Low-Complexity Design

In this section, we propose a low-complexity content delivery scheme with the

flexibility to adjust the number of coded messages intended for each user at each

time slot. Observing that if a set S(i) = {T |vT (i) = 1} of messages are trans-

mitted in time slot i, ck(i) , |S(i)
T
Sk| messages are transmitted to user k,

which results in 2ck(i) � 1 constraints only for user k in time slot i in problem

(4.12). Computational complexity of problem (4.12) increases drastically with

the number of constraints, rendering the numerical optimization problem practi-

cally infeasible. In addition, a multi-user detection scheme needs to be employed

at the users, whose complexity also increases with ck(i).

A low complexity scheme is proposed in [106] by limiting the number of users

to be served in each time slot, thereby indirectly reducing the number of coded

messages to be decoded by each user. Specifically, an integer parameter ↵ 2

[min{NT , K � t}] is leveraged in [106] to control the number of active users in

each time slot, which is set to t + ↵, and leads to a content delivery scheme

with B =
�

K

t+↵

�
time slots. In each time slot, a fraction of the desired coded

messages for all the active users are transmitted. In addition to ↵, another integer

parameter � determines the possible set partitions of the user subset in each time

slot. When t+↵ is divisible by t+�, the user subset can be partitioned into t+↵

t+�
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non-overlapping subsets, and a fraction of the desired coded messages for each

partition can be transmitted simultaneously. It is shown in [106] that the system

performance can be improved if multiple groups of messages can be transmitted

in parallel, i.e., t+↵

t+�
� 2, as compared to the case � = ↵. Moreover, the number

of messages for each user to decode in each time slot is
�
t+��1

t

�
, which is an

exponential function of �. Therefore, by adjusting the value of �, the number of

coded messages for each user in each time slot is indirectly adjusted.

Instead of limiting the subsets of users to be served in each time slot, we

propose to directly adjust the number of coded messages targeted to each user.

We will show that this results in a more e�cient delivery scheme than the one

in [106]. In Setting 1, if we transmit all the messages in one time slot, i.e.,

B = 1, a total of |S| =
�

K

t+1

�
= 10 coded subfiles are transmitted simultaneously,

with each user decoding
�
K�1
t

�
= 4 messages. Accordingly, in the optimization

problem in (4.12) we will have K ⇥ (2|Sk| � 1) = 75 constraints. To alleviate

the computational complexity, the low complexity scheme in [106] splits each

subfile into 3 minifiles, and the coded messages are grouped to serve a subset of

t + ↵ = 3 users in each of the B =
�

K

t+↵

�
= 10 time slots. Within each time

slot, each user needs to decode 2 messages. Note that the power minimization

problem for each time slot can be solved independently; therefore, we would need

to solve 10 smaller optimization problems, each with 3⇥ 3 = 9 constraints.

In contrast, we propose to serve as many users as needed at each time slot

while keeping ck(i) under a given threshold s for each user k. In our Setting 1,

we can satisfy all the user requests in only 2 time slots, by setting nonzero rate

targets for the messages in

S(1) = {{1, 2}, {2, 3}, {3, 4}, {4, 5}, {1, 5}}, and

S(2) = {{1, 3}, {2, 4}, {3, 5}, {1, 4}, {2, 5}}

in time slots 1 and 2, respectively. Note that each user k decodes only ck(i) = s =
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2 messages in each time slot, the same as the delivery scheme in [106], requiring

the same implementation complexity at each user; however, 5 users are served

in each time slot, which results in a significantly smaller number of time slots.

Thus, we need to solve only two optimization problems at the BS, each with

5⇥ 3 = 15 constraints.

In general, the number of constraints in the optimization problem in (4.12)

increases exponentially with s, which results in exponentially increasing number

of constraints in the problem in each SCA iteration. Thus the computational

complexity of the delivery scheme can be largely alleviated by choosing a small

s value, which also simplifies the multi-user detection algorithm.

The key idea of our proposed low-complexity scheme is to divide set S into

disjoint subsets S(1), · · · ,S(B), with ck(i)  s, 8k, i, while keeping B as small

as possible. Since the total number of subfiles to transmit is fixed, choosing

a small value of B, i.e., completing the delivery phase within a small number

of time slots, requires multiplexing more messages in each time slot, without

increasing the complexity of the receivers. To obtain this low-complexity scheme,

the following optimization problem can be formulated:

min
{vT },B

B (4.17a)

s.t.
X

T 3k

vT (i)  s, 8i 2 [B], k 2 [K], (4.17b)

BX

i=1

vT (i) = 1, 8T , (4.17c)

vT (i) 2 {0, 1}, 8T , i 2 [B], (4.17d)

where constraint (4.17b) imposes that each user decodes no more than smessages

in each time slot, while (4.17c) requires that each message will be transmitted in

only one time slot. However, since the problem itself varies with variable B, the
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problem is not in a tractable form. By introducing L � B as a prescribed pa-

rameter that determines the dimension of the problem, and an auxiliary variable

q 2 {0, 1}L, problem (13) can be equivalently written as

B = min
{vT },q

1T
q (4.18a)

s.t.
X

T 3k

vT (i)  s, 8i 2 [L], k 2 [K], (4.18b)

LX

i=1

vT (i) = 1, 8T , (4.18c)

X

T

vT (i) 

✓
K

t+ 1

◆
qi, 8i 2 [L], (4.18d)

vT (i) 2 {0, 1}, 8T , i 2 [L], (4.18e)

q 2 {0, 1}L, (4.18f)

where 1 denotes a column vector of all ones. Since
�

K

t+1

�
is a bound on

P
T
vT (i),

the optimal qi is 1 if
P

T
vT (i) is nonzero, and 0 otherwise, in order to minimize

LP
i=1

qi in the objective. Note that problem (14) can be considered as minimizing

the number of time slots employed out of a maximum L available time slots. We

can set L =
�

K

t+1

�
which guarantees the existence of a solution; however, choosing

a smaller L will reduce the complexity of the problem. The problem in (4.18) is

a 0� 1 integer programming problem, which is generally NP-hard [138].
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Algorithm 1 Low-complexity greedy delivery scheme

Require: N,K,M, s,R

Ensure: B,
S

B

i=1{S(i)},
S

B

i=1{ni}, 8T

1: Set t = MK

N
, i = 1, and E = S

2: while E 6= ? do

3: Set c(i) , [c1(i) · · · cK(i)] = 0, S(i) = ?, C = E

4: while ck(i)  s, 8k 2 [K] and C 6= ? do

5: K , {k | argmin
k

c(i)}

6: Find T̂ =T 2C |K
T
T |

7: C = C\{T̂ }

8: if ck(i) + 1  s, 8k 2 T̂ then

9: ck(i) = ck(i) + 1, 8k 2 T̂

10: S(i) = S(i)
S

T̂ , E = E\{T̂ }

11: else

12: break

13: end if

14: end while

15: i i+ 1

16: end while

17: Set B = i� 1

18: for i = 1 : B do

19: ni =
|S(i)|

(K+1
t
)
n

20: RT(i) =

8
><

>:

R

(K
t
)
, 8T 2 S(i)

0, otherwise

21: end for

In Algorithm 1, we propose a greedy solution that constructs disjoint S(i) sets

for any s value. Specifically, S(i)’s are generated in a sequential manner: to

construct S(i), we initialize c(i) , [c1(i) · · · cK(i)] = 0, S(i) = ?, and the set

E = S\
S

i�1
j=1 S(j) of remaining messages for assignment, we first identify the
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Figure 4.2: Illustration of the proposed low-complexity greedy scheme for
the network with N = K = 5, and M = 1.

user(s) that have decoded the least number of messages so far, i.e., user(s) in set

K , {k | argmin
k
c(i)}, and check whether there exists a message T̂ 2 E such

that the condition ck(i) + 1  s for 8k 2 T̂ holds. If no such T̂ can be found,

the process of constructing S(i) is completed, and we start constructing S(i+1)

in the same manner. The whole procedure is completed when E = ?, i.e., all

the messages have been assigned to a subset. Note that our proposed greedy

scheme covers the case of B = 1, where all the messages are sent simultaneously,

if s �
�
K�1
t

�
.

Next we elaborate the proposed greedy content delivery algorithm in Settings 1

and 2.

Setting 1 : N = 5, K = 5, M = 1. t = MK

N
= 1. Suppose s = 2.

As illustrated in Fig. 4.2, the algorithm starts by constructing S(1), i.e., iden-

tifying the coded messages to be delivered in the first time slot, initialized as

c(1) , [c1(1) · · · cK(1)] = 0, S(1) = ?. Firstly, it is obvious that K = [K]

since ck(1) = 0, 8k. Hence, one may choose any of the available messages

in E = S. Suppose message s{1,2} is chosen. We update c1(1) = c2(1) = 1,

E = E\{1, 2}. The algorithm then identifies the updated K = [3, 4, 5], according

to which one may choose from s{3,4}, s{3,5}, s{4,5} without violating the constraint
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ck(1) + 1  s, 8k. Suppose s{3,4} is chosen, and we have c1(1) = c2(1) = c3(1) =

c4(1) = 1, E = E\{3, 4}, and K = [5]; and accordingly one may choose from

s{1,5}, s{2,5}, s{3,5}, s{4,5}, while still keeping the constraint ck(1)+1  s, 8k. Sim-

ilarly, messages s{2,3} and s{4,5} can be chosen, and the algorithm for S(1) is

completed since ck(1) = 2, 8k, and adding any of the remaining messages will

violate the constraint. The algorithm then turns to construct S(2) similarly,

until all the messages have been chosen, i.e., E = ;.

Remark 1 : As it can be seen above, the content delivery scheme obtained via

Algorithm 1 for Setting 1 is not unique. As a matter of fact, there may exist

more than one content delivery scheme that satisfies the constraints specified by

s on the maximum number of messages that can be decoded at each user. For

instance, another feasible content delivery scheme with s = 2 for Setting 1 is:

S(1) = {{1, 2}, {3, 4}, {1, 5}, {2, 4}, {4, 5}}, and

S(2) = {{1, 3}, {2, 3}, {3, 5}, {1, 4}, {2, 5}}.

Setting 2 : N = 4, K = 4, M = 1. t = MN

K
= 1.

We present the content delivery schemes obtained from Algorithm 1 for di↵er-

ent values of s:

Case 1: s = 1. Algorithm 1 leads to B = 3, and

S(1) = {{1, 2}, {3, 4}},

S(2) = {{1, 3}, {2, 4}},

S(3) = {{1, 4}, {2, 3}},

where the transmission takes B = 3 time slots, each with 1
3n channel uses. It is

noted that the scheme is the same as the one in [106] obtained for ↵ = 3 and � =

1, in the sense that the same sets of messages are transmitted over the same

number of time slots.
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Case 2: s = 2. Algorithm 1 leads to B = 2, and

S(1) = {{1, 2}, {3, 4}}, {{1, 3}, {2, 4}},

S(2) = {{1, 4}, {2, 3}}.

It is noted that � is not available to induce a scheme in [106] in this scenario,

since � can only take the value of 2 to have s = 2, making t+ ↵ not divisible by

t+ �.

Remark 2 : The proposed greedy content delivery scheme can be easily ex-

tended by limiting the number of active users as in [106]. Specifically, instead of

serving as many users as possible, which is up to K, Algorithm 1 can be applied

for a user subset of size t + ↵ to obtain a content delivery scheme under the

constraints on the number of messages to decode. While it is required t+↵

t+�
2 N

to induce a content delivery scheme in [106], Algorithm 1 always provides a de-

livery scheme for any s value. Therefore, our proposed greedy scheme can be

considered as a generalization of the one in [106].

Remark 3 : It is noted that the proposed greedy content delivery scheme in

Algorithm 1 may lead to unequal number of messages transmitted in di↵erent

time slots, which can be highly sub-optimal. An intuitive way to enhance the

performance is to allocate more channel uses to the time slot with more messages

to deliver. In general, once the non-overlapping partition of S, i.e.,
S

B

i=1{S(i)}

is obtained, we can set the total blocklength of the transmission of S(i) propor-

tionally to the number of messages |S(i)|. For instance, in the case of s = 2 in

Setting 2, we can allocate 2n
3 channel uses for S(1), and n

3 channel uses for S(2).

Numerical results for the minimum required power for the proposed greedy

transmission scheme, and the comparison with the one proposed in [106] will be

presented in Section 4.6.
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4.5 Joint Optimization of Beamforming and Coded

Content Delivery

In this section, we formulate a sparsity constrained power minimization prob-

lem to jointly optimize the beamformers and the content delivery scheme. The

sparsity induced problem directly limits the number of messages to be decoded

by each user at any time slot, and the indicator function vT (i) is identified by

setting vT (i) = |RT (i)|0, for 8i, T , where | · |0 denotes the `0-norm and is equal

to the number of non-zero elements of a vector. Therefore, we impose an `0-norm

constraint on the rates of messages at any time slot i as follows:

X

T 2Sk

|RT (i)|0  s, 8k, i. (4.20)

In this section, we assume equal blocklength allocation over all the B time slots

for simplicity. Then, the minimum required power problem with the constrains

on the number of messages to be decoded by any user at any time slot can be

formulated as follows:

min
{wT (i)},{RT (i)}

1

B

BX

i=1

X

T 2S

kwT (i)k
2 (4.21a)

s.t.
X

T 2⇡
j

S
k

RT (i) 
1

B
log2

✓
1 +

X

T 2⇡
j

S
k

�T
k
(i)

◆
, 8⇡j

Sk
2 ⇧Sk

, (4.21b)

XB

i=1
RT (i) �

R�
K

t

� , 8T , (4.21c)

X

T 2Sk

|RT (i)|0  s, 8k, i, (4.21d)

where �T
k
(i) is defined in (4.9). In this problem, the objective is to minimize the

average transmission power over all the time slots; constraints (4.21b)-(4.21c)

guarantee successful decoding of all the required messages at each user in each

time slot; and constraint (4.21d) limits the number of messages decoded by each
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user in any time slot. Since (4.21d) limits only the number of messages decoded

by each user in any time slot, without assuming any specific content delivery

scheme, the problem in (4.21) includes the content delivery schemes in [106] as

a special case. This formulation also generalizes the one presented in Section 4.3

when the time slots are of equal duration. However, note that the number of

time slots B is a free variable for the greedy scheme, while it is assumed to be

given in (4.21).

To deal with the discontinuous `0-norm constraint in (4.21d), we approximate

it with a di↵erentiable continuous function [139]

f(RT (i), t) , 2

⇡
arctan

RT (i)

⇠
, (4.22)

where ⇠ > 0 is a prescribed constant that determines the approximation accuracy.

The function in (4.22) is concave with respect toRT (i), therefore the approximate

constraint for (4.21d)

X

T 2Sk

f(RT (i), t)  s, 8k, i, (4.23)

is concave and can be treated as a di↵erence of convex function. Overall, the

original problem in (4.21) can be approximated by the following problem:

min
{wT (i)},{RT (i)},{⌘

⇡
j

S
k

(i)}

BX

i=1

X

T 2S

1

B
kwT (i)k

2 (4.24a)

s.t.(4.21b), (4.21c) and (4.23).

Similarly to (4.12), the problem in (4.21) can be solved via the SCA method.

Specifically, the convex subproblem to be solved in the (⌫ + 1)-th iteration is

min
{wT (i)},{RT (i),{⌘

⇡
j

S
k

(i)}

1

B

BX

i=1

X

T 2S

kwT (i)k
2 (4.25a)
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s.t.
X

T 2Sk

arctan
RT

⌫

(i)

t
+

t⇣
t2 +RT ⌫2 (i)

⌘
�
RT (i)�RT

⌫

(i)
�

⇡s

2
, 8k, i,

(4.25b)

(4.14b), (4.14c), and (4.21c). (4.25c)

The initialization of the SCA algorithm for problem (4.25) for a given value of

s requires a content delivery scheme with less or equal complexity, which can

be obtained via Algorithm 1 in Section 4.4. The associated beamforming design

can be readily obtained similarly to (4.14). From problem (4.21), we can also

conclude that the minimum required power of a content delivery scheme is a non-

decreasing function of s, as the problem becomes more relaxed as s increases.

4.6 Simulation Results

We consider a single-cell with radius 500m, and users uniformly randomly

distributed in the cell. Channel vectors hk are written as hk = (10�PL/10)1/2h̃k,

8k, where h̃k denotes an i.i.d. vector accounting for Rayleigh fading of unit

power, and the path loss exponent is modeled as PL = 148.1 + 37.6log10(vk),

with vk denoting the distance between the BS and the user (in kilometers). The

noise variance is set to �2
k
= �2 = �134 dBW for all the users. All simulation

results are averaged over 300 independent trials computed with CVX [140].

The scheme with B = 1 time slot will be referred to as the full superposi-

tion (FS) scheme. FS has the best performance in terms of transmit power given

enough spatial DoF, and serves as a baseline, but it also has the highest complex-

ity. To compare our results with those in [106], same number of coded messages

are transmitted to each user in each time slot for both schemes. We note here

that with the use of � parameter, the scheme in [106] can be improved by serving

disjoint subsets of users simultaneously without increasing the complexity, but
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the improvement is only applicable when the size of user subset can be parti-

tioned equally and exactly. Therefore, the scheme in [106] cannot handle certain

settings such as the case of s = 2 in Setting 1.

We first present the average transmit power as a function of the target rate R

in Fig. 4.3 for Setting 1, assuming that the BS is equipped with NT = 6 antennas.

The scheme in [106] that satisfies s = 2 is adopted for fair comparison, where

t + ↵ = 3 users are served in each time slot. We observe that the proposed

greedy scheme provides significant savings in the transmit power compared to

the one in [106] at all rates. The power savings increase with rate R as a result

of the increased superposition coding gain. Furthermore, the gap between the

proposed greedy scheme and FS is quite small, and remains almost constant with

rate. At R = 8 bps/Hz, the power loss of the scheme in [106] and ours compared

to FS are about 8.5 dB and 0.5 dB, respectively. Hence, we can conclude that

the proposed greedy scheme provides significant reduction in the computational

complexity without sacrificing the performance much.

The average transmit power as a function of file rate R is further investigated

for the setting with N = 6 files, K = 6 users, M = 1, and NT = 6 antennas.

Similarly to Fig. 4.3, it is observed in Fig. 4.4 that our proposed low-complexity

greedy scheme substantially outperforms the scheme in [106] with the same value

of s in the high SNR regime. For example, the power savings of the greedy

delivery scheme compared to [106] are 8dB and 2dB, for s = 3 and s = 4,

respectively, at R = 10 bps/Hz. The power gain is again observed to be larger

as the rate increases, while in the low SNR/rate regime, all the schemes achieve

comparable performance regardless of s. Also, for the proposed greedy scheme,

a larger s allows achieving the same rate with lower transmit power in the high

SNR regime, at the expense of increased complexity at the receivers. It is noted

that the proposed greedy scheme yields the same content delivery scheme in

terms of the transmitted coded messages in each time slot as the one in [106]

when s = 1 and s = 2, which correspond to ↵ = 5, � = 1, and ↵ = 5, � = 2
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Figure 4.3: Average transmit power P as a function of rate R for the network
for N = K = 5, M = 1, and NT = 6.
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Figure 4.4: Average transmit power P as a function of rate R forN = K = 6,
M = 1, and NT = 6.

in [106], respectively.
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Figure 4.5: Average transmit power P as a function of rate R forN = K = 4,
M = 1, and NT = 3.
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Figure 4.6: Average transmit power P as a function of rate R forN = K = 4,
M = 1, and NT = 3.
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Fig. 4.5 and Fig. 4.6 show the average transmit power versus rate R for Setting

2, with N = 4 files, K = 4 users, M = 1, and NT = 3 antennas. In Fig. 4.5, we

compare our greedy content delivery scheme with the one obtained by solving

the problem in (4.21) for s = 2 and s = 3, by setting B = 3. It is seen that

the greedy scheme can achieve comparable performance, and the performance

gap is small especially for high rates. The optimization-based content delivery

scheme with s = 3 is found to outperform the one with s = 2 as expected, and

the improvement is larger as the rate increases. In Fig. 4.6, it is interesting to see

that when the rate is low, the scheme in [106] slightly outperforms both the FS

and the proposed schemes. Due to insu�cient spatial degrees of freedom, both

the FS and the proposed schemes fail to manage the interference between data

streams. We conclude that this e↵ect occurs only for low rates, as the benefit

of superposition coding becomes more dominant at higher rates. We note that

the greedy scheme coincides with the one in [106] for s = 1 in terms of the

transmitted coded messages in each time slot, but this does not always happen.

For instance, when s = 2, the only option in [106] to keep the same level of

complexity is to serve 3 users in each time slot.

We plot in Fig. 4.7 the power loss of the proposed scheme in Algorithm 1

compared to FS as a function of s. Assuming N = 6, K = 6, M = 1, we let

s take values from {1, 2, 3, 4, 5}, where s = 5 corresponds to the FS scheme in

which all the
�

K

t+1

�
= 15 coded messages are transmitted simultaneously. At the

other extreme, when s = 1, the model boils down to the single-cell multigroup

multicasting problem, which has the lowest computation and implementation

complexity. In general, Fig. 4.7 can be considered as the trade-o↵ curve between

the performance and complexity for each rate value, both of them increasing with

s.
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Figure 4.7: Power loss with respect to FS as a function of s for N = K = 6,
M = 1, and NT = 6.

4.7 Conclusions

In this chapter, we have studied cache-aided content delivery from a multi-

antenna BS in the finite SNR regime. We have formulated a general beamforming

scheme that multicasts coded files over multiple orthogonal time slots. We have

then specialized this general formulation to a low-complexity greedy scheme by

limiting the number of coded messages targeted at each user at each time slot.

This scheme provides the flexibility to adjust the computational complexity of

the optimization problem and the receiver complexity. We have then formulated

the constraint on the number of coded messages targeted at each user at each

time slot as a sparsity constraint, and solved the resulting mixed-integer non-

convex optimization problem using the SCA method. Compared with FS, where

all the coded messages are transmitted simultaneously, and the scheme obtained

via the sparsity-constrained optimization framework, the greedy scheme achieves

comparable performance, and outperforms the one proposed in [106] for all values
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of SNR and rate with su�cient spatial degrees of freedom, while the improvement

is limited to high data rate values when the BS does not have su�ciently many

transmit antennas. Furthermore, the gap between the greedy delivery scheme and

the optimization-based delivery scheme decreases as the SNR/power increases.

When considering practical implementations, one must choose a suitable value

of s that yields an acceptable performance while keeping the complexity feasible.



Chapter 5

Conclusions and Future Work

MIMO has been very successful in providing highly e�cient and reliable con-

tent delivery in mobile networks. To face the forthcoming challenges brought

up by 5G, MIMO techniques can be investigated together with non-orthogonal

multiple access approaches, and coded content delivery schemes for further per-

formance enhancement. In this dissertation, we have studied non-orthogonal

content delivery in MISO broadcast channels with transmit beamforming, suc-

cessive decoding, and coded content delivery in the presence of cache memories at

the receivers. In the following we conclude the results presented in each technical

chapter and discuss possible directions for future research.

In Chapter 2, we have studied joint broadcast and unicast transmission via

beamforming and LDM. As a NOMA approach for simultaneous transmission

of broadcast and unicast messages over cellular networks, LDM has a signifi-

cant performance gain over orthogonal approaches such as TDM/FDM. We have

formulated a joint beamforming design and power allocation problem with the

objective to minimize the total power consumption, and with distinct QoS con-

straints for the individual unicast messages and the common broadcast message.

The formulated problem is non-convex and NP-hard, therefore we have pro-

vided upper and lower bounds on the optimal solution via SCA and S-procedure,

respectively. Numerical results have demonstrated that the upper and lower

bounds are tight, which indicates the near-optimality of the proposed solutions

via SCA. We have observed that the benefit of the increased bandwidth available

for the broadcast layer outweighs the interference caused by unicast transmis-

sions, indicating that LDM has better interference management capability than

105
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TDM/FDM. We have also observed that the CSI errors have less impact on

the power consumption of LDM than that of TDM, indicating that LDM also

provides better robustness against CSI uncertainties commonly experienced in

real systems. Motivated by the advantageous of LDM over TDM/FDM, we have

also derived a dual decomposition-based distributed algorithm for LDM, which

facilitates e�cient distributed implementation for this promising non-orthogonal

technique.

In Chapter 4, we have studied the multicast beamforming design for coded

content delivery. The coded content placement and delivery scheme in [21] has

attracted a great deal of attention, thanks to the global caching gain provided

by creating and exploiting multicasting opportunities. Having observed the ex-

ponentially increasing complexity of the coded delivery scheme as the number

of subfiles decoded by users increases, we have first proposed a low-complexity

coded content delivery scheme in the downlink of MISO networks, which lim-

its the number of coded messages targeted at each user in each time slot. The

proposed greedy coded content delivery scheme strikes a balance between the

system performance and the receiver complexity, via the flexibility to adjust the

computational complexity of the optimization problem. Moreover, the greedy

scheme has been shown to significantly outperform the state-of-the-art proposed

in [106] for all data rates when there is su�cient spatial degrees of freedom,

while the improvement is limited to high data rate values when the BS does

not have su�ciently many transmit antennas. Finally, we have considered the

joint design of content delivery scheme and multicast beamforming, by tackling

the power minimization problem under QoS constraints and additional sparsity

constraints, which specify the maximum number of messages for each user to de-

code in each time slot. Simulation results have shown that our proposed greedy

scheme has minimal gap to the optimization-based content delivery design, and

the gap decreases as the target rate increases.

Improving the spectral e�ciency in wireless networks is expected to remain
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a key research issue in communications in the foreseeable future, driven by the

explosively increasing demand on high quality content, and the ongoing trend

of Internet of Things (IoT) that expects 29 billion connected devices by 2022.

This thesis aims to investigate physical layer techniques to increase the network

throughput, for the purpose of e�cient content delivery. While our research

is carried out for specific yet general application scenarios, such as delivery of

TV services over wireless networks and synchronized cache-aided multicasting,

the superiority of multicast beamforming, NOMA, and coded caching presented

for our considered scenarios exhibits potentials of these techniques for other im-

portant settings, and motivates further explorations on network performance

enhancement with these techniques.

Potential Extensions

In our work on joint beamforming for broadcast and unicast transmission, we

have considered the setting that a single broadcasting stream is requested by all

the users. A more general setting is that multiple broadcasting services, e.g.,

multiple TV programs, are available in the network, and users randomly request

access to one of the broadcasting streams, in addition to the unicast services.

Di↵erent levels of cooperation between BSs can be performed for the purpose

of joint broadcast and unicast transmission, which have not been studied in the

literature.

In this thesis, we have considered multicast beamforming with the centralized

coded caching scheme in [21], where the placement phase is designed with the

knowledge of the number and identity of users at the server. However, practical

scenarios are highly dynamic as the users can join the network and request files

at any time, which may not be known in advance by the server. To tackle this

issue, decentralized caching has been studied in various settings, and e�cient

multicast beamforming designs with decentralized caching can be investigated.
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In addition to the immediate extensions mentioned above, we briefly discuss a

few possible extensions that can be considered in the future. In this thesis, we

have primarily focused on conventional MIMO techniques with NOMA and coded

content delivery. One major direction for future work can be exploiting hybrid

precoding in millimeter waves for joint non-orthogonal broadcast and unicast

transmission, which is a timely extension with the recent e↵orts to develop 5G

in millimeter wave bands.

In the work of multicast beamforming for coded content delivery, we have

adopted the content placement and delivery design proposed by [21], which has

not taken the impact of content popularity into consideration. Another extension

for this work can be exploiting popularity-aware caching with multicast beam-

forming, with the goal to maximize the multicasting opportunities for e�cient

transmission.
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