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A GOING-DOWN PRINCIPLE FOR AMPLE GROUPOIDS AND THE

BAUM-CONNES CONJECTURE

CHRISTIAN BÖNICKE

Abstract. We study a Going-Down (or restriction) principle for ample groupoids and

its applications. The Going-Down principle for locally compact groups was developed by

Chabert, Echterhoff and Oyono-Oyono and allows to study certain functors, that arise in the

context of the topological K-theory of a locally compact group, in terms of their restrictions

to compact subgroups. We extend this principle to the class of ample Hausdorff groupoids

using Le Gall’s groupoid equivariant version of Kasparov’s bivariant KK-theory. Moreover,

we provide an application to the Baum-Connes conjecture for ample groupoids which are

strongly amenable at infinity. This result in turn is then used to relate the Baum-Connes

conjecture for an ample groupoid group bundle which is strongly amenable at infinity to

the Baum-Connes conjecture for the fibres.
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1. Introduction

One important step in the study of C∗-algebras is the computation of its K-theory. This

is a notoriously difficult problem, especially for group C∗-algebras and crossed products.

Baum, Connes, and Higson present in [3] a general method to attack this problem:

If G is a locally compact, second countable group and A is a C∗-algebra equipped with

a strongly continuous action of G by ∗-automorphisms, the topological K-theory of G with

coefficients in A is defined as

Ktop
∗ (G;A) := lim

X⊆E(G)
KKG

∗ (C0(X), A),

where X runs through the G-compact (i.e. the quotient space X/G is compact) subspaces

of a universal proper G-space E(G) ordered by inclusion, and KKG
∗ denotes Kasparov’s
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equivariant KK-theory. The authors in [3] then proceed to construct a group homomorphism

µA : Ktop
∗ (G;A)→ K∗(Aor G).

This map is usually called the assembly map and the Baum-Connes conjecture asserts, that

µA is an isomorphism. By work of Higson, Lafforgue and Skandalis (see [24]) it is now

known, that the conjecture is false in this generality. It has however been proven to be true

for large classes of groups including the class of amenable groups and the conjecture with

trivial coefficients (i.e. A = C) is still open.

In his thesis [30], Le Gall introduced a groupoid equivariant version of Kasparov’s KK-

theory, which was subsequently used to define a version of the Baum-Connes assembly map

for groupoids (see [42] for a survey). The question, when this map is an isomorphism has

been investigated by Tu in [40, 41]. He proves that the Baum-Connes conjecture is true for

every locally compact, σ-compact Hausdorff groupoid acting continuously and isometrically

on a continuous field of affine Euclidean spaces. The latter condition is fulfilled in particular

by all amenable groupoids. On the other hand, the groupoid version of the Baum-Connes

conjecture is known to be false even in the case of trivial coefficients (again by results in

[24]).

In the case of locally compact groups, Chabert started in [12] to study permanence prop-

erties of the Baum-Connes conjecture for the case of semi-direct products. In subsequent

work of Chabert and Echterhoff (see [13]) these methods were refined and it was proved

that the class of groups satisfying the conjecture is stable under taking subgroups, Cartesian

products, and certain group extensions. A similar approach was used in [15] to prove that

the topological K-theory of a transformation groupoid G n X does not depend on X, i.e.

that the canonical forgetful map Ktop
∗ (GnX;A)→ Ktop

∗ (G;A) is an isomorphism. Finally,

in [11], the authors formalize the methods used to prove the main results in all of the above

mentioned work and abstractly develop the so called Going-Down principle, which allows to

analyse certain functors connected to the topological K-theory of a locally compact group

in terms of their restrictions to compact subgroups. The Going-Down principle has turned

out to be very useful in the computation of the K-theory of certain C∗-algebras, for example

crossed products of the irrational rotation algebras by finite subgroups of SL2(Z) (see [20])

or the C∗-algebras associated to a large class of semigroups (see [16, 17]).

The starting point of this paper is the work of Tu, who proves in [39] an analogue of

the main result of [15] for second countable, locally compact, étale groupoids and uses it to

show that satisfying the Baum-Connes conjecture passes to subgroupoids (within this class).

Inspired by the ideas in this work we set out to develop a general Going-Down principle in

the spirit of [11] for the class of ample groupoids. Although it seems plausible that similar

results can be obtained for all étale groupoids, there are a lot of topological difficulties yet

to overcome. In the case of ample groupoids however these difficulties disappear and the

theory can be developed beautifully. Many interesting examples studied in the literature fall

naturally into the class of ample groupoids.

Let us summarize our main results and simultaneously give an overview of how this paper

is organized.

After reviewing some preliminaries on groupoids and proper actions we focus on a detailed

study of induced algebras. One way to look at the induced algebras we are interested in is

to use the picture of pullbacks along generalized morphisms of groupoids as developed by Le
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Gall in [30]. We however chose to develop the theory in analogy to the classical approach in

the group case, which seems to be more useful for our purposes. To the best of our knowledge

this approach has not been carried out before in the literature.

We then turn to the study of Le Gall’s groupoid equivariant version of Kasparov’s KK-

theory. We prove a generalization of a result of Meyer (see [32]) on when the operator in

an equivariant Kasparov triple can be chosen to be equivariant with respect to the action of

the groupoid. We then proceed to prove one of the main technical ingredients in the proof

of the Going-Down principle. It says that a canonically defined compression homomorphism

compGH is an isomorphism:

Theorem A. (see Theorem 6.2) Let G be an étale, locally compact Hausdorff groupoid with

a clopen, proper subgroupoid H ⊆ G. Let X := GH(0). If A is an H-algebra and B is a

G-algebra, then

compGH : KKG(IndXHA,B)→ KKH(A,B|H)

is an isomorphism.

Section 7 focuses solely on the proof of the Going-Down principle for ample groupoids.

For convenience, this paper focuses on the following case of the Going-Down principle, which

is the main technical result of this paper:

Theorem B. (see Theorem 7.10) Suppose G is an ample, locally compact Hausdorff groupoid

and A and B are G-algebras. Suppose there is an element x ∈ KKG(A,B) such that

KKH(C(H(0)), A|H)
·⊗resGH(x)
−→ KKH(C(H(0)), B|H)

is an isomorphism for all compact open subgroupoids H ⊆ G. Then the Kasparov-product

with x induces an isomorphism

· ⊗ x : Ktop
∗ (G;A)→ Ktop

∗ (G;B).

The final section is dedicated to illustrate an application of the Going-Down principle. It

revolves around the recent notion of (strong) amenability at infinity for étale groupoids as

introduced by Lassagne in [29] (see also [2]). Based on ideas of Higson (see [23]) we prove

the following result:

Theorem C. (see Theorem 8.3) Let G be a second countable ample groupoid, which is

strongly amenable at infinity and let A be a G-algebra. Then the Baum-Connes assembly

map

µA : Ktop
∗ (G;A)→ K∗(Aor G)

is split injective.

The counterexamples to the Baum-Connes conjecture for groupoids presented in [24] are in

fact ample groupoid group bundles. Consequently, it is in turn very natural to ask when such

a group bundle does satisfy the Baum-Connes conjecture. As an application of our results

we are able to relate the Baum-Connes conjecture for such a bundle to the Baum-Connes

conjecture for each of the fibre groups. More precisely, we prove the following:

Theorem D. (see Theorem 8.11) Let G be a second countable ample group bundle, which is

strongly amenable at infinity. Suppose A is a G-algebra such that the associated C∗-bundle
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is continuous, and Guu satisfies the Baum-Connes conjecture with coefficients in Au for all

u ∈ G(0). Then G satisfies the Baum-Connes conjecture with coefficients in A.

Given the length of the current version of this paper further applications will appear in

separate articles. One is a joint work with Clément Dell’Aiera on the Künneth formula

for crossed products by ample groupoids [9] and the second will deal with the K-theory of

twisted groupoid C∗-algebras (see [8]).

2. Preliminaries on groupoids and proper actions

Recall, that a groupoid is a set G together with a subset G(2) ⊆ G ×G, called the set of

composable pairs, a product map (g, h) 7→ gh from G(2) to G and an inverse map g 7→ g−1

from G onto G, such that the following hold:

(1) The product is associative: If (g1, g2), (g2, g3) ∈ G(2) for some g1, g2, g3 ∈ G, then we

also have (g1g2, g3), (g1, g2g3) ∈ G(2) and

(g1g2)g3 = g1(g2g3).

(2) The inverse map is involutive, i.e. (g−1)−1 = g for all g ∈ G.

(3) (g, g−1) ∈ G(2) for all g ∈ G and if (g, h) ∈ G(2), then

g−1(gh) = h and (gh)h−1 = g.

The fact that multiplication is partially defined implies that multiple elements may act as

(partial) units: The set G(0) := {g ∈ G | g = g−1 = g2} is called the set of units in G.

There are canonical maps d : G → G(0) given by d(g) = g−1g and r : G → G(0) given by

r(g) = gg−1, called the domain and range map respectively.

For subsets A,B ∈ G(0) we will write GA := d−1(A), GB := r−1(B) and GBA := GA ∩GB.

If A (and/or B) consists just of a single unit u ∈ G(0) we will omit the braces (e.g.: we will

write Gu := r−1({u})).
In this paper we will be concerned with topological groupoids: We say that G is a locally

compact Hausdorff groupoid, if G is a groupoid, which is equipped with a locally compact

Hausdorff topology, such that the multiplication and inversion map are continuous. The fact

that G is Hausdorff ensures that the unit space G(0) is closed in G.

We will mainly deal with étale groupoids. Recall, that a locally compact groupoid is

called étale, if d : G → G is a local homeomorphism, i.e. every point g ∈ G has an open

neighbourhood U ⊆ G, such that d(U) is open in G and d|U : U → d(U) is a homeomorphism.

It follows easily from the definition that for an étale groupoid G the unit space G(0) is open

in G and for each u ∈ G(0) the sets Gu and Gu are discrete (in the subspace topology).

An open bisection in a locally compact Hausdorff groupoid G is an open subset U ⊆ G

such that the domain map d and the range map r are homeomorphisms onto open subsets

of G respectively. The set of all open bisections will be denoted by Gop. It is well-known,

that G is étale if and only if Gop contains a basis for the topology of G.

One of the most powerful tools in the study of locally compact groups is the existence

of the Haar measure. There is an analogous notion for groupoids. Recall, that a (left)

Haar system for a locally compact Hausdorff groupoid G is a collection (λu)u∈G(0) of positive

regular Borel measures on G such that the following hold:

(1) The support of each λu is Gu.
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(2) For any f ∈ Cc(G) the function λ(f) : G(0) → C, given by

λ(f)(u) :=

∫
Gu

f dλu

is continuous (and hence belongs to Cc(G
(0))).

(3) For any g ∈ G and f ∈ Cc(G) we have the equation∫
Gd(g)

f(gh)dλd(g)(h) =

∫
Gr(g)

f(h)dλr(g)(h).

In the case of a locally compact group the above definition reduces to the definition of

(the) Haar measure. One should note that in contrast to the group case, locally compact

groupoids neither necessarily admit a Haar measure (see [37] for a counterexample), nor is

it unique.

As we have (Gu)−1 = Gu and the inversion map is a homeomorphism from G onto itself,

we associate with λu the measure λu := (λu)−1 on Gu, given by λu(A) = λu(A−1) for a Borel

subset A ⊆ Gu. Consequently, we get the formula∫
Gu

f(g)dλu(g) =

∫
Gu

f(g−1)dλu(g).

The existence of a Haar system on a locally compact groupoid G has strong topological

consequences. Indeed Renault shows in [36, Proposition 2.4], that whenever G admits a Haar

system, then the range and the domain map are necessarily open maps.

The domain and range maps being open is reminiscent of étale groupoids, which always

have this property. Indeed, every étale groupoid admits a particularly nice canonical Haar

system given by the family of counting measures (see [34, Proposition 2.2.5] for a proof).

Convention: From now on, when talking about étale groupoids, we will always

take this family of counting measures as the canonical Haar system.

The following well-known basic result will be needed later:

Lemma 2.1. Let G be a locally compact Hausdorff groupoid with a Haar system {λu}u∈G(0).

If K ⊆ G is compact, the set {λu(K) | u ∈ G(0)} is bounded.

Proof. Let f ∈ Cc(G) with 0 ≤ f ≤ 1 and f = 1 on K. Then

λu(K) ≤
∫
Gu

f(x)dλu(x)

for all u ∈ G(0). The result follows from axiom (2) of the definition of a Haar system. �

For later purposes it will also be important to note, that the set of functions f for which

λ(f) as in the definition of the Haar system is continuous, is not limited to functions with

compact support.

Definition 2.2. A function ϕ ∈ C(G) is said to have proper support, if for every compact

subset K ⊆ G(0) the intersection supp(ϕ) ∩ r−1(K) is compact.

Lemma 2.3. If ϕ ∈ C(G) has proper support, then λ(ϕ) : G(0) → C given by

λ(ϕ)(u) =

∫
Gu

ϕ(x)dλu(x)
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is continuous and bounded.

Proof. We will show that λ(ϕ) looks like a continuous function locally. More precisely given

any u ∈ G(0) we can pick a relatively compact neighbourhood V of u. Then choose a function

ψ ∈ Cc(G
(0)) such that ψ = 1 on V . Then f(x) := ϕ(x)ψ(r(x)) is a continuous function

with compact support since supp(f) ⊆ supp(ϕ) ∩ r−1(supp(ψ)) and ϕ has proper support.

Thus λ(f) is continuous. But for all v ∈ V we clearly have

λ(f)(v) =

∫
Gv

ϕ(x)ψ(v)dλv(x) = λ(ϕ)(v).

Thus λ(ϕ)|V is continuous. Since u was chosen arbitrary λ(ϕ) must be continuous. �

There is an important subclass of the class of étale groupoids, which is of particular interest

to us:

Definition 2.4. A locally compact Hausdorff groupoid G is called ample, if the set Ga :=

{A ∈ Gop | A is compact} forms a basis for the topology of G.

It follows directly from the definition, that every ample groupoid is étale. Recall, that

a topological space X is called totally disconnected, if the connected components in X are

the one-point sets. It is easy to see that every ample groupoid has totally disconnected

unit space. Exel noted in [21], that this characterizes the ample groupoids among the étale

groupoids, i.e. an étale groupoid G is ample if and only if G(0) is totally disconnected. Many

interesting groupoids fall into this class:

• Groupoids associated to aperiodic tilings and quasicrystals (see [4]).

• Groupoids associated to directed graphs (see [28]) and higher-rank graphs (see [27]).

• Groupoids associated to inverse semigroups (see [34]).

• The coarse groupoid studied in large scale geometry (see [38]).

Let us now turn to actions of groupoids. Recall, that a (left) action of a locally compact

Hausdorff groupoid G on a locally compact Hausdorff space X consists of a continuous map

p : X → G(0), called anchor map and a continuous map G ∗ X → X, (g, x) 7→ gx, where

G ∗X = {(g, x) | d(g) = p(x)}, such that the following holds:

(1) If (g, h) ∈ G(2) and (h, x) ∈ G ∗X, then (g, hx) ∈ G ∗X and (gh)x = g(hx).

(2) For all x ∈ X we have p(x)x = x.

In this case we will also say that X a (left) G-space. Similarly, one can define right actions in

the obvious way. Groupoid actions give rise to a new groupoid, usually called the transfor-

mation groupoid of the action: If G acts on X we can form a new groupoid denoted GnX.

As a set it is the subspace of G×X consisting of all pairs such that r(g) = p(x). Two such

pairs (g, x), (h, y) are composable if y = g−1x and in that case we define

(g, x)(h, y) := (gh, x).

Furthermore we define the inverse map by

(g, x)−1 := (g−1, g−1x).

The unit space of GnX can be canonically identified with X. Under this identification the

range map becomes the projection onto X and the domain map is given by dGnX(g, x) =

g−1x. One easily verifies, that if G is étale, then so is GnX.
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If G acts on X, say from the right, we can form the space of orbits X/G. More specifically

we can define an equivalence relation ∼ on X by declaring x ∼ y if and only if there exists

a g ∈ G such that p(y) = r(g) and x = yg. We then define X/G := X/ ∼ to be the quotient

of X by the equivalence relation ∼. If G was a topological groupoid acting continuously on

a space X we equip X/G with the quotient topology. The following result is standard. A

proof can be found in [43, Lemma 2.30].

Proposition 2.5. Let G be a locally compact Hausdorff groupoid. Then the range and

domain maps of G are open if and only if the canonical quotient map X → X/G is open for

every G-space X. In that case X/G is locally compact (not necessarily Hausdorff), if X is

locally compact.

Many properties of dynamical systems can easily be formulated in terms of the corre-

sponding transformation groupoid and thus give a nice way to generalize them to arbitrary

groupoids. The following is an example of this: Recall, that a continuous map f : X → Y

between locally compact Hausdorff spaces X and Y is called proper, if f−1(K) is compact

for all compact subsets K ⊆ Y . If Γ is a discrete group acting on a space X, the action

is called proper, if (g, x) 7→ (x, g−1x) is a proper map Γ × X → X × X. In terms of the

transformation groupoid the latter map is just the map r × d : Γ nX → X ×X. Thus, for

general groupoids, one defines:

Definition 2.6. A locally compact Hausdorff groupoid is called proper, if r × d : G →
G(0) ×G(0) is a proper map.

Similarly, we say that X is a proper (left) G-space, if the associated transformation

groupoid GnX is proper.

In practice it is useful to have some more equivalent conditions to check properness. These

are provided by the following proposition.

Proposition 2.7. [43, Proposition 2.14] Let X be a locally compact G-space. Then the

following are equivalent:

(1) X is a proper G-space.

(2) For every compact subset K ⊆ X the set FK = {g ∈ G | gK ∩K 6= ∅} is compact.

(3) If (xλ)λ is a convergent net in X and (gλ)λ is a net in G such that d(gλ) = pX(xλ)

and (gλxλ)λ is convergent as well, then (gλ)λ has a convergent subnet.

Remark 2.8. It is useful to note, that the set FK defined above for any compact set K ⊆ X
is always closed in G. To see this let (gλ)λ be a net in FK converging to some g ∈ G. For

every λ there exist kλ, k
′
λ ∈ K such that gλkλ = k′λ. As K is compact we can pass to a

subnet if necessary to assume that kλ → k and k′λ → k′ for some k, k′ ∈ K. By continuity of

the action we have gk = limλ gλkλ = limλ k
′
λ = k′. Thus, we have g ∈ FK , as desired.

Note, that it follows easily from the above characterization, that every groupoid G acts

properly on itself. Identifying G with the transformation groupoid G nG(0) in the obvious

way we get a similar looking result characterizing properness of the groupoid itself:

Proposition 2.9. Let G be a locally compact Hausdorff groupoid. Then the following are

equivalent:

(1) G is proper.
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(2) For every compact subset K ⊆ G(0) the set GKK is compact.

(3) If (gλ)λ is a net in G, such that (d(gλ))λ and (r(gλ))λ are convergent, then gλ has a

converging subnet.

One of the features of proper Hausdorff groupoids is the fact, that their orbit space is

again Hausdorff.

Lemma 2.10. Let G be a locally compact Hausdorff groupoid and H ⊆ G a subgroupoid with

H(0) closed in G(0). If H is proper, then H is closed in G.

Proof. Let (gλ)λ be a net in H converging to g ∈ G. Let K be a compact neighbourhood

of g. After passing to a subnet if necessary, we can assume gλ ∈ K ∩ H ⊆ H
r(K)
d(K) . Since

H is proper, the latter set is compact and hence closed as a subset of G. Thus, we get

g = limλ gλ ∈ H
r(K)
d(K) ⊆ H. �

There is a close connection between proper actions and so called induced spaces. Let us

review the definition: Let G be a locally compact Hausdorff groupoid and H ⊆ G a closed

subgroupoid. Suppose Y is a (left) H-space with anchor map p : Y → H(0). Consider the

set

G×G(0) Y = {(g, y) ∈ G× Y | d(g) = p(y)}

There is a canonical action of H on G ×G(0) Y : The anchor map P : G ×G(0) Y → H(0) is

given by P (g, y) = d(g) = p(y) and we define h(g, y) = (gh−1, hy).

Lemma 2.11. The action of H on G×G(0) Y defined above is proper.

Proof. Let K ⊆ G ×G(0) Y be a compact subset. We need to show that FK = {h ∈ H |
hK ∩ K 6= ∅} is a compact subset of H. If K1 = pr1(K) is the image of K under the

projection onto G it is not hard to see that FK ⊆ K−1
1 K1 ∩ H. Since the latter set is

compact and FK is closed in H, the result follows. �

It follows from the above Lemma combined with the fact that quotients by proper actions

are Hausdorff and Proposition 2.5 that the quotient space G ×H Y := H \ (G ×G(0) Y )

is a locally compact Hausdorff space. This space is called the induced space. There is a

canonical left action of G on G ×H Y , coming from the action of G on itself. The anchor

map G×H Y → G(0) is given by [g, y] 7→ r(g) and we define g1[g2, y] := [g1g2, y]. One easily

checks, that this gives a well-defined continuous action.

Lemma 2.12. Let G be a locally compact Hausdorff groupoid with open domain and range

maps. If H ⊆ G is a closed subgroupoid and Y is a proper H-space, then G×H Y is a proper

G-space.

Proof. We will check condition (4) in 2.7. Let ([gλ, yλ])λ be a convergent net in G ×H Y

with limit [g, y] and let (hλ)λ be a net in G with d(hλ) = r(gλ) and such that (hλ[gλ, yλ])λ is

convergent as well. We have to check, that (hλ)λ has a convergent subnet. Our assumptions

imply, that the quotient map G×G(0) Y → G×H Y is open. Hence we can pass to a subnet

and relabel twice, to assume that (gλ, yλ) → (g, y) and (hλgλ, yλ) converges as well. Using

the fact, that G acts properly on itself this implies, that (hλ)λ has a convergent subnet, as

required. �
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3. Induced algebras

In this section we first review the notions of C0(X)-algebras and upper-semicontinuous

C∗-bundles and groupoid dynamical systems and then define induced C∗-algebras. Recall

that if X is a locally compact Hausdorff space and A is a C∗-algebra, then we call A a

C0(X)− algebra if there exists a non-degenerate ∗-homomorphism

Φ : C0(X)→ Z(M(A)),

where Z(M(A)) denotes the center of the multiplier algebra of A. For every x ∈ X there is

a closed ideal Ix in A defined by Ix = C0(X \ {x})A and we call the quotient Ax := A/Ix

the fibre of A over x. We write a(x) for the image of a ∈ A in Ax under the quotient

map. Put A =
∐
x∈X Ax. Then A can be equipped with a topology such that it becomes

an upper-semicontinouos C∗-bundle over X and moreover A ∼= Γ0(X,A), where Γ0(X,A)

denotes the continuous sections of this bundle which vanish at infinity. For further reference

let us record, that a basis for the topology of A is defined by the sets

W (a, U, ε) := {b ∈ A | q(b) ∈ U and ‖b− a(q(b))‖ < ε},

where a ∈ A, U ⊆ X is an open subset and ε > 0. Throughout this work we will freely

alternate between the bundle picture and the picture as C0(X)-algebras. For convenience

bundles will always be denoted by calligraphic letters. The reader unfamiliar with the theory

is referred to the expositions in [44, Appendix C] and [22, Section 3.1].

The following density criterion will turn out to be very useful, when working with C0(X)-

algebras. The proof can be adapted easily from [44, Proposition C.24].

Proposition 3.1. Let A be a C0(X)-algebra and Γ ⊆ A be a linear subspace. Assume

additionally, that

(1) Γ is closed under the action of C0(X), meaning fa ∈ Γ for all f ∈ C0(X) and a ∈ Γ,

and

(2) the image of Γ under the quotient map A→ Ax is dense in Ax for all x ∈ X.

Then Γ is dense in A.

An application of this result is contained in the proof of the next well-known lemma. Before

we can state it, recall that a ∗-homomorphism Φ : A → B between two C0(X)-algebras A

and B is called C0(X)-linear if Φ(fa) = fΦ(a) for all f ∈ C0(X) and all a ∈ A.

If Φ : A → B is a C0(X)-linear homomorphism, it induces ∗-homomorphisms Φx : Ax →
Bx on the level of the fibres given by Φx(a(x)) = Φ(a)(x). Conveniently, one can check

several properties of Φ on the level of the fibres and vice versa:

Lemma 3.2. [18, Lemma 2.1] Let Φ : A → B be a C0(X)-linear homomorphism. Then Φ

is injective (resp. surjective, resp. bijective) if and only if Φx is injective (resp. surjective,

resp. bijective) for all x ∈ X.

We shall need several constructions involving C0(X)-algebras:

Pullback. If A is a C0(X)-algebra and f : Y → X a continuous map, we can define the

pullback of A along f as follows: Let q : A → X denote the upper-semicontinouos C∗-

bundle over X associated to A. Then we can form the pullback bundle f∗A = {((y, a) ∈
Y ×A | f(y) = q(a)}. The bundle f∗A is an upper-semicontinouos C∗-bundle over Y whose
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fibres (f∗A)y are canonically isomorphic to Af(y). We let f∗A := Γ0(Y, f∗A) denote the

corresponding C0(Y )-algebra. Note, that we can canonically identify (f∗A)y = Af(y). It is

an easy exercise to show that if A is a C0(X)-algebra and f : Y → X and g : Z → Y are

two continuous maps, then the algebras (f ◦ g)∗A and g∗(f∗A) are canonically isomorphic

as C0(Z)-algebras.

It is an easy consequence of Proposition 3.1 and often helpful when working with pullbacks

that

span{ϕ⊗ a | ϕ ∈ Cc(Y ), a ∈ A}

is dense in f∗A, where ϕ⊗ a is given by ϕ⊗ a ∈ Γc(Y, f
∗A) by

(ϕ⊗ a)(y) := ϕ(y)a(f(y)).

When working with crossed products it is often useful to consider another topology on the

algebra of continuous sections Γ(X,A) of an upper-semicontinuous C∗-bundle. We say that a

net (fλ)λ of functions in Γ(X,A) converges to f ∈ Γ(X,A) with respect to the inductive limit

topology, if and only if there exists a compact subset K in X such that f and, eventually,

all the fλ vanish off of K and ‖fλ − f‖∞ → 0. One can show (see [22, Corollary 3.45]), that

span{ϕ ⊗ a | ϕ ∈ Cc(Y ), a ∈ A} is also dense in Γc(Y, f
∗A) with respect to the inductive

limit topology.

The next lemma studies the behaviour of pullbacks with respect to C0(X)-linear ∗-
homomorphisms. The proof is straightforward:

Lemma 3.3. Let A and B be two C0(X)-algebras and f : Y → X a continuous map. If

Φ : A→ B is a C0(X)-linear homomorphism, then the map

f∗Φ : f∗A→ f∗B

given by (f∗Φ)(ψ)(y) = Φf(y)(ψ(y)) is a C0(Y )-linear homomorphism. Moreover, the pull-

back construction is functorial meaning if Ψ : B → C is another C0(X)-linear ∗-homo-

morphism into a C0(X)-algebra C then f∗Ψ ◦ f∗Φ = f∗(Ψ ◦ Φ).

Push forward. Let A be a C0(X)-algebra and f : X → Y a continuous map. Then we

can turn A into a C0(Y )-algebra as follows: Since the action Φ : C0(X) → Z(M(A)) is

non-degenerate there exists a unique extension

Φ̃ : Cb(X) ∼= M(C0(X))→M(A)

to the bounded continuous functions on X. We need the following

Lemma 3.4. The image of Φ̃ is contained in the centre Z(M(A)) of M(A).

Proof. Recall from [44, Lemma 8.3], that it suffices to show, that Φ̃(f)ab = aΦ̃(f)b for all

a, b ∈ A and f ∈ Cb(X). Furthermore, since Φ is non-degenerate, it suffices to check this

for elements of the form ã = Φ(g)a ∈ A with g ∈ C0(X) and a ∈ A. So let g ∈ C0(X) and

a, b ∈ A be given. Then we have

Φ̃(f)ãb = Φ(fg)ab = aΦ(fg)b = aΦ̃(f)Φ(g)b = aΦ(g)Φ̃(f)b = Φ(g)aΦ̃(f)b = ãΦ̃(f)b,

and the proof is complete. �

If we now consider the induced homomorphism f∗ : C0(Y )→ Cb(X) we can just compose

it with Φ̃ to obtain a homomorphism C0(Y )→ Z(M(A)). In other words: For all ϕ ∈ C0(Y )
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and a ∈ A we can define ϕ · a := Φ̃(ϕ ◦ f)a. In order to see that this indeed turns A into a

C0(Y )-algebra we just need to check the non-degeneracy condition, which is the content of

the following Proposition.

Proposition 3.5. Let A be a C0(X)-algebra and f : X → Y be a continuous map. Then A

is a C0(Y )-algebra with respect to the homomorphism Φ̃ ◦ f∗ : C0(Y )→ Z(M(A)).

Proof. We only need to check, that Φ̃ ◦ f∗ is non-degenerate. First observe, that f∗ is non-

degenerate in the sense that f∗(C0(Y ))C0(X) is dense in C0(X). This follows easily from

the Stone-Weierstrass theorem since if x 6= y ∈ X then we can choose a function ϕ ∈ C0(X)

such that ϕ(x) = 1 and ϕ(y) = 0. Furthermore let ψ ∈ C0(Y ) be a function such that

ψ(f(x)) = 1. Then (f∗(ψ)ϕ)(x) = ψ(f(x))ϕ(x) = 1 6= 0 = ψ(f(y))ϕ(y) = (f∗(ψ)ϕ)(y).

If a ∈ A and ε > 0 are given, there exist ϕ ∈ C0(X) and b ∈ A such that ‖Φ̃(ϕ)b− a‖ < ε
2

since Φ is non-degenerate. Since f∗(C0(Y ))C0(X) is dense in C0(X) we can find functions

g ∈ C0(Y ) and h ∈ C0(X) such that ‖f∗(g)h− ϕ‖ < ε
2‖b‖ . Consequently, we get that

‖Φ̃(f∗(g))Φ(h)b− a‖ = ‖Φ̃(f∗(g)h)b− a‖

≤ ‖Φ̃(f∗(g)h)b− Φ̃(ϕ)b‖+ ‖Φ̃(ϕ)b− a‖

≤ ‖f∗(g)h− ϕ‖‖b‖+ ‖Φ̃(ϕ)b− a‖ < ε

�

It is important to note, that this construction (in contrast to the pullback) does not change

the C∗-algebra itself, but just the associated bundle structure. We will sometimes write f∗A

for the pushforward of A along f . One has the following general description of the fibres:

Proposition 3.6. Let A be a C0(X)-algebra and f : X → Y be a continuous map between

locally compact Hausdorff spaces. For y ∈ Y let Xy := f−1({y}). Then, viewing A as a

C0(Y )-algebra via pushing forward along f , there is an isomorphism

Ay → Γ0(Xy,A|Xy).

Proof. Identify A with the section algebra Γ0(X,A) and consider the restriction homomor-

phism

res : Γ0(X,A)→ Γ0(Xy,A|Xy).

We will show, that this homomorphism factors through the desired isomorphism. First of

all ker(res) can be identified with the ideal Iy: For all x ∈ Xy, ϕ ∈ C0(Y \ {y}) and

a ∈ A we clearly have (ϕ · a)(x) = ϕ(f(x))a(x) = ϕ(y)a(x) = 0 and thus Iy ⊆ ker(res). If

conversely a ∈ ker(res) and ε > 0 is given then K := {x ∈ X | ‖a(x)‖ ≥ ε} is compact. By

continuity f(K) is also compact. Since clearly y /∈ f(K) there is a function ϕ ∈ C0(Y ) with

0 ≤ ϕ ≤ 1 such that ϕ = 1 on f(K) and ϕ(y) = 0. Then ϕ · a ∈ Iy. For x ∈ K we have

‖a(x)−(ϕ·a)(x)‖ = ‖a(x)−ϕ(f(x))a(x)‖ = 0 and for x /∈ K we have ‖a(x)−ϕ(f(x))a(x)‖ =

|1 − ϕ(f(x))|‖a(x)‖ < ε by construction. Thus, we can conclude ‖a − ϕ · a‖ = sup
x∈X
‖a(x) −

ϕ(f(x))a‖ < ε and hence a ∈ Iy. Surjectivity follows from another easy application of

Proposition 3.1. �

The following describes the interplay of the pushforward and the pullback construction:
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Proposition 3.7. Let f : Y → X and g : Z → X be continuous maps. Consider also the

pullback space Y ×X Z = {(y, z) ∈ Y × Z | f(y) = g(z)} with the canonical projection maps

πY : Y ×X Z → Y and πZ : Y ×X Z → Z. Suppose A is a C0(Z)-algebra. Then f∗(g∗A) is

canonically isomorphic to (πY )∗(π
∗
ZA) as C0(Y )-algebras.

Proof. We will define a map

Φ : f∗(g∗A)→ (πY )∗(π
∗
ZA).

Note first, that for y ∈ Y the fibres of each of these C0(Y )-algebras are given by

f∗(g∗A)y = (g∗A)f(y) = Γ0(Zf(y),A|Zf(y)), and

(πY )∗(π
∗
ZA)y = Γ0((Y ×X Z)y, π

∗
ZA|(Y×XZ)y).

For ϕ ∈ f∗(g∗A) = Γ0(Y, f∗(g∗A)) define (Φ(ϕ)(y)) (y, z) = (ϕ(y))(z). It is straightforward

to check, that Φ is an isometric, C0(Y )-linear ∗-homomorphism. Surjectivity however is

obvious for the homomorphism Φy at the level of each fibre, hence an application of Lemma

3.2 finishes the proof. �

Tensor products. Let ⊗max denote the maximal tensor product of C∗-Algebras. If A and

B are C∗-algebras then the canonical embeddings iA : A → M(A ⊗max B) and iB : B →
M(A ⊗max B) extend to commuting embeddings M(A) → M(A ⊗max B) and M(B) →
M(A⊗max B). One easily checks, that these embeddings take central multipliers to central

multipliers. By the universal property of the maximal tensor product, there is a homomor-

phism

ZM(A)⊗max ZM(B)→ ZM(A⊗max B),

characterized by the formula (m⊗ n)(a⊗ b) = ma⊗ nb.

Proposition 3.8. [6, Corollaire 3.16] Let A be a C0(X)-algebra and B a C0(Y )-algebra

with structure homomorphisms Φ : A → ZM(A) and Ψ : C0(Y ) → ZM(B). Then the

composition

C0(X)⊗ C0(Y )
Φ⊗Ψ→ ZM(A)⊗max ZM(B)→ ZM(A⊗max B)

is a non-degenerate ∗-homomorphism. Hence A⊗maxB is a C0(X×Y )-algebra. Furthermore,

there are canonical isomorphisms

(A⊗max B)(x,y)
∼= Ax ⊗max By.

If A and B are two C0(X)-algebras, we would like to consider a notion of tensor product,

which is again a C0(X)-algebra. To this end consider the diagonal map ∆ : X → X×X and

define the (maximal) balanced tensor product of A and B over X to be the pullback A⊗maxX

B := ∆∗(A⊗maxB). Note that there is a canonical isomorphism A⊗maxX B ∼= A⊗maxB/I∆,

where I∆ = C0((X ×X) \ im(∆))A⊗max B is the ideal in A ⊗max B corresponding to the

closed subset im(∆) ⊆ X ×X.

Next we want to remind the reader of the definition of actions of groupoids on C∗-algebras.

For a more detailed exposition see [33].

A groupoid dynamical system (A,G, α) consists of a locally compact Hausdorff groupoid

G, a C0(G(0))-algebra A and a family (αg)g∈G of ∗-isomorphisms αg : Ad(g) → Ar(g) such

that αgh = αg ◦ αh for all (g, h) ∈ G(2) and such that g · a := αg(a) defines a continuous

action of G on the upper-semicontinuous bundle A associated to A.
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It follows easily from the definition that for all u ∈ G(0) we have αu = idAu and for all

g ∈ G we have αg−1 = α−1
g .

We will often omit the action α in our notation and just say that A is a G-algebra. The

following lemma gives us a better handle on the continuity assumption for the action:

Lemma 3.9. Let A be a C0(G(0))-algebra and α = (αg)g∈G be a family of ∗-isomorphisms

αg : Ad(g) → Ar(g), such that αgh = αg ◦αh for all (g, h) ∈ G(2). Then (A,G, α) is a groupoid

dynamical system, if and only if for every a ∈ A the map g 7→ αg(a(d(g))) is a continuous

section G→ r∗A.

Proof. If (A,G, α) is a groupoid dynamcial system, it is clear that the mapping g 7→
αg(a(d(g))) is continuous.

For the converse we need to show, that if (gλ, bλ)λ is a net in G ∗ A converging to some

element (g, b), then αgλ(bλ)→ αg(b) in r∗A. We want to apply [44, Proposition C.20] again.

Choose a ∈ A with a(d(g)) = b. If we put uλ := αgλ(a(d(gλ))) and u := αg(a(d(g))) = αg(b),

then property (a) holds by our assumption and (b) and (c) are automatically satisfied. It

remains to check (d), i.e. that for all ε > 0 we eventually have ‖αgλ(bλ) − uλ‖ < ε. But

‖αgλ(bλ) − uλ‖ = ‖bλ − a(d(gλ))‖ and since bλ → b we have that bλ will eventually be

contained in the basic open neighbourhood W (a,G(0), ε) of b, which finishes the proof of

(d). �

We will now study several constructions of groupoid dynamical systems.

Pullbacks. Suppose that Φ : H → G is a groupoid homomorphism. Let Φ0 : H(0) → G(0) be

the corresponding map between the unit spaces. If (A,G, α) is a groupoid dynamical system,

we obtain an isomorphism of C0(G)-algebras:

Φ∗α : Φ∗(d∗GA)→ Φ∗(r∗GA)

by Lemma 3.3. Now using the identifications

d∗H(Φ∗0A) = (Φ0 ◦ dH)∗A = (dG ◦ Φ)∗A = Φ∗(d∗GA)

and similarly

r∗H(Φ∗0A) = Φ∗(r∗GA),

we obtain a C0(H)-linear ∗-isomorphism

d∗H(Φ∗0A)→ r∗H(Φ∗0A),

which defines an action of H on Φ∗0A by [33, Lemma 4.3].

A particular instance of this is given by the inclusion of a closed subgroupoid. Let H be

a closed subgroupoid of G and ι : H ↪→ G the inclusion map. If A is a G-algebra we write

A|H := ι∗0A and the action of H on A|H is just the restriction of the action of G on A.

Pushforward. Suppose X is a (left) G-space with anchor map p : X → G(0) and (A,GnX,α)

is a groupoid dynamical system. Then pushing forward along p we can also view A as a

C0(G(0))-algebra. Recall that Au is canonically identified with Γ0(p−1(u),A). We can define

a family (βg)g of ∗-homomorphisms βg : Ad(g) → Ar(g) by

βg(f)(x) = α(g,x)(f(g−1x)).

Proposition 3.10. The tripel (A,G, β) is a groupoid dynamical system.
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Proof. First of all βg : Ad(g) → Ar(g) is an isomorphism, as one easily computes that β−1
g =

βg−1 is an inverse. A similar computation yields that βgh = βg ◦ βh for all (g, h) ∈ G(2). It

remains to check, that the action of G on the bundle p∗A is continuous. Recall that the action

of G n X is implemented by an isomorphism α : D∗A → R∗A, where D,R : G n X → X

denote the domain and range maps respectively. Using the pushforward construction along

the projection π : GnX → G onto the first factor, we obtain a ∗-isomorphism

π∗α : π∗(D
∗A)→ π∗(R

∗A).

Now an application of Proposition 3.7 provides the identifications π∗(D
∗A) ∼= d∗(p∗A) and

π∗(R
∗A) ∼= r∗(p∗A). A quick computation reveals that under these identifications we have

(π∗α)g = βg. �

Tensor products. Given groupoid dynamical systems (A,G, α) and (B,G, β) we want to

define the diagonal action of G on the balanced tensor product A ⊗max
G(0) B, following [31].

Using the canonical identifications of C0(G)-algebras d∗(A ⊗max
G(0) B) = d∗A ⊗maxG d∗B and

r∗(A⊗max
G(0) B) = r∗A⊗maxG r∗B the desired action is defined by the isomorphism

α⊗ β : d∗A⊗maxG d∗B → r∗A⊗maxG r∗B.

For g ∈ G we have (α⊗ β)g = αg ⊗ βg.
Crossed products. In this short paragraph we remind the reader of the definition of reduced

crossed products of C∗-algebras by étale groupoids roughly following [26]. Let G be an

étale groupoid and (A,G, α) a groupoid dynamical system. Consider the complex vector

space Γc(G, r
∗A). It carries a canonical ∗-algebra structure with respect to the following

operations:

(f1 ∗ f2)(g) =
∑

h∈Gr(g)
f1(h)αh(f2(h−1g))

and

f∗(g) = αg(f(g−1)∗).

See for example [33, Proposition 4.4] for a proof of this fact. For u ∈ G(0) consider the

Hilbert Au-module `2(Gu, Au). It is the completion of the space of finitely supported Au-

valued functions on Gu, with respect to the inner product

〈ξ, η〉 =
∑
h∈Gu

ξ(h)∗η(h).

We can then define a ∗-representation πu : Γc(G, r
∗A)→ L(`2(Gu, Au)) by

πu(f)ξ(g) =
∑
h∈Gu

αg(f(g−1h))ξ(h).

Using this family of representations, we can define a C∗-norm on the convolution algebra

Γc(G, r
∗A) by

‖f‖r := sup
u∈G(0)

‖πu(f)‖.

The reduced crossed product A or G is defined to be the completion of Γc(G, r
∗A) with

respect to ‖·‖r.
We will now define and study a noncommutative analogue of the construction of the

induced space, that we studied at the end of section 2. The definition is well-known in the

group case and has appeared in the literature before also in the groupoid setting (see for
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example [10]), but since we could not find a study of the basic properties, we chose to give

a detailed exposition here. Most of our treatment follows ideas quite similar to the group

case, which are presented nicely in [35].

Let (A,G, α) be a groupoid dynamical system and X a right G-space with anchor map

p : X → G(0). Consider the upper-semicontinuous C∗-bundle A over G(0) associated to A.

Form the pull-back p∗(A) to obtain an upper-semicontinuous C∗-bundle over X. Then define

IndXG (A) to be the set of all bounded continuous sections f ∈ Γb(X, p
∗(A)), such that

(1) for all x ∈ X and g ∈ Gp(x) we have αg(f(x)) = f(xg−1), and

(2) the map [xG 7→ ‖f(x)‖] vanishes at infinity.

As IndXG (A) is a closed ∗-subalgebra of Γb(X, p
∗(A)), it is a C∗-algebra. If the action of G

on X is proper, IndXG (A) carries more structure:

Proposition 3.11. Let (A,G, α) be a groupoid dynamical system and X a proper right

G-space. Then IndXG (A) is a C0(X/G)-algebra with respect to the action

(ϕ · f)(x) = ϕ(xG)f(x),

for ϕ ∈ C0(X/G) and f ∈ IndXG (A).

Proof. First recall that the orbit space for a proper action is a locally compact Hausdorff

space, so that our at least claim makes sense. Secondly, using [44, Lemma 8.3], we can

easily check, that the formula above defines an action of C0(X/G) as central multipliers: For

f, g ∈ IndXG (A) and ϕ ∈ C0(X/G) we have

ϕ(ff ′)(x) = ϕ(xG)f(x)f ′(x) = f(x)ϕ(xG)f ′(x) = f(ϕf ′)(x).

It remains to check the non-degeneracy of the action. So let f ∈ IndGXA and ε > 0 arbitrary.

By definition of the induced algebra there exists a compact subset K ⊆ X/G such that

‖f(x)‖ < ε for all xG 6∈ K. Choose a function ϕ ∈ C0(X/G) with 0 ≤ ϕ ≤ 1 such that

ϕ(xG) = 1 for all xG ∈ K. Then we have ‖ϕf − f‖ < ε. �

In what follows we want to identify the fibres of IndXG (A) with respect to this C0(X/G)-

algebra structure.

Lemma 3.12. Let G be locally compact Hausdorff groupoid with Haar system (λu)u∈G(0) and

let A be a C0(G(0))-algebra. Given an element f ∈ Γ(G, r∗A) such that supp(f)∩ r−1(K) is

compact for all compact K ⊆ G(0) let

λ(f)(u) :=

∫
Gu

f(g)dλu(g). (1)

This defines an element λ(f) ∈ Γ(G(0),A).

Proof. If f is compactly supported this is well-known (see [22, Proposition 3.53] for a detailed

proof). In the general setting we can proceed as in the scalar case presented in Lemma

2.3. �

The next lemma is a groupoid analogue of [35, Lemma 6.17], which tells us that there are

lots of non-trivial elements in IndXG (A).

Lemma 3.13. Let G be a locally compact Hausdorff groupoid with Haar system (λu)u∈G(0).

If (A,G, α) is a groupoid dynamical system and X a proper, right G-space with anchor-map
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p : X → G(0), then for every ϕ ∈ Cc(X) and a ∈ A the formula

ϕ � a(x) :=

∫
Gp(x)

ϕ(xg)αg(a(d(g)))dλp(x)(g)

gives a well-defined element ϕ � a ∈ IndXG (A).

Proof. Since the action of G on X is proper, the set {g ∈ Gp(x) | x · g ∈ supp(ϕ)} is compact

for each fixed x ∈ X. Thus, the integrand is an element in Cc(G
p(x), Ap(x)) and we can form

the integral. For each t ∈ Gp(x) we have

ϕ � a(xt−1) =

∫
Gp(xt

−1)

ϕ(xt−1g)αg(a(d(g)))dλp(xt
−1)(g)

g 7→tg
=

∫
Gp(x)

ϕ(xg)αtg(a(d(g)))dλp(x)(g)

= αt

 ∫
Gp(x)

ϕ(xg)αg(a(d(g)))dλp(x)(g)


= αt(ϕ � a(x))

Furthermore ϕ � a is bounded. To see this note that the set S := {g ∈ G | supp(ϕ) ·
g ∩ supp(ϕ) 6= ∅} is compact. From Lemma 2.1 we know that there is a C > 0 such

that λp(x)(S) < C for all x ∈ X. Then we have ‖ϕ � a(x)‖ ≤
∫

Gp(x)
|ϕ(xg)|dλp(x)(g)‖a‖ ≤

λp(x)(S)‖ϕ‖‖a‖ ≤ C‖ϕ‖‖a‖. We want to see that ϕ � a is continuous. Note that (y, g) 7→
ϕ(y)αg(a(d(g))) is an element in Γ(X o G, r∗XoG(p∗A)) with proper support and thus by

Lemma 3.12 the map

x 7→
∫

(XoG)x

ϕ(y)αg(a(d(g)))d(δx ⊗ λp(x))(y, g)

=

∫
Gp(x)

ϕ(xg)αg(a(d(g)))dλp(x)(g)

is continuous. Finally, note that the support of the map xG 7→ ‖ϕ � a(x)‖ is contained in

the image of the compact set supp(ϕ) ⊆ X under the quotient map, and hence certainly

vanishes at infinity. �

We are now ready to identify the fibres. To simplify the notation (and because we are

mainly interested in this particular situation) we will now also assume that the action of G

on X is free in the sense that xg = x implies that g is a unit.

Proposition 3.14. Let G be a locally compact Hausdorff groupoid with Haar system (λu)u. If

(A,G, α) is a groupoid dynamical system and X a free and proper, right G-space with anchor

map p : X → G(0), then IndXG (A) is a C0(X/G)-algebra, such that the fibre (IndXG (A))xG

over xG ∈ X/G is canonically isomorphic to Ap(x).

Proof. The first part of the assertion has already been dealt with in Proposition 3.11. It

remains to identify the fibres. For x ∈ X consider the evaluation map

evx : IndXG (A)→ Ap(x).
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We will show, that the kernel of evx coincides with the ideal

IxG = C0(X/G \ {xG})IndXG (A)

and that evx is surjective. Let us start with the kernel. If ϕ ∈ C0(X/G \ {xG}) and

f ∈ IndXG (A) we have evx(ϕ · f) = ϕ(xG)f(x) = 0. Thus IxG ⊆ ker(evx). If conversely

f ∈ ker(evx) we have f(xg) = αg−1(f(x)) = 0 for all g ∈ G. Hence f is zero on the whole

orbit of x. Given ε > 0 the set K := {yG | ‖f(y)‖ ≥ ε} is compact by definition of the

induced algebra. Since X/G is Hausdorff there exists a ϕ ∈ Cc(X/G), 0 ≤ ϕ ≤ 1 such that

ϕ(xG) = 0 and ϕ = 1 on K. One easily checks that ϕ · f ∈ IxG and ‖f − ϕ · f‖ < ε.

To prove surjectivity it suffices to show that evx has dense range. So let a(p(x)) ∈ Ap(x) and

ε > 0 be given. Choose a neighbourhood U of p(x) in G such that ‖αg(a(d(g)))−a(p(x))‖ < ε

for all g ∈ Gp(x)∩U . Since the action is free and proper one checks (using Proposition 2.7(3))

that xU is open as a subset of xG and hence we can choose V ⊆ X open such that V ∩xG =

xU . If φ ∈ Cc(X) is positive and has support contained in V define

ϕ(x) :=

 ∫
Gp(x)

φ(xg)dλp(x)(g)


−1

φ(x).

Then ∫
Gp(x)

ϕ(xg)dλp(x)(g) = 1

and we have

‖ϕ � a(x)− a(p(x))‖ = ‖
∫

Gp(x)

ϕ(xg)αg(a(d(g)))dg − a(p(x))‖

≤
∫

Gp(x)

ϕ(xg)‖αg(a(d(g)))− a(p(x))‖dλp(x)(g)

< ε.

�

Remark 3.15. Note that it follows from the proof above and Proposition 3.1 that

span{ϕ � a | ϕ ∈ Cc(X), a ∈ A}

is dense in IndXGA.

We will now turn to the situation which is of most interest for our purposes. Let G be a

groupoid and H ⊆ G a closed subgroupoid. Set X := d−1(H(0)) ⊆ G. Then H acts from the

right on X, where the anchor map is the restriction of the domain map to X and the product

is just given by multiplication. This action is obviously free and proper since X o H is a

closed subgroupoid of the proper groupoid GoG. As the restriction of the range map to X

is invariant under the H-action, it factors through a continuous map r̃ : X/H → G(0). This

map serves as the anchor map for the canonical action of G on X/H given by multiplication

(note that gx ∈ X for all g ∈ G and x ∈ X with d(g) = r(x)).

Note that for each (g, xH) ∈ G n X/H Proposition 3.14 gives us isomorphisms ẽvx :

(IndXHA)x → Ad(x) and ẽvg−1x : (IndXHA)g−1x → Ad(x). Hence we get an isomorphism

α(g,xH) := ẽvx
−1 ◦ ẽvg−1x : (IndXHA)g−1xH → (IndXHA)xH
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Let α = (α(g,xH))(g,xH)∈GnX/H be the family of all these ismorphisms. We want to see that

(IndXHA,GnX/H,α) is a groupoid dynamical system. To check continuity of the action we

need the following observation:

Lemma 3.16. Let q : A → X be an upper-semicontinuous C∗-bundle. Suppose (aλ)λ and

(bλ)λ are nets in A such that q(aλ) = q(bλ) and limλ aλ = a = limλ bλ. Then

lim
λ
‖aλ − bλ‖ = 0.

Proof. Let ε > 0 be given. Choose f ∈ Γ0(X,A) such that f(q(a)) = a. Then a is contained

in the basic open set

W (f,
ε

2
) = {b ∈ A | ‖b− f(q(b))‖ < ε

2
}.

By assumption, for large λ we have aλ, bλ ∈W (f, ε2). Consequently, we eventually have

‖aλ − bλ‖ ≤ ‖aλ − f(q(aλ))‖+ ‖f(q(bλ))− bλ‖ < ε.

�

Proposition 3.17. The triple (IndXHA,GnX/H,α) is a groupoid dynamical system.

Proof. Let us first check that α is compatible with the groupoid structure. We compute

α(g1,xH) ◦ α(g2,g
−1
1 xH) = ẽvx

−1 ◦ ẽvg−1
1 x ◦ ẽvg−1

1 x

−1 ◦ ˜evg−1
2 g−1

1 x

= ẽvx
−1 ◦ ˜ev(g1g2)−1x

= α(g1g2,xH)

Next, we have to check continuity. By Lemma 3.9, it is enough to check, that for any net

(gλ, xλH)λ in G n X/H with (gλ, xλH) → (g, xH) ∈ G n X/H and every f ∈ IndXHA we

have

α(gλ,xλH)(f + Ig−1
λ xλH

)→ α(g,xH)(f + Ig−1xH)

By definition, we have α(g,xH)(f + Ig−1xH) = ẽvx
−1(f(g−1x)). To achieve a contradiction,

suppose that the net ẽvxλ
−1(f(g−1

λ xλ)) does not converge to ẽvx
−1(f(g−1x)). Then, by

definition of the topology on the bundle associated to the C0(X/H)-algebra IndXHA, there

exists f ′ ∈ IndXHA such that f ′(x) = f(g−1x) and ε > 0, such that after passing to a suitable

subnet and relabelling, we can assume for all λ:

‖f(g−1
λ xλ)− f ′(xλ)‖ = ‖ẽvxλ

−1(f(g−1
λ xλ))− f ′ + IxλH‖ ≥ ε

After passing to another subnet (and relabelling), we may also assume that xλ → x by [44,

Proposition 1.15]. But then, by continuity of f and f ′ we have f(g−1
λ xλ) → f(g−1x) =

f ′(x)← f ′(xλ). Hence Lemma 3.16 implies, that

‖f(g−1
λ xλ)− f ′(xλ)‖ → 0,

a contradiction. �

Remark 3.18. The dynamical system (IndXHA,GnX/H,α) can also be obtained using the

construction of a pullback along an equivalence of groupoids in the sense of [31]. Given a

closed subgroupoid H ⊆ G the space X := d−1(H(0)) ⊆ G as defined above implements a

GnX/H−H-equivalence. One can show that IndXHA and the pullback X∗(A) are isomorphic

as GnX/H-algebras.
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If A is an H-algebra we can use the pushforward construction along r̃ to turn IndXHA into

a C0(G(0))-algebra. Concretely, for ϕ ∈ C0(G(0)) and f ∈ IndXHA this action is given by

(ϕ · f)(x) = ϕ(r(x))f(x).

Let us also identify the fibres of IndXHA with respect to this C0(G(0))-action.

Lemma 3.19. In the above situation the fibre (IndXHA)u of IndXHA over u ∈ G(0) is canon-

ically isomorphic to the algebra IndX
u

H A.

Proof. Consider the restriction homomorphism

res : IndXHA→ IndX
u

H A.

The kernel of res can be identified with Iu = C0(G(0) \ {u})IndXHA as follows: Let ϕ ∈
C0(G(0) \ {u}) and f ∈ IndXHA. Then for all x ∈ Xu we clearly have (ϕ · f)(x) =

ϕ(r(x))f(x) = ϕ(u)f(x) = 0. And thus Iu ⊆ ker(res). For the converse inclusion let

f ∈ IndXHA such that res(f) = 0. From the definition of IndXHA we know that for any ε > 0

the set K = {xH ∈ X/H | ‖f(x)‖ ≥ ε} is compact. Since r̃ is continuous r̃(K) is also

compact. Since u /∈ r̃(K) we can find a function ϕ ∈ Cc(G(0)) such that 0 ≤ ϕ ≤ 1, ϕ ≡ 1

on r̃(K) and ϕ(u) = 0. Then clearly ϕ · f ∈ Iu and we have ‖f −ϕ · f‖ < ε since if xH ∈ K,

then r(x) = r̃(xH) ∈ r̃(K) and ‖f(x) − ϕ(r(x))f(x)‖ = ‖f(x) − f(x)‖ = 0 and if xH /∈ K
then ‖f(x)− ϕ(r(x))f(x)‖ = |1− ϕ(r(x))|‖f(x)‖ < ε. Thus, we have f ∈ Iu.

To finish the proof we need to show that res is surjective. To this end it is enough to show

that im(res) is dense in IndX
u

H A. It is clear that im(res) is a linear subspace in IndX
u

H A.

Moreover, it is closed under the C0(Xu/H)-action since if ϕ ∈ C0(Xu/H) and f ∈ im(res)

then we can identify Xu/H with the closed subspace r̃−1({u}) ⊆ X/H and thus find an

element ϕ̃ such that ϕ̃|Xu/H = ϕ. If f̃ with res(f̃) = f then clearly ϕ·f = res(ϕ̃·f̃) ∈ im(res).

Furthermore, for all xH ∈ Xu/H we know that {res(f)(x) | f ∈ IndXHA} = evx(IndXHA) is

dense in Ad(x) from Proposition 3.14. Since Ad(x) = (IndX
u

H A)xH we can apply Proposition

3.1 to conclude that im(res) is dense in IndX
u

H A as desired. �

Proposition 3.20. Consider the family of isomorphisms (βg)g∈G, where

βg : IndX
d(g)

H → IndX
r(g)

H , βg(f)(x) = f(g−1x).

Then (IndXHA,G, β) is a groupoid dynamical system.

Proof. Apply Proposition 3.10 to (IndXHA,GnX/H,α). �

For later purposes we want to examine what happens, if we restrict our G-action on IndXHA

to the subgroupoid H again. We have the following result:

Lemma 3.21. The restriction (IndXHA)|H of the G-algebra IndXHA to the subgroupoid H is

isomorphic to the induced algebra IndG
′

H A, where G′ = GH
(0)

H(0) ⊆ X.

Proof. Recall that (IndXHA)|H is defined as the algebra of continuous sections of the bundle∐
u∈H(0) IndX

u

H A vanishing at infinity. Thus, we can define a map Φ : (IndXHA)|H → IndG
′

H A

by letting Φ(f)(x) = f(r(x))(x). One easily checks that this is a C0(H(0))-linear ∗-homo-

morphism. It is not hard to see that the composition of Φ followed by the restriction

map IndG
′

H A → IndX
u

H A coincides with the evaluation homomorphism evu : (IndXHA)|H →
IndX

u

H A. Hence Φ induces the identity on each fibre, which is an isomorphism. By Lemma 3.2
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it follows that Φ must be an isomorphism itself. Following the construction of the restricted

action it is easy to see that Φ is compatible with the H-actions on both sides. �

Earlier we claimed that the process of induction should generalize the construction of

induced spaces presented in section 2. The following proposition finally justifies this:

Proposition 3.22. Let G be a locally compact Hausdorff groupoid and H ⊆ G a closed

subgroupoid. If Y is a left H-space with anchor map p : Y → H(0), then C0(Y ) turns into an

H-algebra. Consider the right H-space X := d−1(H(0)). Then IndXH(C0(Y )) is canonically

isomorphic to C0(G×H Y ), where G×H Y is the classical induced G-space.

Proof. We want to define a map from IndXH(C0(Y )) to C0(G ×H Y ). For this let B denote

the upper-semicontinuous C∗-bundle associated to the C0(H(0))-algebra C0(Y ). Now let

f ∈ IndXH(C0(Y )) be given. Then for each x ∈ X we have that f(x) ∈ (d∗|X(B))x =

Bd(x) = C0(Y )d(x) = C0(Yd(x)) where Yd(x) = p−1({d(x)}) ⊆ Y . Define Φ : IndXH(C0(Y )) →
`∞(G×H Y ) by

Φ(f)([x, y]) := (f(x))(y).

We need to see, that this is well-defined. Recall that the left action of H on G ×G(0) Y

is given by h · (x, y) := (xh−1, hy). Then we have Φ(f)([xh−1, hy]) = (f(xh−1))(hy) =

(lth(f(x)))(hy) = (f(x))(y), where lt : d∗(C0(Y )) → r∗(C0(Y )) denotes the action of H on

C0(Y ) induced from the H action on Y . Let us show that Φ has image in C0(G×H Y ). First

consider functions of the form ϕ � g for ϕ ∈ Cc(X) and g ∈ Cc(Y ). Let k : G×G(0) Y → C be

the function k(x, y) = ϕ(x)g(y). Clearly k has compact support. Combining this with the

fact that H acts properly on G×G(0) Y we obtain that the map H n (G×G(0) Y )→ C given

by (h, x, y) 7→ k(h−1(x, y)) is continuous and properly supported. Thus, the map

(x, y) 7→
∫

Hn(G×
G(0)Y )(x,y)

k(h−1(x′, y′))dλd(x) ⊗ δ(x,y)(h, x
′, y′)

is continuous by Lemma 3.12. But the latter integral equals∫
Hd(x)

ϕ(xh)g(h−1y)dλd(x)(h) = Φ(ϕ � g)([x, y]).

Thus Φ(ϕ � g) is continuous and compactly supported. Since the linear span of elements of

the form ϕ � g is dense in IndXHC0(Y ) and Φ is clearly a ∗-homomorphism and isometric, its

image is contained in C0(G ×H Y ). A quick application of the Stone–Weierstrass theorem

gives that im(Φ) = C0(G×H Y ). �

We also have, that the process of induction is compatible with the maximal tensor product

in the following sense:

Lemma 3.23. Let G be a locally compact Hausdorff groupoid and H ⊆ G a proper sub-

groupoid. If A is an H-algebra and B a G-algebra we have a canonical isomorphism of

G-algebras

Φ : (IndXHA)⊗max
G(0) B → IndXH(A⊗max

H(0) B|H)

satisfying

Φ(f ⊗ b)(g) = f(g)⊗ βg−1(b(r(g)))

for all f ∈ IndXHA and b ∈ B.
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Proof. It is easy to check that Φ(f ⊗ b) ∈ IndXH(A⊗max
H(0) B|H). Recall, that we can identify

the fibre over u ∈ G(0) as ((IndXHA) ⊗ B)u ∼= IndX
u

H A ⊗ Bu and (IndXH(A ⊗ B|H))u ∼=
IndX

u

H (A ⊗ B|H). Using this identification we get that the image of Φ(f ⊗ b) in the fibre

(IndXH(A⊗B|H))u can be identified with the function g 7→ f(g)⊗ βg−1(b(u)). Hence we can

compute

‖Φ(f ⊗ b)‖ = sup
u∈G(0)

‖Φ(f ⊗ b)(u)‖

= sup
u∈G(0)

sup
g∈Xu

‖f(g)⊗ βg−1(b(u))‖

= sup
u∈G(0)

sup
g∈Xu

‖f(g)‖‖b(u)‖

= sup
u∈G(0)

‖f|Xu‖‖b(u)‖

= sup
u∈G(0)

‖f|Xu ⊗ b(u)‖

= ‖f ⊗ b‖

Hence Φ extends to a C0(G(0))-linear ∗-homomorphism. To check it is an isomorphism, it is

enough to check that Φ induces an isomorphism on each fibre. Viewing IndX
u

H (A⊗B|H) as

a C0(Xu/H)-algebra it is also not hard to show that im(Φu) is a C0(Xu/H)-linear subspace

such that for each fixed g ∈ Xu the set

{Φu(ξ)(g) | ξ ∈ IndXu

H A⊗Bu}

is dense in (IndX
u

H (A⊗B|H))gH = Ad(g) ⊗Bd(g). Thus, im(Φu) is dense in IndX
u

H (A⊗B|H)

by Proposition 3.1. Conversely, these arguments show that functions of the form f � b ∈
IndX

u

H (A⊗BH) for f ∈ IndXu

H A and b ∈ Bu defined by (f � b)(g) := f(g)⊗βg−1(b) generate

a dense subspace of IndX
u

H (A ⊗ BH). The same computation as above then shows that

f � b 7→ f ⊗ b defines a bounded linear homomorphism IndX
u

H (A ⊗ BH) → IndX
u

H A ⊗ Bu,

which is clearly inverse to Φu. Consequently, Φu is an isomorphism for all u ∈ G(0) and

hence Φ must be an isomorphism by Lemma 3.2. �

4. Equivariant KK-Theory

In this section we first review the basic constructions of groupoid equivariant KK-Theory

and lift some well-known results from the group case to the realm of groupoids. Our expo-

sition is based on the work of Le Gall (cf. [30, 31]). Let us start by reviewing some facts on

Hilbert modules over C0(X)-algebras:

Let A be a C0(X)-algebra and E a right Hilbert A-module. For ϕ ∈ C0(X) we can define

an action of C0(X) on EA = E by adjointable operators by

ϕ · (xa) := x(aϕ)

It is straightforward to check that this action actually takes values in the center Z(L(E))

of the adjointable operators on E. Using the canonical isomorphism M(K(E)) ∼= L(E) we

actually get a ∗-homomorphism Φ : C0(X) → Z(M(K(E))). For rank-one operators this

action is given by ϕ ·Θx,y = Θϕx,y (here for x, y ∈ E, Θx,y denotes the adjointable operator
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given by Θx,y(z) := x〈y, z〉A). It is straightforward to show that Φ is non-degenerate and

hence, that K(E) is a C0(X)-algebra.

Similar to C0(X)-algebras we can also view E as a fibred object in the following way: For

x ∈ X let Ex be the quotient (as a vector space) of E by the closed subspace C0(X \ {x})E.

Denote the image of an element e ∈ E under the quotient map on Ex by e(x). Then we can

define an Ax-valued inner product on Ex by

〈e(x), e′(x)〉Ax := 〈e, e′〉A(x).

One can show that Ex is complete with respect to the norm induced by this inner product.

Remark 4.1. Note that one could also define the fibre Ex as the tensor product E ⊗A Ax
(compare [31, §4.1]). The canonical morphism

E ⊗A Ax → Ex,

sending an elementary tensor e⊗ a(x) to the product (ea)(x), is an isomorphism.

If E,F are two Hilbert A-modules, then every operator T ∈ L(E,F ) is automatically

compatible with the C0(X)-structures on E and F . Hence T factors through a well-defined

operator Tx ∈ L(Ex, Fx) for every x ∈ X. Using [44, Lemma C.11] one can show that

‖T‖ = supx∈X‖Tx‖. If T ∈ K(E) is a compact operator, then so is Tx for every x ∈ X. For

a rank one operator Θe,f ∈ K(E) this is obvious since (Θe,f )x = Θe(x),f(x). The general case

follows by approximating T ∈ K(E) by finite linear combinations of rank one operators.

This gives rise to a convenient description of the compact operators on of Ex. Indeed, the

canonical map T 7→ Tx factors through an isomorphism

K(E)x ∼= K(Ex),

where K(E)x denotes the fibre of K(E) over x with respect to the C0(X)-structure described

above (see [31, Proposition 4.2]).

Let E =
∐
x∈X Ex be the disjoint union of the fibres. We want to see, that in analogy to

C0(X)-algebras, there is a topology on E such that E is isomorphic (as a Hilbert-A-module)

to Γ0(X, E), where the inner product and A-action on the latter are defined pointwise (using

the identification Γ0(X,A) ∼= A).

We need some preparations for this: Consider the compact operators K(E⊕A). Then we

have an embedding iE : E → K(E ⊕A) given by

iE(e) =

(
0 e

0 0

)
.

Analogously, we get embeddings of each fibre iEx : Ex → K(Ex ⊕ Ax) ∼= K(E ⊕ A)x. Since

K(E ⊕ A) is a C0(X)-algebra, there is a topology on K(E ⊕ A) :=
∐
x∈X K(E ⊕ A)x such

that K(E⊕A) ∼= Γ0(X,K(E⊕A)). The inclusions iEx induce an inclusion i : E → K(E⊕A)

and we equip E with the induced topology. Write Γ0(X, E) for the continuous sections of

the bundle E → X vanishing at infinity. Then we get a commutative diagram, where the

homomorphism at the top is given by e 7→ [x 7→ e(x)] and the right vertical map is given by

sending f ∈ Γ0(X, E) to the map x 7→ iEx(f(x)):
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E Γ0(X, E)

K(E ⊕A) Γ0(X,K(E ⊕A))
∼=

iE

Thus, the isomorphism in the bottom row restricts to an isomorphism E → Γ0(X, E) as

desired.

In the next step, we want to define pullbacks of Hilbert modules with respect to the

C0(X)-action. If f : Y → X is a continuous map and A is a C0(X)-algebra we can form

the pullback f∗A of A under f . We equip it with the canonical right Hilbert f∗A-module

structure. Define a left A-action Φ : A → L(f∗A) by (Φ(a)f)(y) = a(f(y))f(y). One easily

checks that this is a well-defined ∗-homomorphism.

Definition 4.2. [31, Définition 4.3] Suppose A is a C0(X)-algebra and E a right Hilbert

A-module. If f : Y → X is a continuous map we define the pullback f∗E of E as the internal

tensor product f∗E := E ⊗Φ f
∗A.

For y ∈ Y we then have (f∗E)y = (E ⊗Φ f∗A)y ∼= E ⊗Φ f∗A ⊗f∗A (f∗A)y ∼= E ⊗A
Af(y) = Ef(y). Here we used that for each C0(X)-algebra A there is a canonical isomorphism

A⊗A Ax → Ax given by a⊗ b(x) 7→ ab(x). The following proposition is concerned with the

behaviour of the interior tensor product under pullbacks.

Proposition 4.3. [30, Proposition 2.3.3] Let A,B be two C0(X)-algebras. If E is a Hilbert

A-module, F is a Hilbert B-module, and Φ : A→ L(F ) is a ∗-homomorphism, then for every

continuous map f : Y → X there is a canonical isomorphism of Hilbert f∗B-modules

f∗E ⊗f∗A f∗F → f∗(E ⊗A F ).

In particular for each x ∈ X, there is a canonical isomorphism

(E ⊗A F )x ∼= Ex ⊗Ax Fx.

We can now define what we mean by a groupoid action on a Hilbert module. For this

let (A,G, α) be a groupoid dynamical system and E be a right Hilbert A-module. From

the discussion above we know that E is equipped with a C0(G(0))-action arising from the

corresponding action on A. Now, if d, r : G → G(0) denote the domain and range maps

respectively, we can form the pullback modules d∗E and r∗E. By construction r∗E is a

right Hilbert r∗A-module, but we can also equip it with the structure of a right Hilbert

d∗A-module by letting x · a := x · α(a) and 〈x, y〉d∗A := α−1(〈x, y〉r∗A).

Thus, we can consider elements T ∈ Ld∗A(d∗E, r∗E). For g ∈ G consider the operator

Tg ∈ LAd(g)(Ed(g), Er(g)) induced by T on each fibre. Using Remark 4.1 this operator can

also be described as

Tg = T ⊗ αg : Ed(g) = d∗E ⊗d∗A Ad(g) → r∗E ⊗d∗A Ar(g) = Er(g).

Definition 4.4. Let A be a G-algebra and E a right Hilbert A-module. An action of G on

E is a unitary V ∈ Ld∗A(d∗E, r∗E) such that VgVg′ = Vgg′ for all (g, g′) ∈ G(2).

For every locally compact Hausdorff groupoidG with Haar-system λ there is a canonicalG-

equivariant Hilbert C0(G(0))-module denoted L2(G) given as the completion of the complex
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vector space Cc(G) with respect to the C0(G(0))-valued inner product

〈f1, f2〉(x) =

∫
Gx

f1(g)f2(g)dλx(g),

and right C0(G(0))-action

(f · ϕ)(g) = f(g)ϕ(r(g)).

Note that L2(G) is a full Hilbert C0(G(0))-module in the sense that the ideal 〈L2(G), L2(G)〉
is dense in C0(G(0)) by an application of the Stone-Weierstraß-Theorem.

Now we define a G-action on L2(G): From [22, Lemma 4.37] we know that there are

isomorphisms d∗(C0(G(0))) ∼= C0(G×d,r G) and r∗(C0(G(0))) ∼= C0(G×r,r G). Thus we have

d∗(L2(G)) = L2(G)⊗C0(G(0)) d
∗(C0(G(0))) ∼= L2(G)⊗C0(G(0)) C0(G×d,r G)

and similarly r∗(L2(G)) ∼= L2(G) ⊗C0(G(0)) C0(G ×r,r G). Now we define V : d∗(L2(G)) →
r∗(L2(G)) as idL2(G) ⊗ lt, where lt : C0(G×d,r G)→ C0(G×r,r G) is given by

lt(f)(g, h) = f(g, g−1h).

Then V is a unitary with Vgg′ = VgVg′ for all (g, g′) ∈ G(2).

More generally, if A is any G-algebra we can view it as a C0(G(0))−A bimodule and form

the G-equivariant right Hilbert A-module

L2(G,A) := L2(G)⊗C0(G(0)) A.

Note that we could also concretely construct L2(G,A) as the completion of the pre-Hilbert

A-module Γc(G, d
∗A) with respect to the inner product

〈f1, f2〉A(x) =

∫
Gx

αg(f1(g)∗f2(g))dλx(g)

and the right A-action

(f · a)(g) = f(g)αg−1(a(r(g))).

A canonical isomorphism

Φ : L2(G)⊗C0(G(0)) A→ Γc(G, d∗A)

is given on elementary tensors by

Φ(f ⊗ a)(g) = f(g)αg−1(a(r(g)))

for f ∈ Cc(G) and a ∈ A. The following result is a special case of [30, Proposition 2.3.2]:

Proposition 4.5. There is a G-equivariant ∗-isomorphism

Ψ : K(L2(G))⊗max
G(0) A→ K(L2(G,A))

given by Ψ(T ⊗ a)(ξ ⊗ b) = Tξ ⊗ ab. Consequently, L2(G,A) implements a G-equivariant

Morita-equivalence

(K(L2(G))⊗max
G(0) A,Ad V ⊗ α) ∼M (A,α).

Even more generally, let E be a G-equivariant Hilbert A-module. As seen above there is

a natural ∗-homomorphism Φ : C0(G(0)) → L(E) induced by the C0(G(0))-structure of A.
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Thus we can form the tensor product

L2(G,E) := L2(G)⊗Φ E

Again we could also explicitly construct L2(G,E) as the completion of the pre-Hilbert A-

module Γc(G, d
∗E) with respect to the inner product

〈f1, f2〉A(x) =

∫
Gx

αg(〈f1(g), f2(g)〉Ad(g))dλ
x(g)

equipped with a right A-action given by

(f · a)(g) = f(g)αg−1(a(r(g))).

Again, an isomorphism

Φ : L2(G)⊗Φ E → Γc(G, d∗E)

is given on elementary tensors by

Φ(f ⊗ e)(g) = f(g)Vg−1(e(r(g)))

for f ∈ Cc(G) and e ∈ E.

Finally, we recall the definitions of groupoid equivariant KK-theory, as introduced by Le

Gall in [30, 31]. Throughout we will assume, that G is a locally compact, second countable

Hausdorff groupoid. Let A and B be two G-algebras. A G-equivariant Kasparov Triple for

(A,B) is a triple (E,Φ, T ), where E is a G-equivariant Z/2Z-graded right Hilbert B-module,

Φ : A → L(E) is a graded G-equivariant ∗-homomorphism and T ∈ L(E) is an adjointable

operator of degree 1, such that Φ(a)(T − T ∗), Φ(a)(T 2 − 1), [Φ(a), T ] ∈ K(E) for every

a ∈ A, and for every element f ∈ r∗A ∼= Γ0(G, r∗A) the mapping

g 7→ Φr(g)(f(g))(Tr(g) − VgTd(g)V
∗
g )

defines and element in Γ0(G, r∗K(E)) = r∗(K(E)).

Two Kasparov triples (Ei,Φi, Ti), i = 1, 2 for (A,B) are called unitarily equivalent if

there exists a G-equivariant unitary U ∈ L(E1, E2) of degree 0, which intertwines the repre-

sentations Φ1 and Φ2 as well as the operators T1 and T2. We denote the set of all unitary

equivalence classes of such triples by EG(A,B). A Kasparov triple (E,Φ, T ) is called essential

if Φ(A)E = E.

A homotopy in EG(A,B) is an element in EG(A,C([0, 1], B)) and the triples in EG(A,B)

obtained by evaluating at 0 and 1 respectively are called homotopic. Homotopy is an equiv-

alence relation on EG(A,B) and the set of homotopy classes of EG(A,B) is denoted by

KKG(A,B).

It is not hard to see, that homotopy respects the operation of taking direct sums of

Kasparov triples. Using this one can show that KKG(A,B) is an abelian group with respect

to taking direct sums of the representing Kasparov triples. The same proof as in the non-

equivariant setting (see [5, Proposition 17.3.3]) works.

The higher KK-groups are defined as follows: For n ∈ N and two G-algebras A and B,

define

KKG
n (A,B) = KKG(A⊗ C0(Rn), B)

It is well-known that KKG is functorial, contravariant in the first, and covariant in the

second variable. As in the non-equivariant case KKG-theory comes with a version of the
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Kasparov product, i.e. for separable G-algebras A,B and C there exists a bilinear map

⊗C : KKG(A,C)×KKG(C,B)→ KKG(A,B),

which is associative in the appropriate sense (see [31, Theorème 6.3] for details). We shall

also use the fact, that the equivariant KK-theory is functorial with respect to groupoid

homomorphisms (see [31, Propositions 7.1 and 7.2])

An important special case of this is given by the inclusion of a subgroupoid H ↪→ G. In

this case we will also denote the resulting map KKG(A,B)→ KKH(A|H , B|H) by resGH and

call it the restriction homomorphism.

The following proposition extends the pushforward construction for C∗-algebras as in

Proposition 3.10 to Hilbert modules and hence provides a homomorphism on the level of

KKG-theory.

Proposition 4.6. Let G be a locally compact Hausdorff groupoid and X a G-space with

anchor map p : X → G(0). For every pair of GnX-algebras A and B the map p gives rise

to a homomorphism

p∗ : KKGnX(A,B)→ KKG(A,B),

compatible with the Kasparov product in the following sense: If A,B and C are separable

GnX-algebras and x ∈ KKGnX(A,C) and y ∈ KKGnX(C,B), then

p∗(x⊗C y) = p∗(x)⊗C p∗(y).

Proof. On the level of Kasparov triples (E,Φ, T ) ∈ EGnX(A,B) the desired map is basically

given by the identity. Viewing A and B as G-algebras via the pushforward construction (see

Proposition 3.10) also E inherits a canonical fibration over G(0) and using the same formulas

as in the C∗-algebraic construction we can push the action of G nX forward to obtain an

action of G on E. Since neither the operator T nor the left action Φ of A on E changed, it

follows from the isomorphism π∗(R
∗(K(E))) ∼= r∗(p∗(K(E))), where R : GnX → X is the

range map and π : GnX → G is the projection on the first factor (confer Proposition 3.7),

that (E,Φ, T ) equipped with this G-action represents an element in EG(A,B). Applying the

same arguments to a homotopy gives the desired homomorphism. Using again, that only the

action on E changes under p∗ it is easy to see, that p∗ respects the Kasparov product. �

Proposition 4.7. Let G be a locally compact Hausdorff groupoid admitting a Haar system

and H ⊆ G a closed subgroupoid. Suppose, that A and B are separable H-algebras. Then

there is an induction homomorphism

IndGH : KKH(A,B)→ KKG(IndXHA, Ind
X
HB),

where X := d−1(H(0)). The homomorphism IndGH is compatible with the Kasparov product

in the following sense: If A,B and C are separable H-algebras and x ∈ KKH(A,C) and

y ∈ KKH(C,B), then

IndGH(x⊗C y) = IndGH(x)⊗IndGHC IndGH(y).

Proof. The space X = d−1(H(0)) ⊆ G with the induced topology implements an equivalence

between the groupoids GnX/H and H. Hence by [31, Definition 7.1, Theorem 7.2] there is a

canonical homomorphism X∗ : KKH(A,B) → KKGnX/H(IndGHA, Ind
G
HB) compatible with

the Kasparov product (compare Remark 3.18). If we now compose this homomorphism with
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the homomorphism obtained by pushing forward alsong GnX/H → G as in Proposition 4.6

we obtain the desired map and compatibility with the product follows since both maps in this

composition have this property. Alternatively, one could define this map explicitly along the

lines of [25, §5] as follows: If x ∈ KKG(A,B) is represented by the Kasparov triple (E,Φ, T ),

then we can form the induced Hilbert IndXHB-module IndXHE as the set of all ξ ∈ Γb(X, d
∗E)

such that Vh(ξ(x)) = ξ(xh−1) for all x ∈ X and h ∈ H and [xH 7→ ‖ξ(x)‖] ∈ C0(X/H),

equipped with the pointwise actions and inner products. Pointwise action on the left gives

a representation IndGHΦ : IndXHA→ L(IndXHE). Using a cutoff function c : X → R+ for the

groupoid X oH as in Definition 5.1 we can define an operator T̃ ∈ L(IndXHE) by

(T̃ ξ)(x) =

∫
Hd(x)

c(xh)Vh(T (ξ(xh)))dλd(x)(h).

Then (IndXHE, Ind
X
HΦ, T̃ ) can be shown to be a Kasparov tripel representing the element

IndGH(x) ∈ KKG(IndXHA, Ind
X
HB).

�

Finally, Le Gall showed in [30, Propositions 7.2.1 and 7.2.2] that for a locally compact

σ-compact groupoid G equipped with a Haar system and two G-algebras A and B there

exits a canonical descent homomorphism

jG : KKG(A,B)→ KK(Aor G,B or G),

which is is compatible with the Kasparov product.

For later reference let us outline the construction of the map jG in the étale setting: Given

a Kasparov triple (E,Φ, T ) ∈ EG(A,B) we can define a right Γc(G, r
∗B)-module structure

and a Γc(G, r
∗B)-valued inner product on Γc(G, r

∗E) by

〈ξ1, ξ2〉(g) =
∑

h∈Gr(g)

βh−1(〈ξ1(h), ξ2(hg)〉)

and

(ξf)(g) =
∑

h∈Gr(g)
ξ(h)βh(f(h−1g)).

The Hilbert BorG-module obtained by completion is denoted by EorG. A representation

Φ̃ : Aor G→ L(E or G) is determined by the formula

(Φ̃(f)ξ)(g) =
∑

h∈Gr(g)
Φr(h)(f(h))Vh(ξ(h−1g)),

where f ∈ Γc(G, r
∗A) and ξ ∈ Γc(G, r

∗E). Finally, one defines an operator T̃ ∈ L(E or G)

by

(T̃ ξ)(g) := Tr(g)(ξ(g)).

Then one can show that (E or G, Φ̃, T̃ ) ∈ E(A or G,B or G) and the map jG is given by

jG([E,Φ, T ]) = [E or G, Φ̃, T̃ ].

Remark 4.8. Equivalently, one can use the canonical representation B → M(B or G) to

define E or G as the tensor product E ⊗B (B or G) (see [30, Définition 7.2.1]).
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5. Automatic Equivariance

In this section we shall elaborate, when the operator in a Kasparov triple can be chosen

in an equivariant way. The main ideas are based on the paper [32], which deals with the

case of locally compact groups.

Let A and B be (trivially graded) G-algebras and let (E,Φ, T ) be an equivariant Kasparov

triple for (A,B). We call T ′ ∈ L(E) a compact perturbation of T if the operators Φ(a)(T ′−T )

and (T ′ − T )Φ(a) are compact for all a ∈ A. In this case the triples (E,Φ, T ) and (E,Φ, T ′)

are operator homotopic via the trivial path Ts := (1−s)T+sT ′ and hence represent the same

element in KKG(A,B) (see for example [5, Corollary 17.2.6]). To illustrate the usefulness of

the above notion, we want to show (the well-known result) that ifG is a proper groupoid, then

every element in KKG(A,B) can be represented by a Kasparov triple with a G-equivariant

operator. For the proof we need the following notion:

Definition 5.1. [41, Definition 6.7] Let G be a locally compact Hausdorff groupoid equipped

with a Haar system (λu)u∈G(0) . A cutoff function for G is a continuous map c : G(0) → R+

such that

(1) for every u ∈ G(0) we have
∫
Gu c(d(g))dλu(g) = 1, and

(2) the map r : supp(c ◦ d)→ G(0) is proper.

Tu showed in [41, Propositions 6.10 and 6.11]) that a locally compact Hausdorff groupoid

equipped with a Haar system admits a cutoff function if and only if it is proper. If moreover

the orbit space G \G(0) is compact, then G admits a cutoff function with compact support.

We are now ready for the proof of the promised example using compact perturbations.

Proposition 5.2. Let G be a proper groupoid with Haar system (λu)u∈G(0) and (E,Φ, T ) ∈
EG(A,B) a G-equivariant Kasparov-triple. Then there is a G-equivariant operator TG ∈
L(E) which is a compact pertubation of T .

Proof. Let (E,Φ, T ) ∈ EG(A,B) be given. Choose a cutoff function c for G. Then for

u ∈ G(0) define

(TG)u =

∫
Gu

c(d(g))VgTd(g)Vg−1dλu(g).

This clearly defines an operator TG : E → E. It is adjointable since we can apply the whole

construction to T ∗ and an easy computation reveals that (T ∗)G is the adjoint for TG. Another

elementary computation using inner products shows that TG is indeed G-equivariant.

It remains to show that TG is a compact pertubation of T , i.e. we need to see that

Φ(a)(TG − T ) ∈ K(E) for all a ∈ A. By density we can assume that a viewed as a section

G(0) → A has compact support. We have

(Φ(a)(TG − T ))u = Φ(a)u

∫
Gu

c(d(g))VgTd(g)Vg−1dλu(g)− Tu


= Φ(a)u

∫
Gu

c(d(g))
(
VgTd(g)Vg−1 − Tu

)
dλu(g)


=

∫
Gu

c(d(g))Φ(a)u
(
VgTd(g)Vg−1 − Tu

)
dλu(g)



A GOING-DOWN PRINCIPLE FOR AMPLE GROUPOIDS AND THE BAUM-CONNES CONJECTURE 29

=

∫
Gu

Φr(g)(c(d(g))a(r(g)))
(
VgTd(g)Vg−1 − Tr(g)

)
dg.

Note that g 7→ c(d(g))a(r(g)) defines an element b in Γc(G, r
∗A) (continuity is obvious and

supp(b) ⊆ supp(c ◦ d) ∩ r−1(supp(a)) implies that b has compact support). Since (E,Φ, T )

is a G-equivariant Kasparov triple the family

(Φr(g)(c(d(g))a(r(g)))
(
VgTd(g)Vg−1 − Tr(g)

)
)g∈G

defines an element in r∗K(E). Then, by Lemma 3.12, integration against the Haar system

yields an element in K(E). Consequently, the above computation shows Φ(a)(TG − T ) ∈
K(E) as desired. �

Definition 5.3. Let E1 be a graded G-equivariant Hilbert A-module and E2 be a graded

G-equivariant Hilbert A − B-bimodule and E := E1⊗̂AE2. For x ∈ E1 define an operator

Tx ∈ L(E2, E) by

Tx(y) = x⊗ y.

Let F2 ∈ L(E1). An operator F ∈ L(E) is called an F2-connection if TxF2−(−1)∂x∂F2FTx ∈
K(E2, E) and F2T

∗
x − (−1)∂x∂F2T ∗xF ∈ K(E,E2) for all x ∈ E1.

Now we prove a generalization of [32, Lemma 3.1].

Lemma 5.4. Let G be a σ-compact locally compact groupoid with Haar system, and let A

and B be σ-unital G-algebras and (E,Φ, T ) ∈ EG(A,B) an essential Kasparov triple. Then

there is a G-equivariant T -connection T ′ on L2(G,E) ∼= L2(G,A)⊗ΦE. If T is a self-adjoint

contraction, then so is T ′.

Proof. Consider the space Γc(G, d
∗E) of continuous sections of d∗E with compact support.

The inner product

〈f1, f2〉B(u) =

∫
Gu

βg(〈f1(g), f2(g)〉Bd(g))dλ
u(g)

together with the right B-action

(f · b)(g) = f(g)βg−1(b(r(g)))

turns Γc(G, d
∗E) into a pre-Hilbert B-module. Its completion is canonically identified with

L2(G,E) via the isomorphism which sends an elementary tensor f ⊗ e ∈ L2(G)⊗C0(G(0)) E

to the function g 7→ f(g)Vg−1e(r(g)). Here, the Vg denote the unitaries implementing the

G-action on E. Since Φ is essential, we have

L2(G,E) ∼= L2(G,A)⊗Φ E.

Now define T ′ : Γc(G, d
∗E)→ Γc(G, d

∗E) by

(T ′f)(g) = Td(g)(f(g)).

We have

‖T ′f‖2 = ‖〈T ′f, T ′f〉B‖

= sup
u∈G(0)

‖〈T ′f, T ′f〉B(u)‖
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= sup
u∈G(0)

‖
∫
Gu

βg(〈(T ′f)(g), (T ′f)(g)〉Bd(g))dλ
u(g)‖

= sup
u∈G(0)

‖
∫
Gu

βg(〈Td(g)(f(g)), Td(g)(f(g))〉Bd(g)︸ ︷︷ ︸
≤‖T‖2〈f(g),f(g)〉

)dλu(g)‖

≤ ‖T‖2‖f‖2

Thus, T ′ is bounded with ‖T ′‖ ≤ ‖T‖. Let us check that T ′ is indeed G-equivariant. If V ′

denotes the unitary implementing the canonical G-action on L2(G,E) given by (V ′gf)(s) =

f(g−1s), then we have

(T ′r(g)V
′
gf)(s) = Td(s)(V

′
gf(s))

= Td(s)(f(g−1s))

= (T ′d(g)f)(g−1s)

= (V ′gT
′
d(g)f)(s).

An easy computation reveals that self-adjointness of T implies self-adjointness of T ′.

We claim that T ′ is a T -connection. To show this we have to check that K := TξT −
T ′Tξ ∈ K(E,L2(G,E)) for all ξ ∈ L2(G,A). Let us first take a closer look at the rank

one operators in K(E,L2(G,E)). For x, y ∈ E and an element in L2(G,E) of the form

f ⊗ e(g) := f(g)Vg−1e(r(g)) for f ∈ Cc(G) and e ∈ E we have

θf⊗e,x(y)(g) = ((f ⊗ e) · 〈x, y〉A)(g)

= (f ⊗ e)(g) · αg−1(〈x, y〉A(r(g)))

= f(g)Vg−1(e · 〈x, y〉A(r(g)))

= (f ⊗ θe,x(y))(g),

where the last equation again uses the identification L2(G)⊗C0(G(0))E
∼= L2(G,E) described

above.

Back to the operator K: Since elements of the form f ⊗ a, where

(f ⊗ a)(g) = f(g)αg−1(a(r(g))),

form a dense subset of L2(G,A), in the definition of Tξ we can restrict to ξ of this form.

So in the following computations, let ξ := f ⊗ a. Recall that the canonical isomorphism

L2(G,A) ⊗Φ E ∼= L2(G,E) identifies ξ ⊗ e with the function g 7→ Φd(g)(ξ(g))Vg−1(e(r(g))).

Thus, for all e ∈ E and g ∈ G we can compute

(Ke)(g) = (TξTe)(g)− (T ′Tξe)(g)

= (ξ ⊗ Te)(g)− Td(g)(Tξe(g))

= Φd(g)(ξ(g))Vg−1Tr(g)(e(r(g)))− Td(g)Φd(g)(ξ(g))Vg−1e(r(g))

= f(g)Φd(g)(αg−1(a(r(g))))Vg−1Tr(g)(e(r(g)))

− f(g)Td(g)Φd(g)(αg−1(a(r(g))))Vg−1e(r(g))

= f(g)Vg−1Φr(g)(a(r(g)))Tr(g)(e(r(g)))

− f(g)Td(g)Vg−1Φr(g)(a(r(g)))e(r(g))

= (∗)
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By adding and subtracting the term f(g)Vg−1Tr(g)Φr(g)(a(r(g)))e(r(g)) in the last line we

get

(∗) = (f ⊗ [Φ(a), T ]e)(g) + f(g)(Vg−1Tr(g) − Td(g)Vg−1)Φ(a(r(g)))e(r(g)).

Now approximating [Φ(a), T ] by sums of rank one operators and using our description of

these it is not hard to see that e 7→ f ⊗ [Φ(a), T ]e ∈ K(E,L2(G,E)). The second summand

in (∗) can be rewritten as

Vg−1(Tr(g) − VgTd(g)Vg−1)Φ(f(g)a(r(g))) · e(r(g)).

Since (E,Φ, T ) is a G-equivariant Kasparov triple, the family

(Tr(g) − VgTd(g)Vg−1)Φ(f(g)a(r(g))))g∈G

defines an element in r∗(K(E)) and since f has compact support it can be approximated by

finite sums of elements of the form ψ⊗F for ψ ∈ Cc(G) and F ∈ K(E) where (ψ⊗F )(g) =

ψ(g)Fr(g). Passing to such elements we are left with the term

ψ(g)Vg−1Fr(g)e(r(g)) = ψ(g)Vg−1(Fe(r(g))) = (ψ ⊗ Fe)(g)

But e 7→ ψ ⊗ Fe can be approximated by rank-one operators as above and thus we have

shown that K ∈ K(E,L2(G,E)). �

Now we can use the exact same arguments as in [32, Proposition 3.2] to show:

Proposition 5.5. Suppose A and B are σ-unital G-algebras and (E,Φ, T ) is an essential

Kasparov triple in EG(K(L2(G)) ⊗max
G(0) A,B). Then there exists a G-equivariant compact

perturbation of T .

6. The Compression Isomorphism

Before we can construct the compression isomorphism we need the following preliminary

observation:

Lemma 6.1. Let G be an étale, locally compact Hausdorff groupoid and H ⊆ G a clopen

subgroupoid, such that H(0) = G(0). If A is an H-algebra, then there is an H-equivariant

embedding

iA : A→ IndGHA

given by the formula

iA(a)(g) =

{
αg−1(a(r(g))) , g ∈ H
0d(g) , else

}

Proof. First, we check that iA(a) is indeed an element in IndGHA. The continuity of iA(a) is

clear, as H is clopen in G. Now let h ∈ H and g ∈ G such that d(g) = d(h). Then we clearly

have g ∈ H ⇔ gh−1 ∈ H and thus in this case we can compute

iA(a)(gh−1) = αhg−1(a(r(gh−1))) = αh(αg−1(a(r(g))) = αh(iA(a)(g)).

If g /∈ H we have iA(a)(gh−1) = 0Ar(h) = αh(iA(a)(g)). It remains to verify that gH 7→
‖iA(a)(g)‖ vanishes at infinity. Given ε > 0 there exists a compact subset K ⊆ H(0) such

that ‖a(u)‖ < ε for all u /∈ K. Let C be the image of K in the quotient space G/H. Now

if gH /∈ C, then either g ∈ G \ H, in which case ‖iA(a)(g)‖ = 0, or g ∈ H, in which case
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r(g)H = gH /∈ C. But then r(g) /∈ K, which implies ‖iA(a)(g)‖ = ‖a(r(g))‖ < ε. It is

straightforward to see that iA is an H-equivariant isometric ∗-homomorphism. �

Let us proceed with the construction of the compression homomorphism: Consider an

étale, locally compact Hausdorff groupoid G with an étale subgroupoid H ⊆ G. Let X :=

GH(0) and G′ := GH
(0)

H(0) . Suppose, that H is clopen in G′. Now if A is an H-algebra and B

is a G-algebra we define the compression homomorphism

compGH : KKG(IndXHA,B)→ KKH(A,B|H)

as the composition

KKG(IndXHA,B) KKH(IndG
′

H A,B|H)

KKH(A,B|H)

resGH

i∗A
compGH

Here resGH is the homomorphism induced by the inclusion map H ↪→ G (cf. [31, Proposi-

tion 7.1]), and iA is the inclusion map from Lemma 6.1. We are now proceeding to prove

the main theorem of this section:

Theorem 6.2. Let G be an étale locally compact Hausdorff groupoid with a clopen, proper

subgroupoid H ⊆ G. Let X := GH(0). If A is an H-algebra and B is a G-algebra, then

compGH : KKG(IndXHA,B)→ KKH(A,B|H)

is an isomorphism.

In order to prove the above theorem we will construct an inverse. Let (E,Φ, T ) be a

Kasparov triple representing an element in the group KKH(A,B|H) and let V denote the

unitary operator implementing the action of H on E. Since H is proper, we can assume that

T is H-equivariant by Proposition 5.2. Consider the complex vector space Ẽc consisting of

bounded continuous sections ξ : X → d∗|X(E) such that

• ξ(gh−1) = Vh(ξ(g)) for all g ∈ X and h ∈ H with d(g) = d(h), and

• the map gH 7→ ‖ξ(g)‖ has compact support in X/H.

Then Ẽc becomes a G-equivariant pre-Hilbert B-module as follows. Using the identification

B ∼= Γ0(G(0),B) we define a B-valued inner product by letting

〈ξ, η〉B(u) :=
∑

gH∈Xu/H

βg(〈ξ(g), η(g)〉Bd(g)).

The second condition on the elements of Ẽc guarantees that the sum in the formula above is

finite (since Xu/H is discrete). Let us check that 〈ξ, η〉B defines an element in Γc(G
(0),B):

Consider the map

gH 7→ βg(〈ξ(g), η(g)〉Bd(g) .

This map is clearly continuous and hence an element in Γ(X/H, r̃∗(B)), where r̃ : X/H →
G(0) is the map induced by the restriction of the range map of G to X. Moreover, its support

is easily checked to be contained in the intersection of the compact supports of the maps

gH 7→ ‖ξ(g)‖ and gH 7→ ‖η(g)‖, and hence compact as well. Thus, our claim follows from

the following Lemma:
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Lemma 6.3. Let G,H,X be as above and f ∈ Cc(X/H). Then the map

u 7→
∑

gH∈Xu/H

f(gH)

is continuous.

Proof. For this we only need to note, that the map r̃ : X/H → G(0) is a local homeomor-

phism. Then the same proof, that shows continuity for the system of counting measures on

an étale groupoid (see [34]), gives the desired result. But if U is an open r-section of G,

then r̃ will be a homeomorphism onto an open set, when restricted to the image of U ∩X
in X/H. �

The right B-action on Ẽc is defined by the formula

(ξ · b)(g) := ξ(g)βg−1(b(r(g))).

A straightforward computation shows, that ξ · b is indeed an element of Ẽc again. The

support of the map gH 7→ ‖(b · ξ)(g)‖ is clearly compact since the support of ξ is. Let us

check that with the above defined inner product and B-action Ẽc is indeed a pre-Hilbert

B-module: It is straightforward to check that the inner product is linear in the second and

conjugate linear in the first variable. Also, we clearly have 〈ξ, ξ〉B ≥ 0 for all ξ ∈ Ẽc. Now

if 〈ξ, ξ〉B(u) = 0 for all u ∈ G(0) then 〈ξ(g), ξ(g)〉Bd(g) = 0 for all g ∈ X and thus ξ = 0.

Compatibility of the B-action with the inner product follows from another straightforward

computation.

Let Ẽ be the completion of Ẽc with respect to the norm induced by the inner product.

To define the G-action on Ẽ, let us identify the fibres. For u ∈ G(0) consider the complex

vector space of bounded continuous sections ξ : Xu → d∗E such that

• ξ(gh−1) = Vh(ξ(g)) for all g ∈ Xu and h ∈ H such that d(g) = d(h), and

• the map gH 7→ ‖ξ(g)‖ has compact support in Xu/H.

We can turn this into a pre-Hilbert Bu-module by defining

〈ξ, η〉Bu :=
∑

gH∈Xu/H

βg(〈ξ(g), η(g)〉Bd(g))

and

(ξ · b(u))(g) := ξ(g) · βg−1(b(u)).

Let Fu denote the completion with respect to this inner product. Similar to the case of

induced algebras one verifies, that for u ∈ G(0) the restriction map res : Ẽc → Fu, ξ 7→ ξ|Xu

factors through an isomorphism between the Hilbert Bu-modules Ẽu and Fu.

Let us now define the G-action on Ẽ: For g ∈ G define an operator Ṽg ∈ L(Ẽd(g), Ẽr(g))

by

(Ṽgξ)(s) := ξ(g−1s) ∀s ∈ Xr(g).

With this action Ẽ is a G-equivariant Hilbert B-module.

Define a ∗-homomorphism Φ̃ : IndXHA→ L(Ẽ) by the formula

(Φ̃(f) · ξ)(g) := Φd(g)(f(g)) · ξ(g).

Last but not least define an operator T̃ ∈ L(Ẽ) by the formula

(T̃ ξ)(g) = Td(g)(ξ(g)).
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To see that T̃ is bounded and hence extends to an operator on Ẽ recall the following two

general facts:

(1) If a, b ∈ A are positive elements with a ≤ b, then ‖a‖ ≤ ‖b‖.
(2) If E is a right Hilbert A-module, then

〈Tx, Tx〉A ≤ ‖T‖2〈x, x〉A

for all x ∈ E and T ∈ L(E) (see [35, Corollary 2.22]).

Because of the above facts and using that the positive elements form a cone we have that

‖
∑
gH

βg(〈Td(g)(ξ(g)), Td(g)(ξ(g))〉Bd(g))‖ ≤ ‖
∑
gH

βg(‖Td(g)‖2〈ξ(g), ξ(g)〉)‖,

where the sum is over Xu/H. Thus, we can compute:

‖T̃ ξ‖2 = ‖〈T̃ ξ, T̃ ξ〉B‖

= sup
u∈G(0)

‖〈T̃ ξ, T̃ ξ〉B(u)‖

= sup
u∈G(0)

‖
∑

gH∈Xu/H

βg(〈Td(g)(ξ(g)), Td(g)(ξ(g))〉Bd(g))‖

≤ sup
u∈G(0)

‖
∑

gH∈Xu/H

βg(‖Td(g)‖2〈ξ(g), ξ(g)〉)‖

≤ ‖T‖2 sup
u∈G(0)

‖
∑

gH∈Xu/H

βg(〈ξ(g), ξ(g)〉)‖

= ‖T‖2 sup
u∈G(0)

‖〈ξ, ξ〉B(u)‖

= ‖T‖2‖ξ‖2

Hence T̃ extends to a bounded operator on Ẽ. It is clearly adjointable with (T̃ )∗ = T̃ ∗.

We want to show that (Ẽ, Φ̃, T̃ ) is a G-equivariant Kasparov-triple for IndXHA and B. To

this end we will need some helpful Lemmas. Note that for every u ∈ G(0) we also have a

homomorphism

iuA : A→ IndX
u

H A

from A into each fibre of IndXHA, given by the same formulas as iA. Here, continuity of iuA(a)

is not a problem as Xu carries the discrete topology.

Lemma 6.4. Let u ∈ G(0). Consider the set

A0 = {
n∑
i=1

α̃gi(i
d(gi)
A (ai)) | n ∈ N, gi ∈ Xu, ai ∈ A},

where α̃ is the action of G on IndXHA defined in Proposition 3.20. Then A0 is dense in

IndX
u

H A.

Proof. We want to apply Proposition 3.1 to A0. To this end let us first note that A0 is a

linear subspace of IndX
u

H A and moreover it is C0(Xu/H)-invariant. To see this let a ∈ A,

g ∈ Xu and ϕ ∈ C0(Xu/H). Then for every s ∈ Xu such that g−1s ∈ H we have gH = sH

and can compute:

(ϕ · (α̃g(id(g)
A (a))))(s) = ϕ(sH)α̃g(i

d(g)
A (a))(s)
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= ϕ(gH)i
d(g)
A (a)(g−1s)

= i
d(g)
A (ϕ(gH)a)(g−1s)

= α̃g(i
d(g)
A (ϕ(gH)a))(s)

Since iA(a) vanishes if g−1s is not in H, we can conclude:

ϕ · (α̃g(id(g)
A (a))) = α̃g(i

d(g)
A (ϕ(gH)a)) ∈ A0.

So to see that A0 is dense we just need to show that for any fixed g ∈ Xu we have {f(g) |
f ∈ A0} = Ad(g)(∼= (IndX

u

H A)gH). But since for any a ∈ A we have α̃g(i
d(g)
A (a))(g) =

iA(a)(g−1g) = iA(a)(d(g)) = αd(g)(a(d(g))) = a(d(g)) this is obvious. �

Next, we use this result to identify a nice dense subset of the whole algebra IndXHA.

For this write IndXHA for the upper semi-continuous C∗-bundle associated to the C0(G(0))-

algebra IndXHA. Let us recall some notation: For ϕ ∈ Cc(G) and a ∈ A we can define

ϕ⊗ iA(a) ∈ Γc(G, d
∗(IndXHA)) by

(ϕ⊗ iA(a))(g) = ϕ(g)iA(a)|Xd(g) = ϕ(g)i
d(g)
A (a).

Furthermore, let

λ : Γc(G, r
∗(IndXHA))→ IndXHA

be the continuous map from Lemma 3.12 given by the formula

λ(f)(u) =
∑
g∈Gu

f(g), ∀u ∈ G(0).

Lemma 6.5. The set

Γ = {λ(α̃(ϕ⊗ iA(a))) | a ∈ A,ϕ ∈ Cc(G)}

is dense in IndXHA.

Proof. First we note that Γ is a C0(G(0))-invariant linear subspace of IndXHA, since for

ψ ∈ C0(G(0)) we have

ψ · λ(α̃(ϕ⊗ iA(a)))(u) =
∑
g∈Gu

ψ(u)ϕ(g)α̃g(i
d(g)
A (a))

=
∑
g∈Gu

(ψ ⊗ ϕ)(g)α̃g(i
d(g)
A (a))

= λ(α̃(ψ ⊗ ϕ)⊗ iA(a))(u),

where ψ⊗ϕ ∈ Cc(G) is given by (ψ⊗ϕ)(g) = ψ(r(g))ϕ(g). Then note that for fixed u ∈ G(0)

we have A0 ⊆ {λ(α̃(ϕ⊗ iA(a)))(u) | ϕ ∈ Cc(G), a ∈ A} ⊆ IndX
u

H A. By the previous lemma

A0 is dense in IndX
u

H A and thus, so is the middle set. Consequently, Γ is dense in IndXHA

by yet another application of Proposition 3.1. �

We are now prepared for:

Lemma 6.6. (Ẽ, Φ̃, T̃ ) ∈ EG(IndXHA,B).

Proof. As a first step we check that T̃ is G-equivariant. For this note that for u ∈ G(0) the

operator T̃u : Ẽu → Ẽu is given by the same formula as T̃ itself. Thus for all g ∈ G, ξ ∈ Ẽd(g)
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and s ∈ Xr(g) we can compute:

(T̃r(g)Ṽgξ)(s) = Td(s)((Ṽg · ξ)(s))

= Td(s)(ξ(g
−1s))

= (T̃ ξ)(g−1s)

= (ṼgT̃d(g)ξ)(s)

Consequently, it is enough to check that [T̃ , Φ̃(f)], (T̃ 2 − 1)Φ̃(f) and (T̃ ∗ − T̃ )Φ̃(f) are

compact operators on Ẽ for all f ∈ IndXHA. We will do this in two steps:

Step 1: f = iA(a):

For this we note that there is an embedding iE : E ↪→ Ẽ of E as a direct summand of Ẽ

given by the formula

iE(e)(g) =

{
Vg−1(e(r(g))) , g ∈ H
0d(g) , else

}
.

This embedding induces a corresponding embedding iK(E) : K(E)→ K(Ẽ). By checking on

rank-one operators and going through the formulas we can see that for F ∈ K(E) we have

the following equation:

(iK(E)(F )ξ)(g) =

{
(Vg−1Fr(g)Vg) · ξ(g) , g ∈ H
0d(g) , else

}
Note also that for a ∈ A we have (Φ̃(iA(a))ξ)(g) = 0 if g /∈ H. For g ∈ H we can use the

H-equivariance of T to compute:

(iK(E)([T,Φ(a)])ξ)(g) = (Vg−1 [Tr(g),Φr(g)(a(r(g)))]Vg)(ξ(g))

= [Td(g),Φd(g)(αg−1(a(r(g))))]ξ(g)

= [Td(g),Φd(g)(iA(a)(g))]ξ(g)

= ([T̃ , Φ̃(iA(a))]ξ)(g).

Consequently, we have iK(E)([T,Φ(a)]) = [T̃ , Φ̃(iA(a))] for all a ∈ A. Similar compu-

tations show that iK(E)((T
2 − 1)Φ(a)) = (T̃ 2 − 1)Φ̃(iA(a)) and iK(E)((T − T ∗)Φ(a)) =

(T̃ − T̃ ∗)Φ̃(iA(a)) for all a ∈ A.

Step 2: f = λ(α̃(ϕ⊗ iA(a)))

Since (T̃ − T̃ ∗)Φ̃(iA(a)) ∈ K(Ẽ) by the first step, we have

Ṽ (ϕ⊗ (T̃ − T̃ ∗)Φ̃(iA(a)))Ṽ ∗ ∈ Γc(G, r
∗K(Ẽ))

for all ϕ ∈ Cc(G) and hence

λ(Ṽ (ϕ⊗ (T̃ − T̃ ∗)Φ̃(iA(a)))Ṽ ∗) ∈ K(Ẽ)

by Lemma 3.12. Let us show that

(T̃ − T̃ ∗)Φ̃(λ(α̃(ϕ⊗ iA(a)))) = λ(Ṽ (ϕ⊗ (T̃ − T̃ ∗)Φ̃(iA(a)))Ṽ ∗))

For f = λ(α̃(ϕ⊗ iA(a))) we compute:

((T̃ − T̃ ∗)Φ̃(f) · ξ)(s)

= (Td(s) − T ∗d(s))Φd(s)(λ(α̃(ϕ⊗ iA(a)))(s)) · ξ(s)
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=
∑

g∈Gr(s)
ϕ(g)(Td(s) − T ∗d(s))Φd(s)(α̃g(i

d(g)
A (a)(s)))ξ(s)

=
∑

g∈Gr(s)
ϕ(g)((T̃r(g) − T̃ ∗r(g))Φ̃r(g)(α̃g(i

d(g)
A (a))ξ))(s)

=
∑

g∈Gr(s)
Ṽgϕ(g)(T̃d(g) − T̃ ∗d(g))Φ̃d(g)(i

d(g)
A (a))Ṽ ∗g ξ)(s)

=
∑

g∈Gr(s)
(((Ṽ (ϕ⊗ (T̃ − T̃ ∗)Φ̃(iA(a)))Ṽ ∗))(g)ξ)(s)

=
(
λ(Ṽ (ϕ⊗ (T̃ − T̃ ∗)Φ̃(iA(a)))Ṽ ∗)(r(s)) · ξ|r(s)

)
(s)

= (λ(Ṽ (ϕ⊗ (T̃ − T̃ ∗)Φ̃(iA(a)))Ṽ ∗) · ξ)(s)

Similarly, we compute

[T̃ , Φ̃(λ(α̃(ϕ⊗ iA(a))))] = λ(Ṽ (ϕ⊗ [T̃ , Φ̃(iA(a))])Ṽ ∗)

and

(T̃ 2 − 1)Φ̃(λ(α̃(ϕ⊗ iA(a)))) = λ(Ṽ (ϕ⊗ (T̃ 2 − 1)Φ̃(iA(a)))Ṽ ∗)).

From the previous lemma we know that elements of the form λ(α̃(ϕ⊗ iA(a))) form a dense

subset of IndXHA and thus the result follows by continuity. �

Applying the same constructions to a homotopy we conclude that the mapping (E,Φ, T ) 7→
(Ẽ, Φ̃, T̃ ) induces a map in equivariant KK-theory, which we call the inflation map:

infGH : KKH(A,B|H)→ KKG(IndXHA,B)

Proof of Theorem 6.2. As a first step we claim that the result is invariant under passing to a

Morita-equivalent algebra in the first variable. Indeed if A′ is Morita-equivalent to A and if

we let x ∈ KKH(A′, A) be the corresponding invertible KKH -element, the claim will follow

from the commutativity of the following diagram:

KKG
∗ (IndXH A,B) KKH

∗ (A,B|H(0))

KKG
∗ (IndXH A′, B) KKH

∗ (A′, B)

compGH

compGH

IndGH(x)⊗ · x⊗ ·

Here IndGH(x) denotes the image of x under the induction homomorphism

IndGH : KKH(A′, A)→ KKG(IndXHA
′, IndXHA),

from Proposition 4.7. Commutativity of the above diagram follows from the equation

[iA′ ]⊗ resGH(IndGH(x)) = x⊗ [iA],

since then for any y ∈ KKG(IndXH A,B) we have

x⊗ compGH(y) = x⊗ i∗A(resGH(y))

= x⊗ [iA]⊗ resGH(y)

= [iA′ ]⊗ resGH(IndGH(x))⊗ resGH(y)
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= [iA′ ]⊗ resGH(IndGH(x)⊗ y)

= compGH(IndGH(x)⊗ y).

We will now show that the inflation map constructed above is inverse to the compression

homomorphism. We will begin with the easier direction: Let (E,Φ, T ) represent an element

in KKH(A,B|H). We need to see that compGH([Ẽ, Φ̃, T̃ ]) = [E,Φ, T ]. By definition the

element compGH([Ẽ, Φ̃, T̃ ]) can be represented by the triple (Ẽ|H , Φ̃|A|H ◦ iA, T̃|Ẽ|H ). It is not

too hard to see that Ẽ|H can be obtained by the same definitions as Ẽ if we just consider

bounded continuous functions ξ : G′ → d∗|G′E , where G′ = GH
(0)

H(0) . Consider the split-exact

sequence coming from the restriction map res : Ẽ → Γ0(H(0), E) ∼= E; ξ 7→ ξ|H(0) . The

split is then given by the map iE and thus Ẽ = iE(E) ⊕ ker(res). Now for a ∈ A and

ξ ∈ ker(res) ⊆ Ẽ we have

Φ̃(iA(a))(ξ)(g) = Φd(g)(iA(a)(g))(ξ(g)) = 0,

since for g ∈ H we have ξ(g) = Vg−1(ξ(r(g))) = 0 and for g ∈ G\H we have that iA(a)(g) = 0.

On the other hand given e ∈ E, a ∈ A and g ∈ H we compute

(Φ̃(iA(a))iE(e))(g) = Φd(g)(iA(a)(g))(iE(e)(g))

= Φd(g)(αg−1(a(r(g))))Vg−1e(r(g))

= Vg−1Φr(g)(a(r(g)))e(r(g))

= Vg−1(Φ(a)e)(r(g))

= iE(Φ(a)e)(g).

Since both sides are clearly zero for g /∈ H, we have

Φ̃(iA(a))iE(e) = iE(Φ(a)e).

Combining these results we get that under the identification E ∼= iE(E) and for all a ∈ A
we have

Φ̃(iA(a))(e+ ξ) = Φ(a)(e),

and thus Φ̃◦ iA decomposes as Φ⊕0 under the decomposition Ẽ = iE(E)⊕ker(res). Similar

(but even easier) computations yield that T̃ = T ⊕ T̃|ker(res). We conclude that

compGH([Ẽ, Φ̃, T̃ ]) = [(Ẽ|H , Φ̃|A|H ◦ iA, T̃|Ẽ|H )]

= [(E,Φ, T )] + [(ker(res), 0, T̃|ker(res))]︸ ︷︷ ︸
=0

.

This completes the proof of

compGH ◦ infGH = idKKH(A,B|H).

For the converse we make use of the first paragraph of this proof and pass to the sta-

bilization A ⊗H(0) K(L2(GH
(0)

)) of A (if necessary) which is Morita-equivalent to A via

the imprimitivity bimodule L2(GH
(0)
, A) = L2(GH

(0)
) ⊗C0(H(0)) A. Using the identification

K(L2(G))|H ∼= K(L2(GH
(0)

)), we have a canonical isomorphism

IndXH(A⊗H(0) K(L2(GH
(0)

))) ∼= (IndXH A)⊗G(0) K(L2(G))
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by Lemma 3.23. Thus, given a representative (F,Ψ, S) of an element in KKG(IndXH A,B),

we may assume that Ψ is essential and S is G-equivariant by Proposition 5.5.

Since Xu/H is discrete for every u ∈ G(0) the characteristic function χgH is an element in

C0(Xr(g)/H) . Using these functions we can define a family of pairwise orthogonal projections

{pgH | gH ∈ Xu/H} on the Hilbert IndX
u

H A-Bu-module Fu by letting

pgH(Ψu(f)e(u)) = Ψu(χgHf)e(u).

Let us check that this definition is actually continuous in gH or in other words, that gH 7→
pgH defines an element in L(r̃∗(F )):

For this it is enough to show that for each ϕ ∈ Cc(X/H), f ∈ IndXHA and e ∈ F we have

that

gH 7→ P (ϕ⊗Ψ(f)e)(gH) := ϕ(gH)pgH(Ψ(f)e)

is continuous, since elements of the form ϕ⊗Ψ(f)e are dense in r̃∗(F ).

By density, it is enough to consider f ∈ IndXHA such that gH 7→ ‖f(g)‖ has compact

support and using a partition of unity argument, we can assume that this support is actually

contained in an open set U ⊆ X/H on which r̃ is injective. But then for any gH ∈ U we

have

χgHf|Xr(g) = f|Xr(g)

since f|Xr(g)(x) 6= 0 implies xH ∈ Xr(g) ∩ U . But of course we have gH ∈ Xr(g) ∩ U as well

and since r̃(xH) = r̃(gH) we must have gH = xH by injectivity of r̃|U . Thus, we have

f|Xr(g)(x) =

{
f(x) gH = xH

0 , else

}
= χgHf|Xr(g)(x).

It follows that gH 7→ χgHf|Xr(g) is a compactly supported continuous section of the bundle

over X/H associated to IndXHA. Consequently, for each ϕ ∈ Cc(X/H) and e ∈ F we have

that

gH 7→ ϕ(gH)pgH(Ψr(g)(f)e(r(g))) = ϕ(gH)Ψr(g)(χgHf|Xr(g))e(r(g))

is a compactly supported continuous section of r̃∗(F), as desired.

It is not hard to check that the following equality holds

VgpsH = pgsHVg ∀(g, s) ∈ G(2). (2)

Define an operator S′ on F by

S′u :=
∑

gH∈Xu/H

pgHSupgH

Since for all e ∈ F and f ∈ (IndXHA)c the map

gH 7→ pgHSr(g)pgHΨr(g)(f|Xr(g))e(r(g)

is continuous and compactly supported, integrating against the counting measures on the

fibres of X/H yields a well-defined operator S′ ∈ L(F ). Using equation (2) from above one

easily verifies that S′ is still G-equivariant but additionally satisfies the relation S′r(g)pgH =

pgHS
′
r(g) for all g ∈ X. We will show that S′ is a compact perturbation of S which allows us

two assume that any element in KKG(IndXH A,B) can be represented by an essential Kas-

parov triple with an equivariant operator, which commutes with the families of projections

defined above.
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One easily checks that

((S − S′)Ψ(f))u =
∑

gH∈Xu/H

(Su − pgHSu)Ψu(χgHf|Xu).

Using compactness of [S,Ψ(χgHf|Xu)] we can see that each summand in the above sum

is compact. Then we use our standard argument again that the map gH 7→ (Sr(g) −
pgHSr(g))Ψr(g)(χgHf|Xr(g)) defines a continuous section X/H → r̃∗(K(F )) with compact

support and therefore integration with respect to the system of counting measures on X/H

yields a continuous section G(0) → K(F ), i.e. an element in K(F ). Now let χH be the

characteristic function of the π(H(0)) ⊆ X/H. The set π(H(0)) is clopen since the pre-image

under the quotient map is just H, which is clopen in X by assumption. Thus χH ∈ Cb(X/H).

Now define a projection pH ∈ L(F ) on the dense subset Ψ(IndXH A)F ⊆ F by

pH(Ψ(f)e) = Ψ(χH · f)e.

Then (E,Φ, T ) := (pHF, pHΨpH , pHSpH) is a representative of the element compGH([F,Ψ, S]).

Now for ξ ∈ Ẽc and u ∈ G(0) define an element Θ(ξ) in F by

Θ(ξ)(u) =
∑

gH∈Xu/H

Vg(ξ(g)).

We want to show that this definition extends to a bounded linear map Θ : Ẽ → F . For this

we need the following: Whenever e ∈ pHF and g ∈ G \H we can use equation 2 to see that

(pH)r(g)Vg(e(d(g)) = 0.

If ξ ∈ Ẽc and g, s ∈ Gx for some x ∈ G(0) such that gH 6= sH, i.e. s−1g ∈ G \H we have

by the above result:

〈Vg(ξ(g)), Vs(ξ(s))〉 = 〈Vs−1g(ξ(g))︸ ︷︷ ︸
∈(pHF )⊥

d(g)

, ξ(s)︸︷︷︸
∈(pHF )d(g)

〉 = 0

Now we are ready to prove that Θ extends to an isometry as follows:

‖Θ(ξ)‖2 = sup
x∈G(0)

‖〈Θ(ξ)(x),Θ(ξ)(x)〉‖

= sup
x∈G(0)

‖
∑
gH

∑
sH

〈Vg(ξ(g)), Vs(ξ(s))〉‖

= sup
x∈G(0)

‖
∑
gH

〈Vg(ξ(g)), Vg(ξ(g))〉‖

= sup
x∈G(0)

‖
∑
gH

βg(〈ξ(g), ξ(g)〉)‖

= ‖ξ‖2

Let us also check that Θ is G-equivariant:

Vs(Θd(s)(ξ)(d(s))) =
∑

gH∈Gd(s)
H(0)

/H

Vsg(ξ(g))

=
∑

gH∈Gr(s)
H(0)

/H

Vg(ξ(s
−1g)) (gH 7→ s−1gH)
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=
∑

gH∈Gr(s)
H(0)

/H

Vg(Ṽs(ξ)(g))

= (Θr(s)(Ṽs(ξ)))(r(s))

Similarly, we can show that Θ intertwines Φ̃ with Ψ and T̃ with S. Now if e ∈ F is arbitrary

we can define ξ ∈ Ẽ by letting

ξ(g) = (pH)d(g)Vg−1 · e(r(g)).

Then we can compute Θ(ξ)(x) =
∑

gH Vg((pH)d(g)Vg−1 · e(x)) = e(x). This completes the

proof that

infGH(compGH([F,Ψ, S])) = infGH([E,Φ, T ])

= [Ẽ, Φ̃, T̃ ] = [F,Ψ, S].

�

In the next section, we shall also need the following compatibility property of the com-

pression homomorphism with respect to taking right Kasparov products:

Lemma 6.7. Let G be a second countable étale groupoid, H ⊆ G a proper open subgroupoid

and let X := GH(0). Let A be an H-algebra and let B and B′ be two G algebras. Then, for

every x ∈ KKG(B,B′) we have a commutative diagram:

KKG(IndXHA,B) KKG(IndXHA,B
′)

KKH(A,B|H) KKH(A,B′|H)

· ⊗ x

compGH

· ⊗ resGH(x)

compGH

Proof. Using the definition of the compression homomorphism, it is enough to prove, that

the following diagram commutes:

KKG(IndXHA,B) KKH(IndG
′

H A,B|H) KKH(A,B|H)

KKG(IndXHA,B
′) KKH(IndG

′
H A,B

′
|H) KKH(A,B′|H)

resGH

· ⊗ resGH(x)

resGH

· ⊗ x

i∗A

i∗A

· ⊗ resGH(x)

Commutativity of the diagram on the right follows from the associativity of the Kasparov

product. Using the fact that the map resGH is given by pulling back along the inclusion map

ι : H ↪→ G, commutativity of the left diagram follows from [30, Proposition 6.1.3]. �

7. The Going-Down Principle

In this section we state and prove the Going-Down (or restriction) principle for ample

groupoids. After reminding the reader about universal spaces for proper actions of groupoids

and the formulation of the Baum-Connes conjecture following [42], we first prove a special

case of the restriction principle (see Theorem 7.10), that can be applied directly in many

cases. We then extend the formalism of Going-Down functors as in [11] to our setting and

state the main results in full generality.
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Recall that a proper G-space Z is called a universal proper G-space, if for every proper

G-space X there exists a continuous G-equivariant map ϕ : X → Z which is unique up to

G-equivariant homotopy. Note that a universal proper G-space Z as in the definition above

is unique up to G-equivariant homotopy equivalence. A priori it is not clear that a universal

proper G-space always exists. But by combining several results of Tu ([41, Proposition 6.13,

Lemma 6.14] and [40, Proposition 11.4]) we obtain that every second countable étale groupoid

G admits a locally compact universal proper G-space.

Recall, that a G-space X is called G-compact (or cocompact) if there exists a compact

subset K ⊆ X, such that X = GK. We need the following elementary fact, whose proof we

omit.

Lemma 7.1. Let G be a locally compact Hausdorff groupoid. Furthermore, let X be a G-

compact G-space and Y be a proper G-space. Then every G-equivariant continuous map

ϕ : X → Y is automatically proper.

Let E(G) denote a universal proper G-space. Then, applying the above lemma, for any

two G-compact subsets X1 ⊆ X2 ⊆ E(G) we have a canonical ∗-homomorphism C0(X2) →
C0(X1) given by restriction. This homomorphism in turn induces a map

KKG(C0(X1), A)→ KKG(C0(X2), A)

for every G-algebra A. Thus, the following definition makes sense:

Definition 7.2. Let G be an étale, second countable Hausdorff groupoid and A be a G-

algebra. The topological K-theory of G with coefficients in A is defined as

Ktop
∗ (G;A) := lim−→KKG

∗ (C0(X), A),

where the direct limit is taken over all G-compact, locally compact and second countable

subsets X ⊆ E(G).

Next, we want to define the Baum-Connes assembly map. We shall need the following

well-known result.

Lemma 7.3. Let G be a proper étale groupoid with compact orbit space G \ G(0) and let

c : G(0) → R+ be a compactly supported cutoff function for G. Then the function pc : G→ C,

g 7→
√
c(d(g))c(r(g)) defines a projection in C∗r (G). Moreover the class [pc] ∈ K0(C∗r (G)) =

KK(C, C∗r (G)) does not depend on the choice of the cutoff function c.

We are now in the position to define the Baum-Connes assembly map: Let A be a G-

algebra. For every G-compact subspace X ⊆ E(G) we can consider the composition

µX : KKG
∗ (C0(X), A)

jG→ KK∗(C
∗
r (GnX), Aor G)

[pc]⊗·→ KK∗(C, Aor G)

where jG is the descent homomorphism. Note, that we also used the identification C0(X)or

G ∼= C∗r (GnX). One easily checks, that the maps µX give rise to a well-defined homomor-

phism

µA : Ktop
∗ (G;A)→ KK∗(C, Aor G) = K∗(Aor G).

This is the Baum-Connes assembly map for G with coefficients in A.

Let us now turn to the Going-Down principle: Let P (G) denote the subset of all probability

measures in M(G), the space of all finite positive Radon measures on G. Recall, that for a
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measure µ ∈M(G) the support of µ is defined as

supp(µ) = {g ∈ G | µ(U) > 0 for each open neighbourhood U of g}.

Since we are working with the weak-*-topology, a description in terms of continuous functions

with compact support would be much more convenient. Such a description is given by the

following lemma.

Lemma 7.4. For µ ∈ M(G) and g ∈ G we have that g ∈ supp(µ) if and only if Iµ(ϕ) > 0

for each ϕ ∈ C+
c (G) such that ϕ(g) > 0.

Proof. Let g ∈ supp(µ) and ϕ ∈ C+
c (G) such that ϕ(g) > 0. Find a ϕ(g) > ε > 0. Since ϕ

is continuous we can find a neighbourhood U of g such that ϕ(h) > ε for all h ∈ U . If we

define c := 1
2 inf{ϕ(x) | x ∈ U} > 0 then cχU ≤ ϕ and thus 0 < cµ(U) =

∫
G cχUdµ ≤ Iµ(ϕ).

For the converse let U ⊆ G be an open neighbourhood of an element g ∈ G. Pick a

function ϕ ∈ C+
c (G) with 0 ≤ ϕ ≤ 1, ϕ(g) = 1 and supp(ϕ) ⊆ U . Then µ(U) =

∫
G χUdµ ≥

Iµ(ϕ) > 0. �

Let P (G) denote the probability measures on G and for each K ⊆ G compact define

PK(G) = {µ ∈ P (G) | ∀g, h ∈ supp(µ) : r(g) = r(h) and g−1h ∈ K}.

Note that there is a canonical left action of G on PK(G) with respect to the anchor map

PK(G) → G(0), µ 7→ r(g) for any g ∈ supp(µ), given by translation. It was shown in [39,

Proposition 3.1] that PK(G) is a locally compact, G-compact, proper G-space. Furthermore,

if X is any G-compact proper G-space, there exists a compact subset K ⊆ G and a G-

equivariant map X → PK(G) (see [39, Proposition 3.2]). If G is ample we can always choose

the set K to be compact and open, since if K1 ⊆ K2 then obviously PK1(G) ⊆ PK2(G) and

if K is any compact set it is contained in a compact open set. In the following, we will show

that in this case the spaces PK(G) are geometric realizations of G-simplicial complexes in

the following sense (compare [41, Definition 3.1]):

Definition 7.5. Let G be an ample groupoid and n ∈ N. A G-simplicial complex of

dimension at most n is a pair (X,∆) consisting of a locally compact G-space X (the set

of vertices) and a collection ∆ of finite, non-empty subsets of X (called simplices) with at

most n+ 1 elements such that:

(1) the anchor map p : X → G(0) has the property, that for every x ∈ X there exists a

compact open neighbourhood U ⊆ X such that p |U : U → p(U) is a homeomorphism

onto a compact open subset of G(0).

(2) for each σ ∈ ∆ we have σ ⊆ p−1(u) for some u ∈ G(0),

(3) if σ ∈ ∆, then every non-empty subset of σ is also an element of ∆, and

(4) for each σ ∈ ∆, say σ = {x1, . . . , xn} ⊆ Xu, there exists a compact open neigh-

bourhood V of u in G(0) and continuous sections s1, . . . sn : V → X of p such that

{s1(v), . . . sn(v)} ∈ ∆ for all v ∈ V and {s1(u), . . . , sn(u)} = σ.

The G-simplicial complex is typed if there is a discrete set T and a G-invariant continuous

map X → T whose restriction to the support of a single simplex in ∆ is injective.

The geometric realization of a G-simplicial complex (X,∆) is the set

|∆| = {µ ∈ P (X) | supp(µ) ∈ ∆}
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equipped with the weak-∗-topology. The geometric realization |∆| will always be a locally

compact space and the action of G on |∆|, induced by the acion of G on X, is proper if X

is a proper G-space.

Remark 7.6. If σ ∈ ∆, say σ = {x1, . . . , xn} ⊆ Xu as in item (4) above and for each

1 ≤ i ≤ n Ui is a compact open neighbourhood of xi such that the Ui are pairwise disjoint

and p|Ui is a homeomorphism onto its image, then we may always assume that the section

si only takes images in Ui. If not, pass from the domain V of the si to

Ṽ = V ∩
⋂

0≤i≤n
s−1
i (Ui).

Note that the realization of a 0-dimensional complex (X,∆) can be canonically identified

with a subset of X. Using the existence of local sections as in item (4) we can show that

under this identification, |∆| is actually open in X: Let x ∈ ∆ be given and U in X be an

open neighbourhood of x such that p|U is a homeomorphism onto its image. Furthermore

let V be a neighbourhood of p(x) and s : V → X be a section as in (4). By the above

remark we may assume s(V ) ⊆ U . Then p−1(V ) ∩ U is an open neighbourhood of x and

since p−1(V ) ∩ U = s(V ∩ p(U)), it is contained in ∆.

Thus, if we restrict p to the subset |∆|, it still has the property, that every point x ∈ ∆

has a compact open neighbourhood U such that p|U : U → p(U) is a homeomorphism onto

a compact open subset of G(0).

Lemma 7.7. Let G be an ample groupoid and K be a compact open subset of G. If we define

∆K(G) = {σ ⊆ G | ∀g, h ∈ σ : r(g) = r(h) and g−1h ∈ K}

then (G,∆K(G)) is a G-simplicial complex in the sense of Definition 7.5 and PK(G) is its

geometric realization. We note that ∆K(G) has finite dimension (as a G-simplicial complex).

Proof. We consider the action of G on itself by left multiplication. Hence the anchor map

is just the range map of G. Since G is ample, condition (1) of Definition 7.5 clearly holds.

As axioms (2) and (3) are built into the definition of ∆K(G), it remains to prove (4): So let

σ = {g1, . . . , gn} ∈ ∆K(G) be given and let u := r(g1) = . . . = r(gn). Let Ũi be a compact

open neighbourhood of gi such that r|Ũi : Ũi → r(Ũi) is a homeomorphism. We would like to

take the inverses of these maps on
⋂n
i=1 r(Ũi) as our sections but we need to make sure that

images of a point form a simplex again. Thus, we use the continuity of the multiplication

and the openness of K to shrink the Ũi appropriately. To be more precise: Consider the

continuous map

f : GnG→ G

given by (g, h) 7→ g−1h. As K is open and f is continuous, f−1(K) is open. Thus, for all

1 ≤ i, j ≤ n we can find compact open neighbourhoods Ui,j of gi and Vj,i of gj such that

(Ui,j × Vj,i) ∩GnG ⊆ f−1(K). Let

Ui := Ũi ∩
⋂

1≤j≤n
Ui,j ∩ Vi,j .

Then each Ui is a compact open neighbourhood of gi. Let V :=
⋂
r(Ui) and define si :

V → Ui ⊆ G to be the inverse of the range map restricted to Ui. These are continuous

sections by definition and for each v ∈ V and 1 ≤ l, k ≤ n we have sl(v) ∈ Ul,k and
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sk(v) ∈ Vk,l and thus si(v)−1sj(v) = f(si(v), sj(v)) ∈ K by construction. Consequently, we

get {s1(v), . . . sn(v)} ∈ ∆K(G) for all v ∈ V .

Let us finally show that ∆K(G) has finite dimension. It is not hard to see that ∆K(G) =

G·{σ ∈ ∆K(G) | σ ⊆ K} and since translating a σ ∈ ∆K(G) does not increase its cardinality

it is enough to show that the cardinalities of elements of {σ ∈ ∆K(G) | σ ⊆ K} are bounded.

But for such a σ ⊆ Gu we have |σ| ≤ |K ∩ Gu| = λu(K) ≤ sup{λu(K) | u ∈ G(0)} < ∞
by Lemma 2.1, where λ denotes the Haar system given by the counting measure on each

fibre. �

The arguments in [41, Section 3.2] carry over to the G-equivariant setting and show that

the barycentric subdivision of a G-simplicial complex (X,∆) is a typed G-simplicial complex

whose geometric realization is G-equivariantly homeomorphic to the original one. However

for the sake completeness let us at least recall the construction of the barycentric subdivision

and show that it is a G-simplicial complex again.

Definition 7.8. Let (X,∆) be G-simplicial complex. For an element µ ∈ |∆| with supp(µ) =

{x1, . . . , xn} let

bc(µ) =
1

n

n∑
i=1

δxi

denote the isobarycenter of the simplex supp(µ) ∈ ∆. Let X ′ = {bc(µ) | µ ∈ |∆|} and define

∆′ such that a set {ν1, . . . , νl} is in ∆′ if and only if
⋃

0≤j≤l
supp(νj) ∈ ∆.

Proposition 7.9. The pair (X ′,∆′) is a G-simplicial complex.

Proof. We will only show that p′ : X ′ → G(0) satisfies property (1) from the definition.

The other properties follow easily from the construction. Let µ ∈ X ′, say µ = 1
n

n∑
i=1

δxi

for x1, . . . , xn ∈ X and let Ui be a compact open neighbourhood of xi such that p|Ui is a

homeomorphism onto its image. Since G is Hausdorff we can assume that the Ui are pairwise

disjoint. Now from condition (4) of the definition we get continuous sections s1, . . . sn : V →
X, where V is a compact open neighbourhood of u := p′(µ). Following Remark 7.6 we can

assume that si(V ) ⊆ Ui. Consider the sets

Wi := {ν ∈ X ′ | supp(ν) ∩ Ui 6= ∅}.

Note that the intersection supp(ν) ∩ Ui will contain at most one element, since supp(ν) is

contained in one fibre and Ui is the domain of a local homeomorphism. It follows from

Lemma 7.4 that Wi is open. Now let

W = p′−1(V ∩
⋂
i

p(Ui)) ∩
⋂
i

Wi.

It is now easy to see that p′(W ) = V ∩
⋂
i p(Ui) and thus p′(W ) is compact and open.

Furthermore, the map p′(W ) → W sending an element v to the measure 1
n

∑n
i=1 δsi(v) is a

continuous inverse of p′. Hence also W is compact and p′ satisfies property (1) from the

definition of a G-simplicial complex. �

Let us now proceed to prove one of the main results of this paper:

Theorem 7.10. Let G be an ample, second countable, locally compact Hausdorff groupoid

and let A and B be separable G-algebras. Suppose there is an element x ∈ KKG(A,B) such
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that

KKH(C(H(0)), A|H)
·⊗resGH(x)
→ KKH(C(H(0)), B|H)

is an isomorphism for all compact open subgroupoids H ⊆ G. Then the Kasparov-product

with x induces an isomorphism

· ⊗ x : Ktop
∗ (G;A)→ Ktop

∗ (G;B).

To show the above theorem we will show that for suitably general G-compact subsets

X ⊆ E(G) the map

· ⊗ x : KKG(C0(X), A)→ KKG(C0(X), B)

is an isomorphism.

Let us first consider the following special case:

Proposition 7.11. Under the assumptions of Theorem 7.10 the map

· ⊗ x : KKG(C0(X), A)→ KKG(C0(X), B)

is an isomorphism for every G-compact proper G-space X whose anchor map p : X → G(0)

has the property, that for every x ∈ X there exists a compact open neighbourhood U of x in

X such that p|U : U → p(U) is a homeomorphism onto a compact open subset of G(0).

Proof. Let us first consider the case that X is the orbit of a single compact open subset U

such that p(U) is compact and open in G(0) and p|U : U → p(U) is a homeomorphism, i.e.

X = GU . Consider the set

H = {g ∈ G | gU ∩ U 6= ∅}.

Using the fact that p|U is a homeomorphism onto p(U) it is not hard to see, that H is a

subgroupoid of G and as such isomorphic to (GnX)UU (the isomorphism (GnX)UU → H is

given by the projection onto the first factor). Since GnX is proper, the restriction (GnX)UU
to U is compact. Clearly, the latter is also open in GnX. Since the anchor map p : X → G(0)

is open, we can deduce that the first projection pr1 : G n X → G is open. Thus, H is a

compact open subgroupoid of G. By our choice of H we also have a canonical G-equivariant

homeomorphism G×H U ∼= GU = X and thus an equivariant isomorphism

IndGHC(U) ∼= C0(G×H U) ∼= C0(X)

by Proposition 3.22. Using this we can consider the following diagram, which commutes by

Lemma 6.7.

KKG(C0(X), A) KKG(C0(X), B)

KKH(C(U), A|H) KKH(C(U), B|H)

· ⊗ x

compGH

· ⊗ resGH(x)

compGH

Since we have an isomorphism C(U) ∼= C(H(0)), the bottom line in this diagram is an

isomorphism. By Theorem 7.10 the homomorphism compGH is an isomorphism as well and

hence the result follows in this case.
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Let us now consider the general case. As X is G-compact it admits a finite cover of the

form

X =
n⋃
i=1

GUi,

where Ui ⊆ X is compact open such that p|Ui is a homeomorphism onto its image. Let

us first consider the case n = 2. By applying a standard argument as for example in [5,

Theorem 21.2.3] there exist Mayer-Vietoris sequences and so we have a diagram with exact

columns, where the horizontal maps are all given by taking Kasparov product with x and

we write KKG
∗ (X,A) for KKG

∗ (C0(X), A) for brevity:

...
...

KKG
∗+1(X,A) KKG

∗+1(X,B)

KKG
∗ (GU1 ∩GU2, A) KKG

∗ (GU1 ∩GU2, B)

KKG
∗ (GU1, A)⊕KKG

∗ (GU2, A) KKG
∗ (GU1, B)⊕KKG

∗ (GU2, B)

KKG
∗ (X,A) KKG

∗ (X,B)

...
...

The diagram commutes, since all maps in the Mayer-Vietoris sequence are induced by equi-

variant ∗-homomorphisms (see the proof of [5, Theorem 21.2.2]) and hence commutativity

follows from the associativity of the Kasparov product. Using the first step of this proof

we already know, that the second horizontal map is an isomorphism. Consider the set

V = U1 ∩ GU2. It is clearly open and using properness of the action one easily verifies

that is is also closed (apply Proposition 2.7 (4)). Since V ⊆ U1 we have that p|V is also a

homeomorphism onto its image. One easily checks that GV = GU1 ∩GU2. Thus, the third

horizontal map is also an isomorphism. Hence the result follows by an application of the

Five-Lemma.

If n > 2 is arbitrary, use induction and the above Mayer-Vietoris argument on the decom-

position X = GU1 ∪
n⋃
i=2

GUi to complete the proof. �

We are now ready for the proof of Theorem 7.10:
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Proof of Theorem 7.10. Our proof consists of a two step reduction, each of which tells us

that we only need to prove that

· ⊗x : KKG(C0(X), A)→ KKG(C0(X), B) (3)

is an isomorphism for more and more special G-spaces X.

In the first step we will reduce the problem to showing that (3) is an isomorphism for

the spaces PK(G) from the beginning of this section. So let us assume (3) holds for all the

PK(G), where K ⊆ G is a compact open subset, and explain how to deduce the conclusion

of Theorem 7.10 from there. Let X1 be any G-compact subspace of E(G). Then X1 is

a proper G-space itself and thus we can find a compact open subset K1 ⊆ G and a G-

equivariant map ϕ1 : X1 → PK1(G) by the discussion in the beginning of this section. Using

the universal property of E(G) there is also a G-equivariant map ψ1 : PK1(G)→ E(G). Let

X2 := ψ1(PK1(G)). Then X2 is a G-compact subspace of E(G). By the universal property

of E(G) the composition ψ1 ◦ ϕ1 is G-homotopic to the canonical inclusion map. So up to

replacing X2 by a larger space if necessary, we may assume that the map ψ1 ◦ϕ1 : X1 → X2

is G-homotopic to the inclusion map. Now proceed as above to find a sequence (Xn)n of G-

compact subspaces of E(G) together with maps ϕn, and ψn such that ψn ◦ϕn is G-homotopic

to the inclusion Xn ↪→ Xn+1. Since the Kasparov-product is natural, we get a commutative

diagram, where all the horizontal arrows are given by taking Kasparov-product with x and

the vertical arrows are the maps found by the procedure just described.

KKG
∗ (C0(X1), A) KKG

∗ (C0(X1), B)

KKG
∗ (C0(PK1(G)), A) KKG

∗ (C0(PK1(G)), B)

KKG
∗ (C0(X2), A) KKG

∗ (C0(X2), B)

KKG
∗ (C0(PK2(G)), A) KKG

∗ (C0(PK2(G)), B)

KKG
∗ (C0(X3), A) KKG

∗ (C0(X3), B)

...
...

∼=

∼=

(ϕ1)∗

(ψ1)∗

(ϕ2)∗

(ψ2)∗

(ϕ1)∗

(ψ1)∗

(ϕ2)∗

(ψ2)∗

By going ’zick-zack’ in this diagram we get the following diagram:
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KKG
∗ (C0(X1), A) KKG

∗ (C0(X1), B)

... KKG
∗ (C0(X2), B)

KKG
∗ (C0(X3), A)

...

... KKG
∗ (C0(X4), B)

...
...

Ktop
∗ (G;A) Ktop

∗ (G;B)

α1

α2

α3

Each of the columns of this diagram is an inductive sequence of abelian groups, and in fact

a subsequence of the inductive system defining topological K-theory with coefficients. Hence,

by an elementary argument, the limits of these two sequences are the groups Ktop
∗ (G;A) and

Ktop
∗ (G;B) respectively, as indicated. Whenever we have such a diagram, the inductive limits

must be isomorphic, such that the isomorphism commutes with the diagram (i.e. it is exactly

the morphism induced by taking Kasparov-product in each step). This completes the first

step of the proof.

Let us now proceed with the second reduction step. The main advantage of working

with the spaces PK(G) is that it is (the geometric realization of) a proper, G-compact

finite dimensional G-simplicial complex, and its barycentric subdivision is G-equivariantly

homeomorphic to it. In fact we don’t need the special model PK(G) in what follows and will

prove that

· ⊗ x : KKG
∗ (C0(X), A)→ KKG

∗ (C0(X), B)

is an isomorphism for every typed, proper, G-compact G-simplicial complex X of finite

dimension.

To do so we will use an induction argument on the dimension n of X to reduce the problem

to the zero dimensional case. If X is (the geometric realization) of a 0-dimensional complex

it follows from the discussion after Remark 7.6, that the anchor map X → G(0) has the

property, that every point in X has a compact open neighbourhood, such that the anchor

map restricts to a homeomorphism onto its image on that neighbourhood. Consequently,

Proposition 7.11 tells us that · ⊗ x : KKG
∗ (C0(X), A)→ KKG

∗ (C0(X), B) is an isomorphism.

Now let X be a G-simplicial complex of dimension n > 0, Y be its n − 1-skeleton, and

U = X \ Y the union of all open n-simplices. Then we get a G-equivariant exact sequence

0 −→ C0(U) −→ C0(X) −→ C0(Y ) −→ 0.

As Y is clearly G-invariant, [39, Lemma 3.9] yields the following commutative diagram with

exact columns:
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...
...

KKG
∗ (C0(Y ), A) KKG

∗ (C0(Y ), B)

KKG
∗ (C0(X), A) KKG

∗ (C0(X), B)

KKG
∗ (C0(U), A) KKG

∗ (C0(U), B)

...
...

· ⊗ x

· ⊗ x

· ⊗ x

If we assume inductively that the upper horizontal map is an isomorphism, we only need to

show that the lower map is also an isomorphism to invoke the Five-Lemma and conclude the

result. But U is equivariantly homeomorphic to X ′×Rn, where X ′ denotes the barycenters of

n-dimensional simplices. Thus, we have KKG
∗ (C0(U), A) ∼= KKG

∗+n(C0(X ′), A). Since taking

suspension is compatible with the Kasparov product, it is enough to show that

· ⊗ x : KKG
∗ (C0(X ′), A)→ KKG

∗ (C0(X ′), B)

is an isomorphism. But X ′ is a G-compact, proper G-space whose anchor map is a local

homeomorphism. Hence the result follows from Proposition 7.11. �

8. Amenability at Infinity and the Baum-Connes Conjecture

As an application of Theorem 7.10 we will show that for ample groupoids, which are

strongly amenable at infinity, the Baum-Connes assembly map is split-injective. Let us first

recall the definitions:

Definition 8.1 ([29],[2]). A locally compact Hausdorff groupoid G is called amenable at

infinity, if there exists a G-space Y such that the anchor map p : Y → G(0) is proper and

Gn Y is amenable (i.e. G acts amenably on Y ).

We call G strongly amenable at infinity, if in addition the anchor map p : Y → G(0) admits

a continuous (not necessarily equivariant) section.

Note, that every amenable groupoid is strongly amenable at infinity by taking Y = G(0)

with the canonical G-action. Furthermore, by results of [29], if Y is a G-space witnessing

amenability at infinity of G, such that the anchor map p is also open, then G is strongly

amenable at infinity.

Now if G is (strongly) amenable at infinity and Y is a G-space witnessing this, the proper-

ness of p : Y → G(0) implies that we get an induced map

p∗ : C0(G(0))→ C0(Y )
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and consequently, for every G-algebra A, we get a G-equivariant ∗-homomorphism

idA ⊗ p∗ : A ∼= A⊗G(0) C0(G(0))→ A⊗G(0) C0(Y ).

This homomorphism in turn induces a map on the level of topological K-theory, which we -

by slight abuse of notation - also denote by

p∗ : Ktop
∗ (G;A)→ Ktop

∗ (G;A⊗G(0) C0(Y ))

By results in [2] and [29] we can always find Y with the following additional properties:

• Y is second countable.

• Each Yu is a convex space and G acts by affine transformations on Y .

If we fix Y with these properties we can show:

Proposition 8.2. Let Y be a G-space with the properties listed above. If K ⊆ G is a proper,

open subgroupoid, then YK = p−1(K) ⊆ Y is K-equivariantly homotopy-equivalent to K(0).

Proof. We will construct a K-equivariant continuous section s̃ : K(0) → YK as follows: Let

c : K(0) → [0, 1] be a cut-off function for K, i.e.

(1)
∑

k∈Ku

c(d(k)) = 1 for all u ∈ K(0), and

(2) r : supp(c ◦ d)→ K(0) is proper.

We define

s̃(u) :=
∑
k∈Ku

c(d(k))k · s(d(k)),

where s : G(0) → Y is the continuous section from above. Note that by (2) the sum in the

definition is finite for each fixed u ∈ K(0), and hence (1) and the convexity of Yu imply that

s̃(u) ∈ Yu. Thus s̃ is a well-defined section.

The following calculation shows that s̃ is K-equivariant:

s̃(k′ · u) = s̃(r(k′))

=
∑

k∈Kr(k′)

c(d(k))k · s(d(k))

=
∑
k∈Ku

c(d(k′k))k′k · s(d(k′k))

= k′ ·

(∑
k∈Ku

c(d(k))k · s(d(k))

)
= k′s̃(u)

It remains to show that s̃ is continuous. We prove this along the lines of Lemma 2.3: Fix a

u ∈ K(0) and let V be an open neighbourhood of u such that V is compact. Let ψ ∈ Cc(K(0))

be a positive function with ψ ≡ 1 on V . Then f(k) := c(d(k))ψ(r(k)) has compact support

and for all v ∈ V we still have
∑
k∈Kv

f(k) = 1 and hence s̃(v) =
∑
k∈Kv

f(k)k · s(d(k)) ∈ Yv.

Now we use compactness of supp(f) to cover it with a finite number of open bisections (Ui)i

and use a partition of unity subordinate to this covering to write f as a finite sum f =
∑
fi.

Then we get

s̃(v) =
∑
i

∑
k∈Kv

fi(k)k · s(d(k)) =
∑
i

fi(r
−1
|Ui(v))r−1

|Ui(v) · s(d(r−1
|Ui(v))).
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The latter expression in this equation is obviously continuous in v since all the functions and

operations used are continuous. Hence s̃ must be continuous.

Now by construction we have p ◦ s̃ = idK(0) and by convexity the linear homotopy gives

s̃ ◦ p ' idYK . This homotopy is equivariant since the action of K on YK is affine. �

We can now prove the following extention of results from [23] and [11] to ample groupoids:

Theorem 8.3. Let G be a second countable ample groupoid which is strongly amenable at

infinity. Then, for any separable G-algebra A the Baum-Connes assembly map

µA : Ktop
∗ (G;A)→ K∗(Aor G)

is split injective.

Proof. Consider the homomorphism

p∗ : Ktop
∗ (G;A)→ Ktop

∗ (G;A⊗G(0) C0(Y ))

induced by the anchor map p : Y → G(0) as explained prior to Proposition 8.2. As explained

there, we can also assume that Y is second countable, each fibre Yu is convex and G acts

by affine transformations. Furthermore we may assume that p admits a continuous section.

Thus, for every proper, open subgroupoid K ⊆ G we can apply Proposition 8.2 to see that

the restriction of pK : YK → K(0) of p induces an isomorphism

KKK(C0(K(0)), AK)→ KKK(C0(K(0)), AK ⊗K(0) C0(YK)).

Thus, we have checked the conditions of Theorem 7.10 and can deduce that p∗ is an isomor-

phism. By naturality of the assembly map p∗ fits into the following commutative diagram:

Ktop
∗ (G;A) K∗(Aor G)

Ktop
∗ (G;A⊗G(0) C0(Y )) K∗((A⊗G(0) C0(Y )) or G)

µA

(p oG)∗

µA⊗C0(Y )

p∗

By [38, Lemma 4.1] the Baum-Connes assembly map for G with coefficients in A⊗G(0)C0(Y )

is an isomorphism if and only if the assembly map for GnY with coefficients in A⊗G(0)C0(Y )

is. Since G n Y is amenable by assumption, we can apply the results in [40] to conclude,

that the lower horizontal map in the above diagram is an isomorphism. Thus, µA is injective

with splitting homomorphism σA := p−1
∗ ◦ µA⊗C0(Y ) ◦ (por G)∗. �

We will now apply Theorem 8.3 to relate the Baum-Connes conjecture for an ample,

strongly amenable at infinity groupoid group bundle to the Baum-Connes conjecture for

each of its isotropy groups. This generalizes part (b) of [14, Proposition 3.1], which treats

the case of a trivial group bundle (i.e. G = Γ ×X for some discrete group Γ and a totally

disconnected space X). We also make use of ideas from the recent paper [19] to avoid

γ-elements.

We shall need the notion of an exact groupoid:

Definition 8.4. A locally compact groupoid G with Haar system is called exact (in the

sense of Kirchberg and Wassermann), if for every G-equivariant exact sequence

0→ I → A→ B → 0



A GOING-DOWN PRINCIPLE FOR AMPLE GROUPOIDS AND THE BAUM-CONNES CONJECTURE 53

of G-algebras, the corresponding sequence

0→ I or G→ Aor G→ B or G→ 0

of reduced crossed products is exact.

The following result is a part of [2, Proposition 6.7]:

Proposition 8.5. Let G be an étale groupoid. If G is amenable at infinity, then G is exact.

Let us now focus on group bundles: For a start let us observe that if G is an étale groupoid

group bundle and (A,G, α) is a groupoid dynamical system, then (Au, G
u
u, αu) is a (group)

dynamical system for every u ∈ G(0). The following proposition describes the relation of the

crossed product Aor G with the crossed products corresponding to the fibres:

Proposition 8.6. Let G be an étale groupoid group bundle and A be a G-algebra. Then the

following hold:

(1) The reduced crossed product Aor G is a C0(G(0))-algebra.

(2) If G is exact, then the fibres are given by (Aor G)u = Au or G
u
u.

(3) If in addition the C∗-bundle A associated to A is continuous, then so is the C∗-bundle

associated to Aor G.

Proof. For ϕ ∈ C0(G(0)) and f ∈ Γc(G, r
∗A) define a linear map Φ(ϕ) : Γc(G, r

∗A) →
Γc(G, r

∗A) by

(Φ(ϕ)f)(g) := ϕ(r(g))f(g)

We want to show, that Φ(ϕ) extends to an element of the multiplier algebra of A or G.

To this end let u ∈ G(0). Then, for ϕ ∈ C0(G(0)), f ∈ Γc(G, r
∗A) and ξ ∈ Cc(Guu, Au), we

compute

(πu(Φ(ϕ)f)ξ)(g) =
∑
h∈Guu

α−1
g ((Φ(ϕ)f)(g−1h))ξ(h)

=
∑
h∈Guu

ϕ(u)αg(f(g−1h))ξ(h)

= (ϕ(u)πu(f)ξ)(g)

Hence we have πu(Φ(ϕ(f))) = ϕ(u)πu(f) and applying this equality we obtain

‖Φ(ϕ)f‖r = sup
u∈G(0)

‖πu(Φ(ϕ)f)‖ = sup
u∈G(0)

|ϕ(u)|‖πu(f)‖ ≤ ‖ϕ‖∞‖f‖r

Thus, Φ(ϕ) extends to a bounded linear map Φ(ϕ) : AorG→ AorG. One easily computes

on the dense subalgebra Γc(G, r
∗A), that Φ(ϕ) is adjointable with Φ(ϕ)∗ = Φ(ϕ). We have

thus defined a ∗-homomorphism Φ : C0(G(0)) → M(A or G). Next, we would like to show

that Φ takes its image in the centre of the multiplier algebra. By [44, Lemma 8.3] it is enough

to show, that Φ(ϕ)(f1 ∗ f2) = f1 ∗ Φ(ϕ)f2 for all f1, f2 ∈ Γc(G, r
∗A) and ϕ ∈ C0(G(0)). For

g ∈ G and u := r(g) = d(g) we compute

(Φ(ϕ)(f1 ∗ f2)(g) = ϕ(u)(f1 ∗ f2)(g)

=
∑
h∈Guu

ϕ(u)f1(h)αh(f2(h−1g))

=
∑
h∈Guu

f1(h)αh(ϕ(u)f2(h−1g))
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=
∑
h∈Guu

f1(h)αh((Φ(ϕ)f2)(h−1g))

= (f1 ∗ Φ(ϕ)f2)(g)

It remains to show that Φ is non-degenerate. Given x ∈ AorG and ε > 0, find f ∈ Γc(G, r
∗A)

such that ‖x−f‖r < ε. Choose a function ϕ ∈ Cc(G(0)), 0 ≤ ϕ ≤ 1 with ϕ = 1 on r(supp(f)).

Then Φ(ϕ)f = f and hence x ∈ C0(G(0))Aor G. We have thus established the first part of

the proposition, namely that Aor G is a C0(G(0))-algebra.

For the second part, we want to analyse the fibres: We always have a canonical family

of surjective ∗-homomorphisms defined as follows: For each u ∈ G(0), there is a canonical

map qu : Γc(G, r
∗A) → Cc(G

u
u, Au) given by restriction. This map extends to a surjec-

tive ∗-homomorphism A or G → Au or G
u
u, still denoted by qu. Let Ju denote the ideal

C0(G(0) \ {u})Aor G of Aor G. We clearly have Ju = A|G(0)\{u} or G|G(0)\{u}. Now if G is

exact, the sequence

0→ A|G(0)\{u} or G|G(0)\{u} → Aor G
qu→ Au or G

u
u → 0

is exact for every u ∈ G(0). Hence ker(qu) = Ju. It follows that (Aor G)u = Au or G
u
u.

Finally, for part (3), we have to show continuity of the C∗-bundle associated to the

C0(G(0))-algebra A or G, provided the continuity of A. For this we have to prove, that

u 7→ ‖qu(x)‖ is lower semicontinuous for every x ∈ Aor G. Recall that we have a represen-

tation π : Γc(G, r
∗A)→ LA(L2(G,A)). We can compute

‖qu(f)‖r = ‖πu(f)‖

= sup{‖〈π(f)ξ, η〉A(u)‖ | ξ, η ∈ Γc(G, r
∗A), ‖ξ‖, ‖η‖ ≤ 1}.

The latter expression however is lower semicontinuous as a function in u, since it is the

supremum of the continuous functions

u 7→ ‖〈π(f)ξ, η〉A(u)‖.

�

Lemma 8.7. Let G be an étale groupoid group bundle. If G is amenable at infinity, then so

is Guu for each u ∈ G(0).

Proof. By assumption there exists a locally compact space X and an action of G on X with

proper anchor map p : X → G(0), such that G n X is amenable. Then Xu := p−1({u})
is a compact subspace of X and the action of G on X restricts to an action of Guu on

Xu. In particular Guu nXu is a closed subgroupoid of G nX. Hence it is amenable by [1,

Proposition 5.1.1]. �

Next, we turn to KK-theory. Recall, that for C0(X)-algebras A and B, the group

RKK(X;A,B) is built from Kasparov triples (E,Φ, T ), as in the construction of KK(A,B),

satisfying the additional requirement that

(fa) · (eb) = (ae) · (bf) for all f ∈ C0(X), a ∈ A, e ∈ E, and b ∈ B.

We will start with the following observation:
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Lemma 8.8. If G is a second countable étale groupoid group bundle and (A,G, α) and

(B,G, β) are separable groupoid dynamical systems, then the descent map jG actually takes

values in the group RKK(G(0);Aor G,B or G).

Proof. Let (E,Φ, T ) ∈ EG(A,B). It is enough to show, that for all ϕ ∈ C0(G(0)), f ∈
Γc(G, r

∗A), f ′ ∈ Γc(G, r
∗B) and ξ ∈ Γc(G, r

∗E) we have

(ϕf)ξf ′ = fξ(ϕf ′).

Hence we compute for all g ∈ G:

((ϕf)ξf ′)(g) =
∑

h∈Gr(g)
((ϕf)ξ)(h)βh(f ′(h−1g))

=
∑

h∈Gr(g)

∑
s∈Gr(h)

ϕ(r(s))f(s)Vs(ξ(s
−1h))βh(f ′(h−1g))

=
∑

h∈Gr(g)

∑
s∈Gr(h)

f(s)Vs(ξ(s
−1h))βh((ϕf ′)(h−1g))

= (fξ(ϕf ′))(g).

�

Lemma 8.9. Let G be a second countable exact étale groupoid group bundle and A be a

separable G-algebra. For each u ∈ G(0) the inclusion map iu : Guu → G induces a group

homomorphism i∗u : Ktop
∗ (G;A)→ Ktop

∗ (Guu;Au), such that the following diagram commutes:

Ktop
∗ (G;A) K∗(Aor G)

Ktop
∗ (Guu;Au) K∗(Au or G

u
u)

µA

qu,∗

µAu

i∗u

Proof. It follows from [31, Propositions 7.1 and 7.2], that the inclusion map iu induces group

homomorphisms

i∗X,u : KKG(C0(X), A)→ KKGuu(C0(Xu), Au)

for every locally compact G-space X. If X is proper and cocompact, then Xu is a proper

and cocompact Guu-space. Hence we obtain maps KKG(C0(X), A) → Ktop
∗ (Guu;Au). One

easily checks, that these commute with the connecting maps coming from continuous G-

maps X → Y for two proper G-compact G-spaces X and Y . Consequently, taking the limit

over all proper and G-compact subspaces X ⊆ E(G), we obtain the desired homomorphism

i∗u : Ktop
∗ (G;A) → Ktop

∗ (Guu;Au). In order to obtain commutativity of the diagram in the

proposition, it is enough to observe that the following diagram commutes:

KKG(C0(X), A) KKGuu(C0(Xu), Au)

RKK(G(0);C0(X) or G,Aor G) KK(C0(Xu) or G
u
u, Au or G

u
u)

K0(Aor G) K0(Au or G
u
u)

jG

qu,∗

jGu
u

i∗X,u

pGnX ⊗ · pGu
unXu ⊗ ·

(i
(0)
u )∗
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The middle vertical map is induced by the inclusion map i
(0)
u : {u} ↪→ G(0). Let us deal with

the upper square first: Let (E,Φ, T ) be a Kasparov triple in EG(C0(X), A). Recall, that jG,r

sends the class of (E,Φ, T ) to the class represented by (EorG, Φ̃, T̃ ). Applying Proposition

8.6 and Proposition 4.3 we obtain a canonical isomorphism

(E or G)u = (E ⊗A (Aor G))u

∼= Eu ⊗Au (Aor G)u

∼= Eu ⊗Au (Au or G
u
u)

= Eu or G
u
u,

which intertwines the representations (Φ̃)u and Φ̃u and the operators (T̃ )u and T̃u.

In order to prove commutativity of the lower square we first fix a cut-off function c for

G n X. Then its restriction to the subspace Xu is easily checked to be a cut-off function

for Guu n Xu. It follows, that if p := pGnX is the canonical projection associated to c,

then p(u) ∈ C0(Xu) or G
u
u is the projection associated to the restriction of c to Xu. Now

let (E,Φ, T ) be the representative of an element x ∈ RKK(G(0), C0(X) or G,A or G).

Recall, that under the identification K0(C0(X)or G) ∼= KK(C, C0(X)or G) the class of p is

represented by the Kasparov tripel (C0(X)orG,Φp, 0), where Φp : C→ C0(X)orG is given

by Φp(1) = p. Then the Kasparov product p⊗x ∈ KK(C, AorG) can be represented by the

tripel (E ⊗qu (Au or G
u
u), (Φ ◦ Φp) ⊗ 1, T ⊗ 1). On the other hand (i

(0)
u )∗(x) is represented

by the tripel (Eu,Φu, Tu) and hence the product p(u)⊗ (i
(0)
u )∗(x) is represented by the triple

(Eu,Φu ◦ Φp(u), Tu), where Φp(u) : C → C0(Xu) or G
u
u is again given by 1 7→ p(u). But by

Remark 4.1 there is a canonical isomorphism E ⊗qu (Au or G
u
u)→ Eu and one easily checks

on elementary tensors, that this isomorphism intertwines (Φ ◦ Φp) ⊗ 1 with Φu ◦ Φp(u) and

T ⊗ 1 with Tu. �

Let G be an ample groupoid group bundle, which is strongly amenable at infinity and let A

be a G-algebra. Let σA : K∗(AorG)→ Ktop
∗ (G;A) be the splitting homomorphism provided

by Theorem 8.3. Then γA := µA ◦ σA is an idempotent endomorphism of K∗(A or G) such

that im(γA) = im(µA). In particular, it follows that G satisfies the Baum-Connes conjecture

for A if and only if (1− γA)K∗(Aor G) = {0}.
Since G is strongly amenable at infinity, it is exact. Hence the reduced crossed product

A or G is the algebra of C0-sections of a continuous bundle of C∗-algebras over G(0) with

fibres (A or G)u = Au or G
u
u. Let qu : A or G → Au or G

u
u be the corresponding quotient

map. Likewise, every group Guu of the bundle G is amenable at infinity. Hence by the same

reasoning, we obtain idempotents γAu ∈ End(K∗(AuorG
u
u)). We shall need the observation,

that the elements γA and γAu are compatible:

Lemma 8.10. Let G be a second countable ample groupoid group bundle, which is strongly

amenable at infinity. If A is a separable G-algebra and qu : Aor G→ Au or G
u
u denotes the

canonical quotient map, then qu,∗ ◦ γA = γAu ◦ qu,∗.

Proof. Let πu : (A⊗G(0) C0(Y ))or G→ (Au⊗C(Yu))or G
u
u be the canonical quotient map.

Then we have a commutative diagram:
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K∗(Aor G) K∗((A⊗G(0) C0(Y )) or G) Ktop
∗ (G;A⊗G(0) C0(Y ))

K∗(Au or G
u
u) K∗((Au ⊗ C(Yu)) or G

u
u) Ktop

∗ (Guu;Au ⊗ C(Yu))

qu,∗

((idAu ⊗ 1) or G)∗

πu,∗

(µA⊗C0(Y ))
−1

(µAu⊗C(Yu))
−1

(pA or G)∗

i∗u

Here, the first square commutes already at the level of the ∗-homomorphisms, since pAorG

is a C0(G(0))-linear map with (pA or G)u = (idAu ⊗ 1C(Yu)) or G
u
u. The second square

commutes by Lemma 8.9 applied to the G-algebra A ⊗C0(G(0)) C0(Y ). For similar reasons,

each square in the following diagram commutes:

Ktop
∗ (G;A⊗G(0) C0(Y )) Ktop

∗ (G;A) K∗(Aor G)

Ktop
∗ (Guu;Au ⊗ C(Yu)) Ktop

∗ (Guu;Au) K∗(Au or G
u
u)

(pA)−1
∗ µA

qu,∗

(pAu )−1
∗ µAu

i∗u i∗u

Since the composition of the upper (respective lower) rows of these diagrams is by definition

γA (respective γAu), the result follows. �

Theorem 8.11. Let G be a second countable ample group bundle, which is strongly amenable

at infinity. Suppose A is a separable G-algebra such that the associated C∗-bundle is contin-

uous, and Guu satisfies the Baum-Connes conjecture with coefficients in Au for all u ∈ G(0).

Then G satisfies the Baum-Connes conjecture with coefficients in A.

In particular, G satisfies the Baum-Connes conjecture with trivial coefficients, whenever

each of its isotropy groups does.

Proof. By the above considerations, it is enough to show, that (1 − γA)K∗(A or G) = {0}.
To this end, let x ∈ (1−γA)K∗(AorG). By Lemma 8.10 we have qu,∗(x) = qu,∗(1−γA)(x) =

(1−γAu)(qu,∗(x)) ∈ (1−γAu)K∗(AuorG
u
u). But the latter group is zero by our assumption,

hence qu,∗(x) = 0 for all u ∈ G(0). By [14, Lemma 3.4] every u ∈ G(0) admits a compact

neighbourhood C of u, such that qC,∗(x) = 0, where qC : A or G → A|C or G|C denotes

the map induced by restriction. Since G(0) is assumed to be totally disconnected, we can

find a partition G(0) =
∐
i∈I Ci into compact open sets Ci such that qCi,∗(x) = 0 for all

i ∈ I. As the cover is disjoint, we obtain a decompositon AorG =
⊕

i∈I A|CiorG|Ci . Using

the additivity of K-theory, we see that the maps qCi induce an isomorphism K∗(Aor G) ∼=⊕
i∈I K∗(A|Ci or G|Ci). Since qCi,∗(x) = 0 for all i ∈ I, we conclude x = 0 as desired. �

Combining Theorem 8.11 above with [39, Theorem 3.10] we get the following Corollary:

Corollary 8.12. Let G be a second countable ample group bundle, which is strongly amenable

at infinity. Then G satisfies the Baum-Connes conjecture with coefficients in all G-algebras

A whose associated bundle of C∗-algebras is continuous if and only if Guu satisfies the Baum-

Connes conjecture with coefficients for all u ∈ G(0).
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[29] Ivan Lassagne. Moyennabilité à l’infini et exactitude d’un groupoide étale, 2014. arXiv:1410.8173. 3, 50,

51
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