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Preface

This dissertation presents the results of the research I have carried out in my Ph.D.

project at the Department of Information Comunication Institute, Faculty of Engineering

and Science, University of Agder, Norway. The research goal was to develop and expand

the family of Thompson Sampling techniques beyond the domain of vanilla bandit prob-

lems, to address more complex optimization problems requiring Bayesian reasoning. The

work has been carried out under the supervision of Professor Ole-Christoffer Granmo and

Associate Professor Svein Olav Nyberg.
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Abstract

Thompson Sampling (TS) is a state-of-art algorithm for bandit problems set in a Bayesian

framework. Both the theoretical foundation and the empirical efficiency of TS is well-

explored for plain bandit problems. However, the Bayesian underpinning of TS means

that TS could potentially be applied to other, more complex, problems as well, beyond

the bandit problem, if suitable Bayesian structures can be found.

The objective of this thesis is the development and analysis of TS-based schemes for

more complex optimization problems, founded on Bayesian reasoning. We address sev-

eral complex optimization problems where the previous state-of-art relies on a relatively

myopic perspective on the problem. These includes stochastic searching on the line, the

Goore game, the knapsack problem, travel time estimation, and equipartitioning. Instead

of employing Bayesian reasoning to obtain a solution, they rely on carefully engineered

rules. In all brevity, we recast each of these optimization problems in a Bayesian frame-

work, introducing dedicated TS based solution schemes. For all of the addressed problems,

the results show that besides being more effective, the TS based approaches we introduce

are also capable of solving more adverse versions of the problems, such as dealing with

stochastic liars.
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Chapter 1

Introduction

1.1 Introduction

The human capability to make sound decisions in a new situation is based on the ability

to reason from knowledge and to learn from previous experience. For instance, when

a doctor faces a new patient, she needs to use her medical knowledge, as well as her

previous experience with similar symptoms and patients, to set a diagnosis and prescribe

a treatment. Similarly, an automated recommender system needs to use customer models

(knowledge) and available data, such as the customer’s previous purchases, current trends

and browsing history (experience), to display advertisements that maximise click-rate.

Both of the above decision problems also introduce another trait that is prevalent for

many real-world problems, namely, that decisions need to be made under uncertainty, and

in particular, that the effect of the decisions may be partially or even entirely unknown.

In the medical decision scenario, for instance, an important indicator symptom might not

be present, or a symptom that is not related to the underlying disease could be observed

as a red herring. To aggravate, there might be several diseases that correspond with

the observed symptoms, and a treatment may have different effects on different patients.

Prescribing the most effective treatment can thus be highly difficult.

In some cases, one can fully quantify both uncertainty and the effect of actions. That is,

one can quantify how likely each possible scenario is, and one can specify the value (effect)

of the available decisions for each of the scenarios. Then the decision that maximizes

expected value can be exactly identified using Bayesian reasoning and decision theory

[1]. However, for many real-world decision problems, the value of decisions are only

partially known, or may even be entirely unknown. The remaining option is then trial

and error, to learn which decision is best. To avoid unnecessary loss, this decision should

be identified as quickly as possible. Of course, identifying the best decision becomes even

more challenging when their effects are stochastic.

1



     

Decision problems with an intrinsic uncertainty, and that require both reasoning and

trial-and-error to make good decisions, arise frequently in practice; for instance: What

advertising should be presented to maximize revenue? How often should a web page be

visited to observe all changes? Which version of a drug should a patient receive? How

should the layout of a warehouse be organized to enable the optimal gathering of orders?

The Multi-Armed Bandit Problem. The latter family of decision problems is

both so pervasive and difficult that its most simple form has been formalized as the

Multi-Armed Bandit Problem (MABP), still challenging researchers. In MABPs, an agent

takes actions sequentially (pulling bandit arms) in an environment, with each action

stochastically eliciting a reward. The agent tries to maximize its rewards over time by

identifying the optimal action, i.e., the one that has the highest expected reward value.

Initially, the agent only knows which actions are offered by the environment, and the only

way to learn how the environment responds to the actions is to interact with it.

Interacting with the environment solely for learning the responses can be costly. For

instance, nobody wants to run a series of inefficient ads to make certain that the ads are

indeed inefficient. So, there is a trade-off between

• gathering new information about the environment and

• executing the action that looks most profitable at the decision point.

Performing this trade-off optimally is the essence of the MABP.

The Exploration-Exploitation Dilemma. The MABP has a long history. The

first application of MABP is credited to William R. Thompson in 1933 [2], while the

formal definition of MABP is due to Robbins and Herbert [2]. To further analyze this

problem, Bush et al. introduced a simple lab experiment called the T-Maze [3], illustrated

in Figure 1.1. In this experiment, a rat is placed at the start location, and as it traverses

down the limb of the maze, it is faced with a decision: go left or go right? The challenge

is that the food is only placed in one of the two locations, and the probability of receiving

food is higher for one of the locations. Which location provides food most frequently is

initially unknown to the rat. It thus has to learn which decision maximizes the amount

of food it receives in subsequent trials.

To repeat this experiment on human subjects, a two-armed bandit machine was com-

missioned at Harvard by Frederick Mosteller and Robert Bush [3]. They named the

machine as a tribute to the single-lever operated slot machine (or bandit, as it stole your

money), thus coining the term Multi-Armed Bandit (MAB). The original multi-armed

bandit machine had two arms, where one arm was more rewarding than the other. The

subject was then tasked with playing the machine so as to maximize his reward.





 

Start

Reward: RightReward: Left

Figure 1.1: The T-Maze problem. A rat is placed at the start of the maze with the objective of

learning what arm, left or right, is most rewarding to visit.

The subject is as such faced with a dilemma. The first option is to explore the other

arm by pulling it, trying to learn the identity of the superior arm. The other option

is to exploit the knowledge that he already has accumulated and continue pulling the

arm he just pulled, even though it might be inferior to the other arm. This dilemma is

the essence of the MABP and is called the exploration–exploitation dilemma or trade-off.

The exploration-exploitation trade-off problem was formalized during the second world

war by allied researchers and it was thought to be so difficult that it should be given to

the German researchers to make them waste their resources on it [4].

Learning Automata. One of the simplest approaches to solving the MAB problem is

the concept of Learning Automata. Narendra and Thathachar describes in their book [5]

that: ”The concept of an LA grew out of a fusion of the work of psychologists in modeling

observed behavior, the efforts of statisticians to model the choice of ex- periments based on

past observations, the attempts of operation researchers to im- plement optimal strategies

in the context of the two-armed bandit problem, and the endeavors of system theorists to

make rational decisions in random environments”. The origin of LA can be traced back

to the two-action Tsetlin Automaton, proposed by M. L. Tsetlin in 1961 [6].

The Tsetlin Automaton has a state space of 2N states, where the first N states indicate

that one should pull the first arm, and conversely, the last N indicate that the second

arm should be pulled. Governed by simple rules to update the state, shown in Figure 1.2,

each round of action selection and state updating is extremely fast.

Yet, due to their versatile structure, Tsetlin Automata are simultaneously adaptable to

more complex problems, such as resource allocation [7], decentralized control [8], knapsack

problems [9], searching on the line [10], meta-learning [11], the satisfiability problem [12],

graph colouring [13], preference learning [14], frequent item set mining [15], adaptive

sampling [16], equi-partitioning [17], streaming sampling for social activity networks [18],

routing bandwidth-guaranteed paths [19], faulty dichotomous search [20], and learning in

deceptive environments [21], to give a few examples.

State-of-the-art MABP Algorithms. Over the last decades, specialized MABP





     

0 1 N N+1 2N-1 2N

Reward, β=0

Penalty, β=1

Action 1 Action 2

Figure 1.2: The Tsetlin Automaton, if the current state is on the left of the middle, select action

α1 else select action α2.

solvers have emerged, providing increasingly better trade-offs for the exploration-exploitation

dilemma. These advances can be attributed to better models of MABP, with increasing

specialization. For instance, one of the more popular MABP algorithms, Upper Confi-

dence Bound (UCB) [22, 23] is based on deriving a Hoeffding bound on the reward for each

arm, and selecting the arm with the highest bound. The Exponential-weight algorithm for

Exploration and Exploitation (Exp3) [24] works by maintaining a list of weights for each

arm and decreasing or increasing the weights according to the rewards observed. Exp3

then selects an arm randomly based on the weights, such that an arm with a high weight

is more likely to be selected. To further increase the robustness of Exp3, an egalitarianism

factor is presented that controls how much the weights should affect the selection process.

This ranges from uniformly random, i.e. weights have no impact, to greedy, i.e. always

selecting the arm with the highest weight.

Another popular and successful approach leverages Bayesian reasoning combined with

sampling, referred to as Thompson Sampling (TS). TS places a posterior distribution over

the arm rewards, and selects an arm with a probability proportional to the likelihood of

that arm being optimal.

These different arm representations are illustrated in Figure 1.3. As seen, for UCB,

Exp3 and TS, the pure MABP setting is an inherent part of the schemes. Indeed, it has

turned out that applying these algorithms outside the MABP paradigm is non-trivial.

In contrast to Tsetlin Automata based schemes, examples of successful applications are

more sparse. A prominent example is the usage of UCT in Monte Carlo Tree Search [25],

one of the key components in the much celebrated Alpha Zero framework[26]. Another

example, is the usage of TS as the driving force in Bayesian Optimization (BO) [27]

and an similar BO optimisation based on UCB [28]. TS has also been used for action

selection in context-aware sequential decision making [29], and in addition, Ortega and

Braun [30] note that ”Thompson sampling provides a natural strategy for causal induction





 

Arm 1 Arm 2 Arm 1 Arm 2Arm 1 Arm 2

UCB Exp3 TS

Arm 
Value

Figure 1.3: The MABP representation for UCB, Exp3 and TS.

when interacting with an environment with unknown causal structure.” and as such apply

TS together with do-calculus [31] for casual inference. This is in contrast to the work

by Finn et. al. [32] that uses fully specified value functions, focusing on the problem

of calculating the expected value of each action. We, however, focus on problems where

the value of actions are unknown and stochastic and need to be estimated as quickly and

accurately as possible, thus involving the exploration-exploitation trade-off.

Motivating Example. To further illuminate advantages of Bayesian reasoning in the

context of the bandit problem, we here consider the well-known Monty Hall problem. This

problem is drawn from the game show ”Let’s make a deal” hosted by Monty Hall. The

game goes as follows: First, the contestant is asked to select one out of three doors, with

one of the doors concealing a car, while the other two, each hide a goat. The objective for

the contestant is to obtain the car. After the contestant has made his selection of a door,

but before it is opened to reveal its content, Mr.Hall will open one of the other doors,

one that contains a goat. Thus, there are now only two available doors, with one hiding a

goat and the other hiding a car. The contestant is then asked if he wants to switch from

the door he initially selected, to the other remaining door. After the contestant has made

his choice, the door is opened and the contestant receives the prize concealed behind the

door.

As illustrated in Figure 1.4, the problem can be represented by a Bayesian Network

containing three variables. The first one is ”Prize”. This variable captures our prior on

where the car is located before we acquire any additional information. For simplicity,

we here assume a uniform prior, i.e., each location is equally likely. The second variable

is ”First Selection”, which is the door that the contestant chooses. Finally, the variable

”Monty Opens” refers to the door hiding a goat, which is the one that Monty opens

after seeing the contestant’s selection. A naive take on the Monty Hall problem would

be to assume that since we are left with two potential doors after Monty opens the door

containing a goat, the two remaining doors have the same probability with regards to

hiding the car. If we model this as a MABP problem where each of the three doors is

an arm, and the door Monty opens is unchoosable, then this is exactly a problem where





     

Prize

Monty Opens

First Selection

Figure 1.4: The Bayesian Network composing the Monty Hall problem. An arrow indicate

dependencies between the variables.

    MABP:
    Thompson Sampling

Exploration-- Exploitation 
trade-off

Solves

    Bayesian Model:
E.g. BN, GP, PPL

Reasoning

Solves
Posterior

Figure 1.5: The posterior representation of Thompson Sampling bridges the gap between the

MABP solver and Bayesian Reasoning.

methods like LA and MABP algorithms struggle to make the correct choice. Namely that

the doors are not equiprobable since they were drawn under different circumstances, and

obtaining information about one arm affects what is known about the other arms. That

is, the probability of a reward for the initial selection is one-third, and after Monty opens

a door, the other door has a reward probability of two-thirds.

Overall Thesis Contribution and Approach. The efficiency of the specialized

MABP algorithms compared to LA approaches in the bandit setting raises an intriguing

question: Is it possible to get the best of both worlds by mixing the versatility of LA with

the efficiency of a MABP solver?

As detailed in the following, in this thesis we explore the above question by proposing

novel solutions to several problems that to date mainly LA-based approaches have handled

well. In all brevity, we will introduce approaches that leverage TS and its Bayesian

perspective. We achieve this by expanding the internal representation of TS in several

directions, and by proposing inference algorithms designed for each new representation.

In this manner, we introduced TS to significantly more complex decision problems than

the MABP.

Figure 1.5 depicts our overarching strategy for designing the TS based solutions. As





 

Prior Evidence

x’ ~ P(x) y = f(x’)

Posterior

P(x) x’

(x’,y) Bayesian Model

Thompson 
Sampling

The posterior becomes the new prior.

Figure 1.6: The core idea of this thesis, a Bayesian Model provides reasoning for exploitation

while Thompson Sampling provides exploration. A distribution p(x) is exposed to the Thompson

Sampling section that samples a location x′ for further investigation. We then obtain new

evidence (x′, y) from querying the underlying problem f(x) at the location x′. The prior and

the new evidence is then used to formulate a posterior. The posterior distribution subsequently

becomes the prior for the next iteration of the algorithm.

seen, at the core of each solution, we propose a novel posterior state space representa-

tion that enables effective Bayesian reasoning, combined with trading exploration against

exploitation with TS. Accordingly, each solution goes beyond the classical MABP, address-

ing problems where the bandit arms are not independent, but are interacting in complex

ways. A key part of this approach is the Bayesian modelling of the interaction between

bandit arms, using Bayesian Networks (BN), Gaussian Processes (GP), and Probabilistic

Programs (PPL), as well as more specialized approaches. In this principled manner, we

will recast several decision problems that currently only have effective LA based solutions,

in a Bayesian framework designed for TS.

1.2 Motivations and Objectives

1.2.1 Motivations

Being one of the state-of-the-art approaches to the classical MABP [33, 34, 35], TS has

outperformed LA-based MABP solvers. However, as discussed earlier, LA based solutions

are not only limited to the classic MABP setting. The applications of LA are numerous

and LA schemes have successfully addressed a wide range of complex problems. In this

thesis, we attack five such problems from a TS perspective, with the intent of broadening

the impact of TS:

1. The Stochastic Fractional Non-Linear Knapsack Problem

In the Stochastic Fractional Non-Linear Knapsack Problem (SFNKP) the objective





     

is to fill a knapsack with objects whose value is stochastic and is subject to non-

linear diminishing returns, so that the value of the knapsack is maximized. The

existing LA solution is based on linking the amount of each object with a linear

function and continuously swapping a fraction of the object that provides the least

value per unit with the object that provides the most value per unit. This can be

seen as a bandit problem where pulling arm k is equivalent to adding object k to

the knapsack.

This problem is both interesting and challenging as it extends the classical bandit

problem with rewards that diminishes with the frequency accessed. That is, the

return per amount of each object is decreasing monotonically. Further, the prob-

lem introduces a global constraint – that the capacity of the knapsack cannot be

exceeded.

2. Goore Game

In the Goore Game each player votes yes or no in each round, with the objective of

finding the optimal fraction of yes/no votes. This fraction is not known beforehand,

and the only feedback given to each player is a noisy binary signal based on the

distance from the optimal fraction i.e. the closer the optimal fraction the higher

probability of a reward.

The LA solution maintains a two-armed bandit for each player with one arm rep-

resenting a yes vote, the other a no vote. And essentially keep each player unaware

of the other players, trusting instead the bandits to guide the LA to the optimal

fraction.

The main drawback with this approach is that there is no way of knowing how

confident the remaining players are in their vote. This is especially paramount in

settings where new players are introduced as a replacement for existing players,

introducing uncertainty in the system.

3. Searching on the Line

In Searching on the Line (SPL), the objective is to locate a specific point on a line

by issuing a sequence of location queries to an oracle, where the oracle responds

with whether or not the point is to the left or the right of the query location. The

oracle can be either informative or divergent. That is, if the oracle is informative,

it will on average provide the correct direction; if the oracle is divergent it will on

average provide the wrong direction. The key metric for discriminating between the

different solution schemes is: the number of queries for convergence, as well as, the

sum of the distances between the point and the query locations.





 

The SPL turns into a bandit problem by realizing that each location on the line

is an arm, and the feedback from pulling an arm is the direction provided by the

oracle. Thus, we have a scenario where the classical MABP independence between

arms is invalidated. Further, the total reward i.e. the sum of distances between

queries and the optimal point, is only observable after the algorithm finishes. This

turns out to be particularly challenging in scenarios where the player does not know

beforehand if the oracle is informative or deceptive since as it necessary to both

explore the nature of the oracle and finding the point while simultaneously try to

query locations close to the point.

4. Equipartioning Problem

In the Object Partition Problem (OPP), the goal is to divide a set of objects into dif-

ferent partitions so as to maximize some objective function over the partitions. The

Equipartition Problem (EPP) is a variant of the OPP where we constrain the car-

dinality of the partitions to be equal. With the relations between the objects given

as a stream of object pairs, the objective function is to maximize the probability

that the next pair of objects are in the same partition.

The state-of-the-art LA solution for this problem is based on the Object Migration

Automata (OMA) [17], a simple yet effective scheme that operates by having each

object represent how strongly they are connected with their current partition as an

integer. If a pair of objects that are located in the same partition are observed,

then the LA strengthens their connection to the partition, otherwise it decreases

the connection strength. If the connection strength of two objects is zero and they

are observed together, then they are migrated into the same partition. The basic

OMA scheme has been improved by various heuristic improvements [36, 37].

The main challenge presented in EPP is that the relationships between the object

are stochastic, and it is not efficient to only consider the information observed, one

must also take into account the information gained from the fact that certain pairs

of objects are rarely observed together. This holds true especially as the number of

objects grows large.

5. Distance Estimation

In Distance Estimation (DE), the objective is to estimate the distance between two

points based solely on global coordinates, e.g. GPS, longitude & latitude, of the

point of interest. That is, without access to local features such as rivers, roads, and

hills. For example, the traveled distance between two points on the Manhattan is

quite different from the distance between two points in an open desert.

The LA solution for this problem is based on estimating the hyperparameters of a





     

fixed metric function in order to minimize the error in the dataset. This estimation

is done using an SPL variant for each parameter, and is in essence applying a

Coordinate Descent algorithm where one parameter is optimized while keeping the

other parameters fixed.

A novel point of interest is the selection of travel destinations to learn the underlying

metric function as fast and efficient as possible. This is an form of bandit based

active-learning where a traveler is at an location and have to select a next destination

from a list of locations (the arms) and observe the feedback in the form of travel

time.

The overall drawback with the existing LA solutions is that they operate under a

myopic view of the problem, where instead of considering the problem as a whole they

take small steps towards the solution. If an LA encounter noisy feedback, it assumes

that the feedback on average is correct and thus by following the feedback directly, it will

asymptotically converge towards a solution.

Bayesian reasoning do not suffer from this weakness as it interact directly with the

posterior distribution.

1.2.2 Objectives

The overall objective of this thesis is to demonstrate how the basic principle of TS can be

leveraged to solve complex decision problems, previously mainly addressed by LA-based

schemes:

1. Stochastic Fractional Non-Linear Knapsack Problem

In this thesis, we will replace the non-linear value function found in the state-of-the-

art LA solution with a Gaussian Process (GP), a Bayesian nonparametric prior over

functions, to explicitly model the characteristics of each material, including the

uncertainty associated with the material. To control the exploration-exploitation

trade-off we will apply TS over the posterior GP’s. The objective is to let TS

deal with the exploration of the solution space where the GP is uncertain, while

simultaneously exploiting the more well-explored areas. Consequentially, providing

a better and more robust solution.

Application: Web Mining:

In Web Mining, the objective is to acquire up to date information from websites

as fast as possible given a limited set of resources (web crawlers). We assume that

there exists an underlying function that gives the relation between how often one

visits a particular site and the probability that a visit results in fresh information.





 

Existing web-crawling solutions implicitly model this function by trial and error,

and do not utilize the structure of the function. Therefore, if we model the update

probability vs time between each visit for each website as a GP, we can exploit the

websites’ individual characteristics to maximize our update rate.

2. Searching on the Line

In this thesis, we aim to develop a Bayesian model over the interaction between the

line and the responses from the Oracle. This model gives us a posterior distribution

over the solution space that TS can utilize to find the next query point. Thus,

handling the exploration-exploitation trade-off inherent in the SPL problem. Also,

as a side-effect, since the Bayesian model is dependent on the nature of the oracle,

it should seamlessly handle the case where the Oracle is deceptive.

Application: Stochastic Root Finding:

In Stochastic Root Finding the objective is to find the root of a function based

on noisy observations of the function. A Bayesian model is capable of performing

optimal probabilistic reasoning. Thus by modeling the relationship between the

observations and the noise we are able to quickly reduce the search space to feasible

regions and therefore find the root faster and more robust than existing methods.

3. Equipartioning Problem

In this thesis, we intend to develop a BN to model the interaction between the

objects and the partitions in such a way that it enables us to not only react to

observed data but reason using the not-observed data as well. As a side effect, a

BN permits us to specify additional probabilistic constraints on the partitions and

the objects to better handle real-world problems.

Application: Warehouse optimization:

In the Warehouse optimization setting, one strives to place the wares of a warehouse

so as to minimize the time it takes to collect orders, thus maximizing the number

of orders that can be collected. We will investigate two objectives:

(1) To make order picking as efficient as possible, we will investigate how to place

wares that are often ordered together in close proximity of each other based on the

order history.

(2) A warehouse is also often faced with practical real-world constraints such as that

heavy goods needs to be placed on the floor level, and items that need to be frozen

should be in the freezer. We will investigate how to model this problem such that

these constraints become first-class citizens in a Bayesian Network representation,

thus ensuring that the constraints are handled in a flexible manner instead of as





     

ad-hoc post process feature.

4. Goore Game

The Multi-Armed Bandit Problem is most commonly expressed as a one-to-one

interaction between the bandit and the environment. However, in a decentralized

setting, a bandit interacts not only with the environment, but also indirectly with

all the other bandits that concurrently perform actions on the environment. In

this thesis, we aim to explicitly encode the probabilistic relationships between the

players into our likelihood, thus enabling TS to take the decentralized component of

Goore Game into account when making decisions, consequentially accelerating the

learning.

Application: Quality of Service for Wireless Sensor Networks:

In Quality of Service (QoS) for Wireless Sensor Networks (WSN), the objective is

to deploy sensors over an area such that the coverage of the entire area is max-

imized. A particular scenario of interest is randomly deployed networks, whose

applications include environmental monitoring and battlefield surveillance & recon-

naissance. However, due to the strain the real world places on these sensors, they

might break down, and since they are deployed at random, it is more cost effective

to simply replace sensors, e.g by airdrop, than tracking down and repairing sen-

sors. We will investigate how we can accelerate the cooperation between the sensors

to maximize the QoS of the entire network using an explicit model of the prior

distribution.

5. Distance Estimation: In DE, the objective is to give an estimate of the distance

between points A and B without using a map, instead, the estimate is based on a

sequence of empirical observations where each observation is a pair of GPS coordi-

nates and the actual distance traveled. In this thesis, we will develop a Bayesian

model (implemented as a Probabilistic Program), over the parameters of the esti-

mator. This enables us to measure the uncertainty associated with the model, thus

allowing us to select the most efficient spots to observe, as to minimize the number

of observations needs to calibrate the estimator.

1.3 Research Approach

The complex nature of the stochastic interactions presented in the objectives indicates the

need for new knowledge and the necessity of exploration and trials through empirical and

theoretical studies. Consequently, we will employ a mixed method approach, combining

the theory-, experimentation-, and design research paradigms of computing [38].
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Figure 1.7: An overview of the research process.

In Figure 1.7, an overview of the research process is presented. To put it succinctly,

we will demonstrate that combining various Bayesian Models with Thompson Sampling

improves upon the existing Learning Automata by designing several new algorithms.

These algorithms will take advantage of the ability to see the global picture provided

by the posterior as opposed to their Learning Automata counterparts. To guide this

research, the theory of Multi-Armed Bandits, Learning Automata and Bayesian Modeling,

all underpinned by probability theory, will be applied.

To further confirm the efficiency of these new algorithms, we will not restrict ourselves

to the simulated environments that many state-of-art algorithms are demonstrated in.

Rather, we will include investigation and evaluation of their performance in challenging

real-world problems such as warehouse layout optimization.

The experience and knowledge we gain from these empirical studies will, in turn, form

the basis for an iterative process for developing algorithms and intelligent systems. While

obtaining insights from design and experimentation, we will develop a robust approach to

common problems such as the inherent numerical instability found in many probabilistic

algorithms.

To summarize, as illustrated in Figure 1.7, we will iteratively develop algorithms that

take advantage of Bayesian reasoning to enable efficient Thompson Sampling exploration

and study these through experimentation and theoretical analysis.

1.4 Publications

The following papers are appended and will be referred to by the letters A-F. The papers

are printed in their originally published state.





     

Paper A Sondre Glimsdal and Ole-Christoffer Granmo. A Bayesian Network Based Solution

Scheme for the Constrained Stochastic On-Line Equi-Partitioning Problem. Applied

Intelligence, 48(10):3735–3747, 2018.

Paper B Sondre Glimsdal and Ole-Christoffer Granmo. Thompson Sampling Guided Stochas-

tic Searching on the Line for Deceptive Environments with Applications to Root-

Finding Problems. Journal of Machine Learning Research, 52 (20):1–24, 2019.

Paper C Sondre Glimsdal and Ole-Christoffer Granmo. Thompson Sampling Guided Stochas-

tic Searching on the Line for Non-Stationary Adversarial Learning. In International

Conference on Machine Learning and Applications, pages 687–692, IEEE, 2015.

Paper D Ole-Christoffer Granmo and Sondre Glimsdal. A Two-Armed Bandit Based Scheme

for Accelerated Decentralized Learning. Modern Approaches in Applied Intelligence,

pages 532–541, Springer, 2011.

Paper E Sondre Glimsdal and Ole-Christoffer Granmo. Gaussian Process Based Optimistic

Knapsack Sampling with Applications to Stochastic Resource Allocation. Proceed-

ings of the 24th Midwest Artificial Intelligence and Cognitive Science Conference,

pages 43–50, 2013.
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Learning in Probabilistic Programs with Application to Travel Time Estimation.
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Applied Intelligent Systems, pages 71–78, Springer, 2019.

1.5 Organization of the Thesis

In this section, we present the overall organization of this doctoral dissertation:

1. Chapter 2: Background

This chapter presents the necessary background material for this thesis. We give an

overview of the various Bayesian inference methods that we will employ in conjunc-

tion with TS. These methods include Gaussian Processes, Bayesian Networks, and

Probabilistic Programming. We will also survey the MABP and some of its many

popular variants such as Upper Confidence Bound (UCB), ε-Greedy and Thompson

Sampling. In addition, we also review the relevant LA literature.

2. Chapter 3: Contributions

This chapter from summarizes the main contributions of this thesis. The published

results include:





 

• The existing solutions for Searching on a Line (SPL) is based on making slow

discrete steps towards the solution. We will demonstrate that TS can be used

to solve this in conjunction with a BN, in a more efficient manner. We also

demonstrate that SPL and the Probabilistic Bisection search are nearly identi-

cal, and by this provide both an overview and novel connection between these

fields. In addition, we expand the TS model to also handle the case when the

objective location is moving. The corresponding paper is found in Appendix

B and C.

• By directly encoding the uncertainty in the decentralized Goore Game, we show

that TS can use this knowledge to greatly accelerate the speed of convergence.

The corresponding paper is found in Appendix D.

• We combine a GP model with TS to solve the SFNP and demonstrate the

applications to Web Polling. The corresponding paper is found in Appendix

E.

• Modeling a Warehouse layout as a Bayesian Network, and using TS to optimize

the BN based on the incoming orders. The corresponding paper is found in

Appendix A.

• The use of Probabilistic Programming to model the Distance Estimation prob-

lem shows how powerful these techniques can be. We also demonstrate that

by applying TS, we can solve cases where the data are not available apriori,

but have to be collected in an online manner while simultaneously providing

an anytime solution. The corresponding paper is found in Appendix F.

3. Chapter 4: Conclusion

Concludes the thesis with a summary and directions for further research.







Chapter 2

Background

In Chapter 1, we introduced the overarching theme of the thesis. In this chapter, we

will provide a more in-depth description of the research that we build upon, as well as

connecting the thesis research to the relevant state-of-the-art.

2.1 Thompson Sampling

The Multi-Armed Bandit Problem (MABP) is arguably the most condensed version of the

exploration-exploitation dilemma in sequential decision making. As earlier introduced, the

MABP manifests the challenge of optimally balancing between staying with the previously

most rewarding action and exploring new, potentially more rewarding, actions.

William R. Thompson is credited with the first MABP solution, later called Thompson

Sampling (TS) [39, 40]. In his pioneering work, Thompson considered the unethical

practice in clinical trials taking place when a drug is shown at an early stage to have

a high effect, yet the control group is not provided access to the drug, thus not being

helped.

The concept of TS was largely ignored in the academic literature until recently, despite

being independently rediscovered several times [41, 42]. However, after several researchers

documented strong empirical performance [43, 42, 34], interest has increased steadily.

TS is best understood in a Bayesian setting as follows [44, 45, 33]: A slot machine has

N arms. For each time step t = 0, 1, . . . a gambler selects an arm i ∈ [1, N ] to be played.

As arm i is played, it yields a real-valued reward randomly drawn from an (unknown)

fixed underlying reward distribution associated with arm i. The gambler immediately

observes the reward and each reward from arm i is assumed to be i.i.d.

Measurements of Performance. An algorithm addressing the MABP must make

its decision using the previously recorded observations (arm-reward pairs). Let µk be the

mean reward from arm k, and i(t) the arm pulled at time t. A common optimization

17



     

criterion is to maximize the expected reward over T time steps:
∑T

t=1 E[µi(t)].

Another measurement of performance is the notion of expected total regret, that is, the

total reward lost by not playing the optimal arm. Let µ∗ = maxk µk and ∆k = µ∗ − µk.
Also, let nk(t) be the number of times arm k has been played up to time t− 1. Then we

can define the expected total regret as:

E[R(T )] = E[
T∑

t=1

(µ∗ − µi(t))] =
∑

k

∆k · E[nk(T + 1)] (2.1)

.

The TS Algorithm. The basic idea of TS is to model the (unknown) reward distri-

bution of each bandit arm with a prior distribution. The posteriors of the distributions are

then calculated from the observations obtained thus far. At each time step, we play each

arm with frequency proportional to the belief of the arm being optimal, by comparing

samples from the posterior distributions.

Even though the original approach was specifically targeting clinical trials, we will

here use the term TS to refer to the general sampling based approach embodied in the

clinical trials. Let P (·) denote a probability density. The general structure of TS contains

the following components [34, 44, 45, 33]:

1. A set Ψ of parameters µ̃.

2. An assumed prior distribution P (µ̃) on these parameters.

3. Historical observations D on previous rewards for the different arms played.

4. An assumed likelihood function P (r|µ̃) that gives the probability of a reward given

a parameter µ̃.

5. A posterior distribution P (µ̃|D) ∝ P (D|µ̃)P (µ̃), where P (D|µ̃) is the likelihood

function.

As seen, TS maintains a posterior distribution over the expected reward for each arm

i, i.e., a posterior distribution over µi. To determine which arm to play for a given round,

TS draws a sample from the posterior distribution of each arm P (µi|D) and play the

arm i that produced the highest reward. In effect, this means that TS selects each arm

with the probability of that arm being optimal, that is, the probability that µi equals

µ∗. To exemplify, the concrete TS algorithm for Bernoulli bandits with Beta priors is

given in Algorithm 1 the Beta and Gaussian distributions are the most commonly used





 

distributions due to their efficiency as conjugate priors).

Algorithm 1: Thompson Sampling with Beta Priors

For each arm k = 1, . . . , N set Sk = Fk = 0.

foreach t = 1, 2, . . . do
For each arm k sample θk(t) from the Beta(Sk + 1, Fk + 1) distribution

Play arm i(t) := arg maxk θk(t) and obtain reward rt

if rt is a reward then
Si(t) := Si(t) + 1

else
Fi(t) = Fi(t) + 1

end

end

A wide range of variations of TS exists. For instance, a variant called Optimistic TS

by May et al. [46] restricts the sampling to the upper half of the posterior distribution to

make TS consider the reward distribution more optimistically. Another efficient variant

of TS is the application of Kalman filters to allow for restless bandits, i.e., the best arm

changes over time instead of remaining fixed [42].

While the empirical properties of TS are well studied, it was not until the work of

Agrawal et al. [44, 45] that a finite time theoretical regret bound on TS was established

(for the case of Beta Priors and for Gaussian Priors). They proved that TS achieves the

problem independent regret bounds of O(
√
NT lnT ) and O(

√
NT lnN) for these priors

respectively, and thus matches the known Ω(
√

(NT ) problem independent bound [47].

Furthermore, Dong et al. proved sharp regret bounds for large finite action spaces, based

on information theory [48], while Srinivas et al. [49] addressed continuous action spaces

with a Gaussian Process prior. Finally, Kaufmann et al. [50] showed analytically that TS

achieves sub-linear regret in stochastic MAB settings.

Armed with both a theoretical and empirical foundation for the efficacy of TS, practi-

tioners have employed it for a wide range of domains, such as planning under uncertainty

[51], revenue management [52], selecting web advertisement in challenging environments

[53], web site optimization [54], click-through optimization for web advertising [55], rec-

ommender systems [56], balancing exploration vs exploitation in Arcade Games [57], and

multi-armed bandit experiments [58, 43]. A more complete survey of general bandit tech-

niques in is found in [33].

2.2 Learning Automata

An LA is an adaptive decision-making unit that tries to determine the optimal action

out of a set of allowable actions. The learning is performed as a sequence of interaction
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Figure 2.1: Feedback connection of LA and environment.

cycles where the LA perform a action, a environment takes this action as its input and

returns an output based on the action chosen. This cycle is illustrated in Figure 2.1. The

idea is that based on the knowledge obtained from the previous actions the LA should

incrementally learn to make better decisions.

As illustrated in Figure 2.1, an LA operates in a random environment and continually

updates its preferred action based on the response received from the environment.

At each iteration t, the LA selects an action α(t) from the set of r actions {α1, α2, . . . , αr}.
The environment receives α(t) as the input, and outputs a response β(t) ∈ {0, 1}. Based

on the response, the LA updates its internal state, based on previously acquired responses,

such that the next action α(t+ 1) minimizes the number of penalty responses. The core

idea is that even though the LA lacks a complete overview of the environment, the LA

will still adapt itself towards the optimal solution by repeated interactions with the envi-

ronment.

The entire field of LA is too large to be covered in its full extent here, so we will instead

limit the exposition to the original LA structure, and then proceed to detail the specific

LA architectures that we build upon in this thesis, for more info see [59, 5, 6, 60, 61]. .

Definition 1. An LA is defined by a 5-tuple [5] (A,B,Q, F (·, ·), G(·)) where:

1. A = {α1, α2, . . . , αr} is the set of possible actions that the LA must choose from,

and α(t) is the action selected by the automaton at instant t.

2. B = {β1, β2, βm} is the set of possible responses from the environment and is thus,

from the perspective of the LA, the set of possible inputs. In illustration 2.1, the

environment provided a binary response/input β(t) ∈ B = {0, 1}.

3. Q = {q1, q2, . . . , qs} is the set of states. Traditionally this set is considered finite.

However, some approaches also handle the non-finite state spaces. The state at time

t is denoted Q(t).





 

4. F : Q×B 7→ Q is the recurrent state transition function that maps a state q ∈ Q
and an input β ∈ B to a new state q′ = F (q, β).

5. G : Q 7→ A is the output function that maps a state qi ∈ Q into an action αj ∈ A.

Note that if the sets A, B and Q are finite, the LA is finite.

The environment E that the LA interacts with can be defined correspondingly.

Definition 2. An Environment is defined by a 3-tuple (A,B,C) where:

1. A = {α1, α2, . . . , αr} is the set of actions that can be performed on the environment.

2. B = {β1, β2, βm} is the output set of the environment. For the binary case, m = 2,

we consider β = 0 to be a reward, and β = 1 to be a penalty. This is contrary to the

typical MABP definition where β is an indicator function of a reward, i.e., β = 1 is

a reward.

3. C = {ck | k = 1 . . . r} is a set of penalty probabilities, where each ck maps to a

corresponding action ak.

Thus, the learning interaction between the LA and the Environment is based on a

recurrent sequence. At time t the LA selects an action α(t), and the environment gives a

response β(t) to the LA. The response is a reward with probability 1− cα(t), otherwise it

is a penalty. Upon receiving a response β(t), the LA updates its internal state q(t+ 1) =

F (q(t), β(t)), and selects a new action α(t + 1) = G(q(t + 1)). This recurrent process is

repeated with α(t+ 1) as the new starting point.

2.2.1 Classification of Learning Automata

An LA is either stochastic or deterministic.

Definition 3. A Deterministic Learning Automaton is an LA where both the transition

function F (·, ·) and output function G(·) are deterministic.

Definition 4. A Stochastic Learning Automaton is an LA where either the transition

function F (·, ·) or the output function G(·) is stochastic.

Furthermore, it either has a fixed structure or a variable structure.

Definition 5. A Fixed Structure Stochastic Automaton (FSSA) is an stochastic automa-

ton that is time invariant. That is, both the transition function F (·, ·) and the output

function G(·) is time invariant.

Definition 6. A Variable Structure Stochastic Automaton (VSSA) is a stochastic au-

tomaton where the structure of the LA varies with time. That is, one or both of the

functions (transition function F (·, ·), output function G(·)) are dependent on time.
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Figure 2.2: The Tsetlin Automaton. If the current state is on the left of the middle, select action

α1. Else, select action α2.

2.2.2 Learning Automata Schemes Addressed

The process of applying an LA to a learning problem requires the design of an LA-

Environment interaction loop, such that the LA can learn the best course of action. In

this section, we will give an overview of some of the most successful LA schemes, related

techniques, and their applications. In particular, we will cover the Tsetlin Automaton;

the Object Migration Automaton; the Stochastic Searching on the Line Automaton; and

the Learning Automata Knapsack Game. These schemes, their related approaches, and

the applications they tackle, form the starting point and focus for our research.

2.2.3 The Tsetlin Automaton (TA)

The Tsetlin Automaton (TA) is the first, and yet, perhaps most elegant LA scheme,

pioneered by M. L. Tsetlin [62]. Being the first LA, it forms a natural starting point

for our investigation. In all brevity, the TA is designed to solve the two-armed bandit

problem, as depicted in Figure 2.2 (the figure illustrates the transition function F (·, ·)
and the output function G(·) of the TA).

The learning principle of the TA is quite straightforward. If you get a reward,

strengthen the belief that the arm you pulled is the optimal arm by moving toward

the end state (q = 1 for action 1, q = 2N for action 2). Conversely, if you get a penalty,

change state towards the middle states, ultimately switching action. This scheme is

asymptotically optimal given that the reward probability of the optimal action is larger

than 0.5.

Formally, a TA can be defined as follows. First of all, the outputs of the TA correspond

to the MAB arms, A = {α1, α2}, while the feedback B = {β0, β1} are the rewards and

penalties, respectively. Table 2.1 specifies the state-transition function, while the output

function G(qi) is given as:





 

G(qi) = α1, if i = 1, . . . , N

= α2, if i = N + 1, . . . , 2N

State: Reward β0 Penalty β1

q2, . . . , qN qi → qi−1 qi → qi+1

q1 q1 → q1 q1 → q2

qN+1, . . . , q2N−1 qi → qi+1 qi → qi−1

q2N q2N → q2N q2N → q2N−1

Table 2.1: The state transition function F (qi, βj) for the Tsetlin Automaton.

2.2.4 Object Migration Automata

The Object Partitioning Problem (OOP) is concerned with partitioning a set of objects

such that some objective function over the partitions is optimized. In the specific problem

we consider we assume that there is an underlying true partitioning, and that the objective

is to minimize the difference between the learned partitioning and the true, underlying

one. When the partitions are required to have the same cardinality, the problem is referred

to as equi-partitioning.

In the Stochastic On-line Equi-Partitioning Problem (SO-EPP) the partitions are in-

ferred purely from observing an online sequence of object pairs. The sequence contains

paired objects that belong to the same partition with probability p, and to different parti-

tions with probability 1−p, with p also being unknown. Figure 2.3 illustrates the process

of SO-EPP. The only observable relationship between the objects in the stream is that

objects that originate from the same underlying partition occur together more frequently

than objects from two different partitions.

While several LA-based solutions have been suggested, the most efficient ones are the

Object Migration Automaton (OMA) [17] that incorporates the changes by Gale et al.

[36], and the filtering method of Abdolreza et al. [37].

A basic overview of OMA is provided in Figure 2.4. As seen, the structure of the

OMA is similar to a Tsetlin Automaton in the sense that each partition is allocated a

sequence of N states, with the distance from the center states measuring confidence. The

difference, however, is that there are multiple objects moving from state to state, and that

it is finding the optimal partitioning of the objects that is the goal, rather than finding

the optimal action.





     

Final stateInitial state

Underlying Partition

Observation Stream

Learn

Figure 2.3: The SO-EPP with 3 partitions and 9 objects. The objective is to transform the

initial, random, configuration into the underlying solution by learning from the stream of object

tuples. The topmost tuple in the stream (the blue rhombus and red square) is a noisy observation

as the objects do not originate from the same underlying partition, contrary to the other two

informative tuples. Note that the coloring and shape are added here for illustration purposes,

while in the learning problem they have identical appearance, apart from a unique label.

N 1
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1

1

Boundary states

23
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2 3 N

Reward (objects in same partitions):

Penalty (objects in different partitions):

Figure 2.4: The OMA with 4 partitions and N states for each partition. The learning scheme is

quite simple: If two objects are observed together and they are in the same partition move the

objects away from the boundary; otherwise, move them towards the boundary.





 

That is, there are W different objects that are to be partitioned into R different

partitions, with each object Ok assigned to an initial random partition. Let the current

partition for an object Oi at time t be given by a function Pa(t)(Oi). The transition

function can then be described with the simple rule that upon observing a pair of objects

Oi, Oj, if the objects are in the same partition, Pa(t)(Oi) = Pa(t)(Oj), then one gives a

reward to both of the objects (the solid lines in Figure 2.4); otherwise, the two objects

are given a penalty (the dashed lines in Figure 2.4).

The single exception to the above simple rule happens when one or both of the objects

are in the boundary state and receive a penalty (i.e., they are in different partitions). We

then have a boundary transition, which happens as follows. Firstly, if both objects Oi

and Oj are in a boundary state, switch one object, for instance Oi, to the partition of

Oj by swapping it with the object Ok that is closest to Oj in partition Pa(t)(Oj), so as

to preserve the number of objects in each partition. If only one of the objects are in a

boundary state, say Oi is in a boundary state and Oj is not, then check if there is another

object Ok in the boundary state of partition Pa(t)(Oj). If such an object Ok is found,

switch the objects Ok and Oj. This last rule is the improvement made by Gale et al.

[36], and significantly improves the efficiency of the scheme. The algorithm is presented

in Algorithm 2.

2.2.5 Pursuit Object Migration Automaton (POMA)

The state-of-the-art solution scheme for SO-EPP is the Pursuit Object Migration Au-

tomaton (POMA), introduced by Shirvani et al. in 2018 [37]. POMA is based on the

Object Migration Automaton (OMA) [17, 36]. The basic OMA is a statistics free scheme,

meaning that it does not try to estimate object co-occurrence frequencies. Instead, each

object navigates a finite state machine according to a few simple fixed rules, allowing the

objects to migrate between the different partitions, gradually converging to a solution.

The main difference between OMA and POMA comes from dividing the observations

of OMA into two categories: converging and diverging, where OMA’s speed of convergence

is dependent on the fraction of convergent observations. The fewer diverging queries, the

quicker the convergence.

POMA takes advantage of this phenomenon by learning a filter that sits in front

of OMA and discards diverging queries, rendering OMA to work solely on convergent

observations thus greatly enhancing OMA’s speed of convergence. To learn this filter

POMA employs two-phase scheme:

1. The first phase consists of gathering co-occurrence frequency estimates between the

objects while simultaneously using OMA to generate an initial solution.





     

2. Once sufficient statistics have been collected, a filter is learned using a Pursuit Au-

tomata. This filter only passes through observations that have a high probability of

being convergent, therefore, in the second phase, OMA only operates on convergent

queries.

In all brevity, the POMA scheme, after an initial learning phase, lets the OMA operate

in a noise-free environment, and consequently, converge quicker than the regular OMA.

2.2.6 Stochastic Point Location Automata

Stochastic Point Location (SPL) is a challenging problem that was independently solved

in the field of Learning Automata and the field of Operational Research (where it is known

as the Probabilistic Bisection Search [PBS]).

The objective of the SPL problem is to locate a point x∗ on a line guided solely by

noisy feedback given by an Oracle through a sequence of queries. In each step, the SPL

queries a point x, and the Oracle responds as to whether the root lies to the Left or to the

Right of x. However, with probability 1− p the oracle gives the wrong answer. If p > 0.5

we call the oracle informative, and if p < 0.5 we call it deceptive. We shall without loss of

generality assume that the point x∗ is located in the unit interval [0, 1]. If it is not, then

a simple mapping function should be applied.

The original SPL algorithm handles only the case of informative oracles [17], i.e., the

Oracle is expected on average to give correct information. In all brevity, the unit interval

is discretized into N learning automaton states, Q = {0, 1/N, 2/N, . . . , (N − 1)/N, 1}
where N is the resolution of the learning scheme. Thus, a higher N will lead to a more

accurate convergence to the unknown x∗. Let λ(n) ∈ Q be the state of the algorithm at

time step n, and let β(λ(n)) ∈ {Left,Right} be the response from the oracle at time n.

Then the state is updated as follows:

λ(n+ 1) := λ(n) + 1/N if β = Right.

λ(n+ 1) := λ(n)− 1/N if β = Left.

Finally, we clamp the value of λ(n+ 1) to be in the unit interval.

2.2.7 Hierarchical Stochastic Searching on the Line

The Hierarchical Stochastic Searching on the Line (HSSL) is another scheme for solving

the SPL problem that significantly outperform the simple SPL scheme [63]. The basis

for HSSL is a recursive tree search, where, based on the feedback from the oracle, one

either stays in the current tree node, traverse deeper, or traverse upwards in the tree.





 

Accordingly, one performs a random walk in the tree space. An example of a HSSL tree

is given in Figure 2.5.

When performing a random walk in the tree space, we do not only need to know if we

got a penalty or a reward but in the case of a reward, we need to know what child node

i.e. left or right, to visit. To this end, the traditional bijection found in SPL between the

feedback from the environment and state change must be revisited. Therefore, a sampling

technique that uses the feedback from three samples or queries instead of a single query

as in SPL is applied. The oracle is queried for a direction at both the endpoints and the

middle of the interval, these three directions is then used as a index in Table 2.2 that

gives us the link to traverse in the tree.

Next Node Feedback Condition

Parent Penalty [R ,R, R] ∨ [L, R, R] ∨ [L, L, R] ∨ [L, L, L]

Left Child Reward [R, L, R] ∨ [R, L, L]

Right Child Reward [R, R, L] ∨ [L, R, L]

Table 2.2: The transition function is governed by the three directions (Left / Right) obtained

by querying the current node interval at the extreme left, at the centre, and at the extreme

right.

The intuition behind the the transition function in Table 2.2 can be summarized as

follows. If we obtain a penalty, it means that the interval of the current node does not

contain the point. E.g. if we receive the response [R, R, R], then obviously the point is

located to the right of the current interval. However, by definition the interval to the right

is not contained in this node’s interval, thus we penalize the system. If we assume, as is

done in the original paper [63], that the system is informative then we know that we will

on average be moving in the right direction. Conversely, if the responses corroborate the

interval, we reward the system and traverse to one of the child nodes. The child note that

must contain x∗ assuming the data is correct is selected assuming the data was correct.

However, a limitation of HSSL is that it has been proven that it converges only if p, the

probability of an informative response, is greater than
√
5−1
2

, the golden ratio conjugate

[63].

The Symmetrical HSSL (Sym-HSSL) [21] extends HSSL to handle deceptive environ-

ments by creating a parallel tree that moves towards the root on a reward, as opposed to

the HSSL scheme (scheme is illustrated in Figure 2.6). The idea is that if the environment

is deceptive we should do the opposite of what the responses from the environment tell

us. However, this technique also inherits the limitations of the HSSL, now requiring that

p 6∈ ((1−
√
5−1
2

),
√
5−1
2

) ≈ (0.38, 0.61). As a p value close the 0.5 will make the Sym-HSSL





     

Left [0, 0.5) Right [0.5, 1]

Left [0, 0.25) Right [0.25, 0.5] Left [0.5, 0.75) Right [0.75, 1]

Left [0, 0.125) Right [0.125, 0.25]

Left [0.5, 0.625) Right [0.625, 0.0.75]Left [0.25, 0.375) Right [0.375, 0.5]

Left [0.75, 0.875) Right [0.0875, 1]

Reward : Traverse Down
Penalty:  Traverse Up

Figure 2.5: The 7 topmost nodes of a HSSL tree. Notice how the path we traverse no longer is

solely a question of going to the left or right, but now also includes the option of going upwards,

to the parent.

Root - Informative

Root - Deceptive
Reward: Traverse the arrow
Penalty: Traverse against the 
arrow.
To select a leaf node, follow the 
rules in HSSL. With the Deceptive 
side doing the opposite of what 
HSSL recommends.

Figure 2.6: Extending the HSSL scheme to handle deceptive environments by adding a symmet-

rical tree. On a reward, the system follows the arrows, and on a penalty the system goes in the

opposite direction of the arrows.

alternate between the root nodes of the two trees.

2.2.8 Probabilistic Bisection Search

The goal of Probabilistic Bisection Search (PBS) [64, 65, 66] is to locate an unknown

point x∗ ∈ [0, 1]. To acquire intelligence on the location of x∗, one queries an Oracle

about the relation between a point x and x∗. The Oracle responds by informing whether

x is on the left or the right side of x∗. If we assume that the Oracle always tells the truth,

then the well known deterministic Bisection Search that halves the search space with each

query will efficiently find x∗. However, in PBS we assume that the Oracle provides correct

answers with probability p ∈ (0.5, 1.0] and erroneous ones with probability 1− p.
To exemplify the general applicability of this search problem, we reformulate it as

a two player game where Player A thinks of a number and player B tries to find the

number using a sequence of guesses. Each guess is of the type: is the number less or more





 

than the number x. If player A always answers truthfully, then the optimal scenario is

a bisection search. However, if Player A is allowed to lie, then we obtain the PBS. We

further distinguish the behavior of Player A based on the number of times he lies: if he

on average is truthful, he is deemed informative. Else he is deceptive. In the special case

where he is neither informative nor deceptive, the problem is intractable as Player A only

provides white noise.

The origin of PBS can be traced back to Horstein [64], where the PBS is applied to

handle a noisy communication channel between two agents trying to transmit a number.

An important assumption is that 1−p, the noise probability, is known. We then generate a

probability distribution over the search space that we gradually refine towards singularity,

using a Bayesian update rule, with the median of the posterior distribution as the point

of interest. It has been shown that PBS has a geometric rate of convergence under the

latter assumptions [65].

More formally, let Z(x) ∈ {left, right} be the signal obtained from querying at point

x, independent of all previous queries. The signal indicates the likely direction of x∗ (left

or right), relative to the queried point x. If x∗ < x then the response is Z(x) = left

with probability p and Z(x) = right with probability 1− p. Likewise, if x∗ > x then the

response is Z(x) = (left with probability 1− p and Z(x) = right with probability p.

The PBA assumes a prior density f0 on [0, 1] that is positive everywhere. Let F0

denote the corresponding cdf. Then for n = 0, 1, 2, . . ., PBA follows these inference steps:

1. Identify the median of fn, Xn = F−1n (1
2
), which is the next query point.

2. Query the oracle at point Xn, to obtain the signal Z(Xn).

3. Apply the Bayesian update rule to the current posterior fn:

if Z(Xn) = right, fn+1(y) =

{
2pfn(y) if y ≥ Xn

2(1− p)fn(y) else
(2.2)

if Z(Xn) = left, fn+1(y) =

{
2(1− p)fn(y) if y ≥ Xn

2pfn(y) else
(2.3)

4. n← n+ 1

In other words, the idea is quite simply to move the mass of the distribution in the

perceived direction of x∗, and lower the mass in the opposite direction. Thus, for each

iteration, we obtain an increasingly sharper distribution surrounding x∗, the point of

interest.





     

2.2.9 Learning Automata Knapsack Game

The Stochastic Fractional Non-linear Knapsack (SNEFK) problem is a challenging opti-

mization problem with numerous applications, including resource allocation. The objec-

tive is to find the optimal mixture of materials that fit within a knapsack of a fixed, finite

capacity. Assuming that the value function, the function that maps a set of materials

into a scalar value is known, then the solution can be found through a direct application

of Lagrange multipliers. However, in many real-world applications, such as resource al-

location in web polling, the value function is uncertain, and in many cases unavailable

altogether, and must therefore be learned. This learning will happen simultaneously with

our optimization of the knapsack material mixture.

Thus, the particular type of uncertainty considered by the SNEFK problem is a value

function giving a binary signal for each material in the knapsack, with the probability

of a reward for a particular material directly tied to the amount of that material in the

knapsack. Due to the stochastic nature, we try to optimize the expected knapsack value

instead of directly optimizing the value of the materials.

More formally, let xi be the amount of material i in the knapsack. Furthermore let

pi(xi) be its non-decreasing reward probability function such that by adding xi about of

i into the knapsack, we have a probability p(xi) of observing a reward for material i. Let

Fi(xi) take the value 1 with probability pi(xi) and conversely the value 0 with probability

1− pi(xi). For a knapsack with capacity c the objective of SNEFK is then:

maximize
n∑

1

E[Fi(xi)]

such that
n∑

1

xi = c

where xi ≥ 0, i = 1, . . . , n.

(2.4)

The Learning Automata Knapsack Game (LAKG) [67, 9] is based on two simple rules:

1. If material k receives a reward and the knapsack is not full, add more of material k.

2. If material k receives a penalty, and the knapsack is full, decrease the amount of

material k.

To implement these rules, the LAKG scheme models each material as a Tsetlin au-

tomaton, and updates the automaton with a reward or penalty, as dictated by the

knapsack value function. Each material k is assigned a Tsetlin automaton LAk with

states 1, . . . , N where sk(t) is the current state of LAk. The knapsack should at time

t be filled with {s1(t)/N, s2(t)/N, . . . , sn(t)/N}. and receives a feedback {vi(t), }n1 , with
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Figure 2.7: The LAKG scheme consists of a collection of TAs that together form the content

of a knapsack. The figure depicts a team of four TAs with states from 0 to N , with the state

giving the mix of the corresponding material in the knapsack.

vi(t) ∈ [0, 1], i = 1, . . . , n. The signal φ says if the knapsack is full or not, and is defined

as:

φ =





true if
∑n

i=1 xi ≥ c

false otherwise

The update scheme for each LAk in LAKG is therefore as follows:

if vk(t) = 1 and 1 ≤ sk(t) ≤ N and not φ(t)

sk(t+ 1) := sk(t) + 1

if vk(t) = 0 and 1 ≤ sk(t) ≤ N and φ(t)

sk(t+ 1) := sk(t)− 1

otherwise

sk(t+ 1) := sk(t)

(2.5)

An illustration of the LAKG scheme applied to a SNEFK problem with four materials

is shown in Figure 2.7.

Finally, it is clear that the idea behind the LAKG scheme is based on the SPL scheme

[10], however, the LAKG have some major differences[67]:

1. The Tsetlin automaton based SPL scheme in [10] is linear.

2. The SPL scheme [10] assumes the availability of an Oracle which informs the LA

whether to go ”left” or ”right”. In the SNEFK problem, the Oracle feedback must

be inferred from observations.





     

Algorithm 2: Enhanced OMA

Input: The abstract set of objects, a number of states per action, a sequence of

random queries in form (Oi, Oj)

Output: A periodic clustering of the objects into R partitions

Notation: ζi is the state of the abstract object Oj. It is an integer in the range

1, . . . , RN , where, if (h− 1)N + 1 ≤ ζi ≤ hN , then the object Oi is

assigned to αh

Method:

Initialize ζi for 1 ≤ i ≤ W randomly among the boundary state of classes, each

class having W/R objects.

for a sequence of T queries do
Read a query (Ai, Aj)

if (ζi div N) = (ζj div N) then

if ζi mod N 6= 1 then
ζi = ζi − 1

if ζj mod N 6= 1 then
ζj = ζj − 1

else

if ζi mod N 6= 0 and (ζj mod N) 6= 0 then
ζi = ζi + 1

ζj = ζj + 1

else if ζi mod N 6= 0 then

if Ov: unaccessed object in group of Oi where ζv mod N = 0 then
ζj, ζv = ζv, ζj

ζi = ζi + 1

else if ζj mod N 6= 0 then

if Ov: unaccessed object in group of Oj where ζv mod N = 0 then
ζi, ζv = ζv, ζi

ζj = ζj + 1

else
temp = ζi

ζi = ζj

t =

index of an unaccessed object in group of Oj where Ot is closest to ζj

ζt = temp

return Partitions based on the states {ζi}





Chapter 3

Contributions

The main focus of this thesis is developing a completely new family of solution techniques,

unifying Thompson sampling with advanced Learning Automata based solution schemes.

The purpose is to address the inherent exploitation–exploration dilemma of the Learn-

ing Automata based solutions from a Bayesian perspective, thus increasing robustness,

accuracy and speed of learning.

3.1 Contributions in the Stochastic Fractional Non-

Linear Knapsack Problem

A natural application of Stochastic Fractional Non-Linear Knapsack Problem (SNEFK)

is in the context of polling in web crawling. For web monitoring frameworks and search

engines it is important to keep their indices and caches up-to-date, typically by means of

polling. Achieving this, of course, relies on detecting the changes that the web resources

undergo, typically by means of polling. The naive, and perhaps most common way of

approaching this problem is to divide the available polling capacity equally among all

the web resources, a clearly sub-optimal strategy, except in the case where the update

frequencies of the web resources are equal.

This is different from the Bandits with Knapsacks (BwK) [68, 33] problem in many

ways, but most significant is the fact that in BwK the feedback includes the consumption

of resources (as a vector), instead of it being a part of the arm selection process. So the

amount of resources consumed is not a part of the action space as in SNEFK.

To apply the SNEFK to the domain of web polling as is done by Granmo et al.

[67], each web resource corresponds to a material, and the polling frequency of each web

resource is proportional to the fraction of that ”material” in the knapsack. The value of

a knapsack is here equal to the expected number of updates detected in a time interval.

As with most stochastic functions, we cannot directly observe this function; we can only

33
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Figure 3.1: The GPOKS scheme is based on progressively updating the GP model of the value

functions as more information is obtained. A deterministic problem is then sampled from the

GP model using TS and solved using a greedy solver. This solution is then applied to the

Environment to obtain a knapsack value that is subsequently used to refine the model. The

main idea is that the closer the GP model is to the underlying environment, the closer the

solution to the sampled deterministic problem is to the solution of the stochastic knapsack

problem.

observe an instantiation, that is, the number of updates detected in a interval. However,

we do assume that the probability of detecting an update is non-decreasing with time.

That is, waiting a long time before polling a particular web site does not decrease the

chance of detecting an update.

The paper presented in Appendix E introduces Gaussian Process based Optimistic

Knapsack Sampling (GPOKS) for solving the SNEFK problem. The GPOKS is based on

the observation that solving the SNEFK problem with known value functions is signifi-

cantly easier than solving it with stochastic value functions.

Thus, GPOKS introduce a Gaussian Process (GP) based model of the stochastic value

functions and applies Thompson Sampling (TS) to extract a deterministic problem that

can be solved exactly with a greedy solver. The idea is therefore to tie the accuracy of

the GP model directly to the quality of the SNEFK problem. However, to ensure that

we explore the solution space sufficiently, we employ TS to handle the trade-off between

exploring the model that we currently got, and exploring new options to potentially find

a better solution.

As the GPOKS obtains more information about the value functions, the stochastic

mapping grows closer to the underlying mapping, thus making the solution of the deter-

ministic problem approach the solution of the original problem. The GPOKS scheme is

illustrated in Figure 3.1.





 

3.1.1 Related Work

The problem of balancing polling capacity optimally among web resources, with limited

prior information, was essentially unsolved until the Learning Automata Knapsack Game

(LAKG) was introduced in 2006 as a generic and adaptive solution to the SNEFK Problem

[67].

Before that, the simplest and perhaps most common polling approach was to allocate

the available polling capacity uniformly among the web resources being monitored, polling

them all with the same fixed frequency, constrained by the available polling capacity. This

uniform polling strategy is clearly sub-optimal, since web resources evolve at different

speed. For slowly changing web resources, a high polling frequency translates into a

correspondingly large number of unfruitful polls. Conversely, for quickly evolving web

resources, a too low polling frequency leads to potential loss of information or to acting

on outdated information.

In brief, without balancing the allocation of the available polling capacity, wasting

resources polling one resource may in turn prevent us from polling another more attractive

resource, thus degrading overall performance.

A two phase strategy has been proposed to address the latter inefficiency: In the first

phase, the uniform strategy is applied, which allows the update probability of monitored

web resources to be estimated. By treating these probability estimates as the true ones,

Lagrange multipliers can be applied to find an allocation of capacity that is optimal for

the estimated values [69]. However, this method needs an arbitrary long estimation phase

to approach the optimal solution in the second phase. That is, one either has to accept

a sub-optimal final solution because the update probability estimates are inaccurate, or

one must wait an extensive amount of time till the estimates have become sufficiently

accurate, allowing a better solution in the second phase. Also note that evolving update

probabilities may render the solution found with the latter approach progressively more

inaccurate.

The LAKG scheme is described in Section 2.2.9, and the main difference between

LAKG and GPOKS is the way in which the two schemes move in the solution space. The

LAKG operates as a game between a set of LAs where each individual LA is restricted to

take only small steps towards a solution. Therefore, the difference between each solution

generated by it is also small, and thus LAKG can be seen as a slow but steady approach to

solving the SNEFK problem. Our proposed TS-based scheme on the other hand, can make

large jumps in the solution space based on te current posterior probability distribution

over solutions.





     

3.1.2 Summary of the Contributions

In the paper presented in Appendix E, we improve upon the LAKG solution for SNEFK

by recognizing that the value functions may be modeled as GPs that in turn can be solved

using TS and a greedy solver.

To further enhance the performance of GPOKS, we apply Optimistic Thompson Sam-

pling (OTS) as we sample the deterministic functions that represent a optimistic estimate.

That is, its is sampled from Half-Normal Multivariate Gaussian distribution induced by

the observations.

The resulting scheme, GPOKS significantly outperforms the state-of-art approached

when applied to resource allocation in web polling.

3.2 Contributions in the Goore Game Problem

One of the most fascinating games studied in the field of artificial games is the Goore

Game (GG). We describe it using the following informal formulation given in [5].

Imagine a large room containing N cubicles and a raised platform. One person (voter)

sits in each cubicle, and a Referee stands on the platform. The Referee conducts a series

of voting rounds as follows: On each round, the voters vote ”Yes” or ”No” (the issue

is unimportant) simultaneously and independently (they do not see each other), and the

Referee counts the fraction λ of ”Yes” votes. The Referee has a unimodal performance

criterion G(λ), which is optimized when the fraction of ”Yes” votes is exactly λ∗. The

current voting round ends with the Referee awarding a dollar with probability G(λ) and

taking a dollar with probability 1 − G(λ) to every voter independently. On the basis of

their individual gains and losses, the voters then decide, again independently, how to cast

their votes on the next round.

The naive approach to these problems is to model each voter as a bandit problem.

In decentralized decision making problems, however, a phenomenon regarding variance

renders current bandit problem based solutions sub-optimal. Specifically, multiple decen-

tralized decision makers are simultaneously exploring a collection of interacting bandits.

This means that the variance of the reward distributions of each bandit problem is gov-

erned by the current level of exploration being manifested in the system as a whole. In

other words, the variance of the reward distributions will be fluctuating with the degree

of exploration taking place. Thus, initially, when exploration typically is significant, each

decision maker should be correspondingly more conservative or cautious when interpret-

ing the received rewards than they would be if exploring alone. Otherwise, by being

too reckless, the decision maker may be led astray early on, converging to a sub-optimal

decision.





 

The traditional approach to dealing with the above described fluctuation of reward dis-

tribution variance is to make learning more conservative. The purpose is to minimize the

chance of decision makers converging prematurely. Obviously, the disadvantages of this

approach is the corresponding loss in learning speed, caused by staying too conservative

when exploration calms down.

In Appendix D, we present a paper that we have published addressing the conservative

learning needed to solve GG, since GG is at heart, a decentralized learning problem. The

core idea is to exploit that variance is an additive quantity, (cf. Bienayme formula:

σ2 =
∑
σ2
i ). Then having each decision maker broadcast their uncertainty, expressed as

a variance, allows each decision maker to gauge the total uncertainty in the system. The

learning for an individual decision maker can then be adjusted for the total uncertainty,

thus potentially greatly accelerating the learning when the rest of the decision makers are

done exploring.

3.2.1 Related Work

The literature concerning the GG is sparse. It was initially studied in the general learning

domain, and, as far as we know, was for a long time merely considered as an interesting but

pathological game. Recently, however, the GG has found important applications within

two main areas, namely, in Quality of Service (QoS) control in wireless sensor networks

[70, 71, 72], and in cooperative mobile robotics, as summarized in [73].

The initial solution to the Goore Game by Narendra and Thathachar [5] is based on

modeling each decision maker as a Tselin automaton with 2N states. Here, the first [1, N ]

states denote that the player votes ”no”, and the last [N + 1, 2N ] states denote that the

player votes ”yes”. After each round, if the player obtained a reward, it updates its state

by strengthening its belief in its current vote. Conversely, if it obtained a penalty, it

lessens its belief in its current vote.

More recently, Thathachar et al. [60] introduced a LR−I based algorithm to the Goore

Game and proved that it would converge to the Nash equilibrium of the game. A parallel

version of the algorithm was also presented that improved its speed of convergence in the

Goore game. They do, however, still note that the learning rate must be drastically re-

duced if good accuracy is to be maintained. Thus, they corroborate our initial assessment

of the bottleneck for the convergence speed of the Goore Game.

The GG has found applications within the field of wireless sensor networks, as ex-

plained briefly here. Consider a base station that collects data from a sensor network.

The sensors of the network are battery driven and have been dropped from the air, leav-

ing some of them non-functioning. The functioning sensors can be switched either on or

off, and since they are battery-driven, it is expedient to turn them off whenever possible.





     

The base station, on the other hand, has been set to maintain a certain resolution (i.e.,

QoS), and therefore requires that Q sensors are switched on. Unfortunately, it does not

know the number of functioning sensors, and it is only able to contact them by means

of a broadcast, leaving it unable to address them individually. This leaves us with the

following challenge: How can only the base station turn on exactly Q sensors, by means

of its limited broadcast capability?

Iyer et al. [72] proposed a scheme where the base station provided broadcasted QoS

feedback to the sensors of the network. Using this model, the above problem was solved

by modeling it as a GG [8, 71].

From the GG perspective, a sensor is seen as a voter that chooses between transmitting

data and remaining idle in order to preserve energy. Thus, in essence, each sensor takes

the role of a GG player that votes either ”On” or ”Off”, and acts accordingly. The base

station, on the other hand, is seen as the GG Referee with a uni-modal performance

function G(·) whose maximum is found at Q normalized by the total number of sensors

available. The ”trick” is to let the base station (1) count the number of sensors that have

turned on, and (2) use the broadcast mechanism to distribute, among the sensors, the

corresponding reward based on the probability obtained from G(·). The application of

the GG solution to the field of sensor network is thus both straightforward and obvious.

For the case when the target resolution Q is non-stationary, e.g. it is changing over

time, Li et al. [71] proposed an LA based estimator scheme that both handles a non-

stationary Q and gives theoretically proved convergence for stationary environments.

Tung and Kleinrock [8] have demonstrated how the GG can be used for coordinating

groups of mobile robots (also called ”mobots”) that have a restricted ability to communi-

cate. The main example application described in [8] consists of a fixed number of mobots

that can either (1) collect pieces of ore from a landscape, or (2) sort already collected

ore pieces. The individual mobots vary with respect to how fast they collect and how

fast they sort these pieces of ore. In this context, the GG is used to make sure that the

mobots choose their action so as to maximize the throughput of the overall collection and

sorting system.

Another mobot application is that of combating anti-personnel mines by searching in

an unpredictable environment, using a GG model to coordinate the mobots [74].

3.2.2 Summary of the Contributions

In the paper included in Appendix D, we propose a novel scheme for solving one particular

class of decision making problems, namely, the Goore Game [62, 5].

The proposed scheme, Accelerated Decentralized Learning in Two-Armed Bandit Based

Decision Making (ADL-TAB) directly and specifically addresses fluctuating reward dis-





 

tribution variances. To achieve this, we derive theoretical results that characterize the

variance of the random rewards each individual decision maker experiences. Based on

these theoretical results, each decision maker is able to accelerate its own learning as fol-

lows: When a decision maker chooses which arm to pull, it also submits a measurement

of its degree of exploration expressed as a variance, which we refer to as arm selection

variance.

Then, along with the random reward it receives from the arm pull, it also receives a

signal that reflects the current aggregate level of exploration in the system. Using this

signal, each decision maker accelerates its learning by taking advantage of the increas-

ingly more reliable feedback that can be obtained as exploration gradually turns into

exploitation.

Through a series of empirical test we verify that ADB-TAB outperforms existing

schemes in the regular Goore Game. The tests control for a variety of G(·) objective

functions with different characteristics, number of players and a white noise on the reward

signal.

We additionally test ADB-TAB in a QoS management scenario, where the number of

sensors is controlled through a stochastic birth-death process. And we demonstrate that

the decentralized arm selection signal greatly accelerates the speed of convergence in an

already stable system. In particular, we observe that if the system is close to stable, the

replacement of a sensor has little to no impact on the stability of the system as a whole,

since the new sensor quickly convergences, due to the stability of the remainder of the

sensors. And again, greatly outperforming existing schemes.

3.3 Contributions in the Equipartition Problem

As explained in Section 2.2.4, the objective of SO-EPP is to partition a set of objects

to reflect their underlying dependency, as inferred from a sequence of observations, while

simultaneously keeping the cardinality of each partition equal. In real-life scenarios, we

observe the need to refine the solution ever further, for example: fix an object to a subset

of partitions, force a set of objects to be in the same partition, or conversely, insist that

some objects should not be in the same partition. The existing OMA scheme does not

allow these types of restrictions. We coin this new problem as the Constrained Stochastic

Online Equi-Partitioning Problem (CSO-EPP).

As such, we give a real-life example of the CSO-EPP in the context of order picking.

Order picking is defined as ”the process of retrieving products from storage (or buffer

areas) in response to a specific customer request” [75]. Order picking occurs both in

warehouses employing an Automated Storage/Retrieval System (AS/RS), and in those





     

depending on manual labor. Tompkins et al. identified travel time as the main factor for

optimizing order-picking [76]. For this reason, to facilitate efficient retrieval of products,

frequently ordered products should be placed in easy to reach locations. Additionally,

products that are often ordered together should be placed in near proximity of each

other. By doing so, we can systematically reduce the total travel time needed to collect

orders. Examples of constraints in this scenario are for instance that that all frozen objects

should be in a freezer, even though they are rarely purchased together. Other constraints

in real life are that all products from a brand must be co-located on the request of the

manufacturer, or that fragile or heavy objects must be placed on shelves close to the floor.

The OMA scheme operates by taking short, discrete steps towards the solution. That

is; if two objects are seen together, each object takes one step towards each other. This

increase the proximity of the two objects. To deal with noise, it is assumed that the signal

observations outnumber the noisy observations. We then, see that OMA is essentially an

random walk with drift from an initial state A to the solution state B, where the drift

factor is given by the noise-to-signal ratio. Even though the OMA scheme is effective, it

leaves a lot of information unused, such as the state of objects not in the current query. In

addition, the ability to do only small steps prevents the solution from exploring solutions

that are likely but far from the current setup.

To alleviate the disadvantages in OMA/POMA, we present a paper in Appendix A,

which details a Bayesian Network based scheme (BN-EPP) that encodes both optional

restrictions on the solution space as well as finding the optimal solution for the SO-EPP.

For larger problems, finding the optimal solution is not feasible, and thus we also introduce

an approximate solution finder for these cases.

3.3.1 Related Work

The OPP is already a thoroughly studied problem [77, 78]. Yet, research on its fascinating

variant, SO-EPP [37, 79, 80, 17, 81, 36], is surprisingly sparse despite its many real-world

applications. To cast further light on the unique properties of SO-EPP, we will here

relate it to two similar problems, namely, the Poset Ordering Problem (POP) and the

Graph Partitioning Problem (GPP), before reviewing approaches and applications that

are specifically designed for SO-EPP.

The Poset Ordering Problem (POP). A poset is defined as a set of elements

with a transitive partial order, where some elements may be incomparable [82]. A binary

relation that is reflexive, antisymmetric, and transitive defines this ordering, referred

to as a less-than-or-equal relation (≤). The standard less-than- or-equal relation for

integers is an example of such a partial ordering on the set of integers. In the poset

ordering problem, the goal is to establish the partial ordering of a poset by comparing





 

pairs of elements, while simultaneously using the less-than-or-equal relation as few times

as possible. Accordingly, both in SO-EPP and in POP, one must learn from paired

elements to uncover an underlying, more complex structure. That is, in POP, the less-

than- or-equal relation is applied iteratively to pairs of elements, while in SO-EPP, an

in-the-same-partition relation of SO-EPP is used instead. Whereas the less-than-or-equal

relation found in POP is both reflexive and transitive, it is not symmetric, i.e., A ≤ B does

not imply B ≤ A. The in-the-same-partition relation, on the other hand, is symmetric.

This means that the solution of SO-EPP is not a partial ordering, but a set of equivalence

classes, leading to unique solution schemes.

The Graph Partitioning Problem (GPP). The GPP is in its most general form

an NP-complete problem [83]: Let G = (V,E) be a graph with a set of vertices V and

a set of weighted edges E. In graph equipartitioning, the goal is to partition V into k

subsets V1, V2, . . . , Vk of equal cardinality. In all brevity, a solution to a GPP instance is

a partitioning that minimizes the sum of those edge weights that cross between different

vertex sets, (Vi, Vj), i 6= j [84]. The SO-EPP can thus be cast as a GPP if the frequencies

of object co-occurrence are known for all object pairs. We could then form a complete

graph, G = (V,E), where each vertex in V represents an object. Further, the weight of

an edge between a pair of objects is simply the frequency with which we observe that

particular pair. The resulting GPP can then be solved by any GPP solver [85, 86, 87].

Query Statistics and Spectral Clustering (SC). The naive approach to solv-

ing the SO-EPP is the usage of query statistics [81]. That is, we introduce a two-step

procedure: First, for a sufficient long period, count the number of times each object is

paired with the other objects. Second, based on the counts, cluster the objects based on

the counts. This approach does, however, suffer from first requiring a exponentially long

estimation period, and is thus unfeasible for larger problems. In addition, it is also not

an online method.

Another approach to solving GPPs is based on Markov Random Walks. By defining

a Markov Random Walk over the graph G, one can perform clustering based on the

eigenvalues of the resulting transition matrix [88].

This method is based on using query statistics to generate a transition matrix from

the frequency counts. The baseline for this approach is Spectral Clustering (SC) where

the eigenvalues are used as a low-dimensional embedding of the problem space. SC can

then effectively generate clusters using the MultiClass Normalized Cuts scheme [89].

In Section 5.2 in Appendix A, we introduce a simple yet strong baseline based on SC

and query statistics.

OMA and POMA The OMA scheme [17, 36] and its improved version, the POMA

scheme [37], described in Section 2.2.4 and Section 2.2.5, are the leading schemes for





     

SO-EPP. The interaction between these is that OMA will converge quickly in a noise-

free environment. The SO-EPP environment, however, gives no such guarantees. Thus,

to reduce the noise, POMA introduces a filter mechanism where it, based on a query

estimation, removes noisy queries. It thus allows OMA to converge significantly faster.

In Mamaghani et al. [90], they apply OMA to partition a Module Dependency Graph

(MDG) that models the different dependencies between software modules. In MDG, each

node represents a system module such as a file or a class, and the edges are their rela-

tionships, for example function calls and inheritance relationships. The aim is to produce

partitions of system modules that concurrently minimize the inter-connectivity (the con-

nections between two partitions) and maximize the intra-connectivity (the connections

within a cluster). The utilization of OMA is enabled by casting each node in the graph

as a object in the OMA and using the relationships as a stream of observations.

Another application of OMA is to solve the NP-hard problem of mapping a finite

alphabet A onto a set of keys B on a keyboard with the limitation that the |A| > |B|
[91]. From the pigeonhole principle it follows that at least one key must have multiple

symbols assigned to it. The problem is then to assign to each a ∈ A a key b ∈ B so as to

minimize the chance of ambiguous words. This problem is solved with the OMA scheme

by realizing that each key represents a partition, each symbol in A an object, and then

penalizing ambiguous words and rewarding words with a unique representation.

3.3.2 Summary of the Contributions

In the paper included in Appendix A, we construct a Bayesian Network based scheme BN-

EPP to capture the intricasies of the CSO-EPP in such a manner that, given sufficient

computational capability, the solution is optimal. For large scale problems, we provide an

efficient approximate solution called Walk-BN-EPP that builds upon the well-known and

effective WalkSAT [92] solver for the NP-complete Boolean satisfiability (SAT) problem.

Moreover, we perform a thorough review of techniques using both artificial data and a

real-world warehouse order picking problem, and show that BN-EPP outperform all exist-

ing techniques. In addition, we introduce a strong baseline based on Spectral Clustering,

and demonstrate that its performance is close to BN-EPPs state-of-the-art performance

on artificial data.





 

3.4 Stochastic Point Location and Stochastic Root

Finding

As shown in Chapter 2, the two fields of Learning Automata and Operation Research

have independently discovered and developed the SPL and PBS problems. Our work in

Appendix B is the first work published that bridges the two fields, and presents a unifying

view of both fields by applying a wide range of empirical tests to give a clear picture of

the state-of-art when combining research from both fields. Note that for consistency in

notation, during the rest of the thesis, we will henceforth apply the terminology from the

SPL formulation of the problem.

The objective in SPL is finding an optimal point λ∗ on an interval I = [0, 1] by a

sequence of queries λ(n)n = 1, . . . where λ(n) is the nth query, and the environment E

responds to λ(n) with βn ∈ {LEFT, RIGHT}, indicating the correct direction of λ∗ from

λ(n) with probability p and the wrong direction with probability 1− p.
The original version of SPL is a direct application of the Tsetlin automaton, and

progresses from the initial position λ(0) towards λ∗ by taking small, discrete steps in

the direction indicated by the oracle. Evidently, assuming the oracle on average returns

the true direction, the SPL will eventually converge. However, due to the small size of

the fixed steps, the number of interactions with the environment can be excessive. For

example, if the first k interactions all indicate that λ∗ is to the left, it could be much more

efficient to query the environment for a point located further left than λ(n) + ε with ε

being a small value.

To address this problem, we observe that the structure of the problem can be modeled

as a BN, where the BN represents an encoding of a probability distribution over the

interval I. Furthermore, if we generate the BN for a fixed value of p, we obtain the PBS

algorithm. Clearly, knowing the value of p a priori is an unrealistic assumption, and we

thus introduce TS-SPL, a model that include the p value as part of the learnable model.

Since the p value is a part of the model, we, unlike previous approaches, in both SPL and

PBS can remove the limitation on p, and let p encompass the unit domain [0, 1]/{1
2
}. The

special case of p = 1
2

means the feedback is white noise. The remaining question is then

where to query the environment next? In PBS, the median of the distribution is used as

the next query. However, this approach fails when taking the possibility of p < 0.5 into

consideration. We thus, model the selection problem as a MABP, and utilize Thompson

Sampling to determine the next query point λ(n+ 1) based on the posterior distribution.

Another important question is how to deal with with SPL when the target location

λ∗ is non-stationary. That is, if λ∗ move along the line in jumps or with continuous

motion. To handle the additional complications introduced by a non-stationary target





     

λ∗, we introduce the Non-Stationary TS-SPL (TS-NSPL).

The idea behind TS-NSPL is to first partition the observations into two sections:

observations = tail ‖ head. With the m most recent observations located in the head, the

remaining observations in tail, thus head is a sliding window of size m. We then employ

two independent TS-SPL algorithms, one operating on all observations and one operating

on the head observations denoted O and H respectively. The core idea is then to apply the

Jensen–Shannon divergence between the O and H posteriors to measure their similarity.

If the two distributions differ, we can draw the conclusion that the point λ∗ has changed

location. And consequentially, we flush the observations located in O, and utilize H as

the new O, effectively restarting the two TS-SPL algorithms. The details of the algorithm

is presented in Appendix C.

3.4.1 Related Work

Adaptive Step Searching (ASS) [93] is currently the leading approach to solving SPL prob-

lems in the LA domain, although it is outperformed by Hierarchical Stochastic Searching

on the Line (HSSL) [63] in highly volatile non-stationary environments [93]. Optimal

Computing Budget Allocation (OCBA) has also been applied to SPL [94], and provides

stable solutions while converging slightly slower than ASS. Unfortunately, these state-of-

the-art schemes fail when the majority of obtained directions mislead rather than guide.

Indeed, by naively following the directions provided under such circumstances, one is

systematically led away from the optimal point. We refer to these kinds of problem envi-

ronments as deceptive environments, as opposed to informative ones, which are explained

in more detail below.

To the best of the author’ knowledge, the CPL-AdS [95] was the first known approach

handling deceptive SPL environments. CPL-AdS has two phases. In the first phase, a

sequence of intelligently selected questions is used to classify the environment as either

informative or deceptive. By spending a sufficient amount of time in this phase, the

classification can be made arbitrarily accurate. In the second phase, a regular SPL scheme

is applied, except that the directions obtained are reversed if the problem environment was

classified as deceptive in the first phase. This means that the scheme may have to remain in

the first phase for an an extensive amount of time to ensure that the problem environment

is correctly classified, or else, one risks being systematically misled in the second phase.

These properties largely render CPL-AdS inappropriate for online or anytime problem-

solving.

Recently, HSSL has been extended by Zhang et al. to cover both informative and

deceptive environments, using a Symmetric HSSL (SHSSL) [21]. This scheme essentially

runs two HSSL schemes in parallel: one regular, which handles informative environments,





 

and one which inverts all feedback from the environment to handle deceptive environ-

ments. The hierarchy navigation capabilities of HSSL are then exploited to allow SHSSL

to switch between the two HSSLs, depending on the nature of the environment. However,

a significant limitation of HSSL, namely, that π must be larger than the conjugate of the

golden ratio, carries over to SHSSL. Indeed, SHSSL fails to converge for π ∈ [0.382, 0.618],

which amounts to approximately 30% of the feasible values for π. This is in contrast to

the approach we propose in this paper, as well as to CPL-AdS [95], since both of these

schemes work well in the entire range of π (apart from π = 1
2
).

From the perspective of PBS, the original PBS method by Horstein [64] is still a

serious contender to solve the SPL problem. In the context of Active Learning [96, 97],

the Burnashev-Zigangirov (BZ) Algorithm [98] has been widely used.

The Generalized Binary Search (GBS) problem can be formulated as follows [99, 100].

Consider a collection of unique binary-valued functions H defined on a domain X. Each

h ∈ H is defined as a mapping from X to {−1, 1}. Assume that there exists in the

collection an optimal function h∗ ∈ H that produces the correct binary labeling for each

x ∈ X. For each query, x ∈ X, the value of h∗(x) is observed, possibly corrupted by

independent binary noise. The objective is then to determine the function h∗ using as few

queries as possible. Restricting H to the class of threshold binary functions has the effect

of turning the GBS into the SPL problem. If the feedback is noiseless, then the problem

boils down to the combinatorial problem of finding an optimal decision tree in the H

space, a problem that Hyafil and Rivest showed to be NP-complete [101, 99]. The Soft-

Decision Generalized Binary Search (SDGB-Search) [100, 99] is the state-of-art algorithm

for finding h∗(x) ∈ H, when the binary reward signal is corrupted by noise.

For the case when p is not known a priori, the PBS, a recent paper by Frazier et

al. [102] demonstrate an alternative approach to removing the dependency of PBS on

knowing the fixed noise probability p. Instead of applying a Bayesian Prior over p, as

done in TS-SPL, they introduce a frequency based approached, referred to as PowerTest-

PBS (PT-PBS). PT-PBS is based on repeatedly sampling the underlying function g(x)

until a pre-specified confidence α is achieved on a hypothesis test over the sign of the

feedback of g(x). This can be seen as the PBS version of the CPL-AdS scheme found

in LA literature [95]. They further demonstrated that the asymptotic convergence of

PT-PBS is similar to that of Stochastic Approximation [103, 104].

3.4.2 Summary of the Contributions

The paper included in Appendix B introduces a formula for combining TS and a Bayesian

update scheme in the TS-SPL algorithm. More specifically, the contributions of the paper

can be summarized as follows:





     

1. We introduce the novel TS-SPL scheme that represents the solution space of N-Door

Puzzles, and SPL problems, in terms of a Bayesian model. As opposed to competing

solutions that merely maintain and refine a single candidate solution, our Bayesian

model encompasses the complete space of candidate solutions at every time instant.

This Bayesian representation of the problem opens up for efficient exploration and

exploitation of the solution space with Thompson Sampling.

2. We formulate a compact and scalable Bayesian representation of the solution space

that simultaneously captures both the location of the optimal point (arm), as well

as the probability of receiving correct feedback.

3. We link TS-SPL to so-called Stochastic Bisection Search, and unify accompanying

methods under the umbrella of Thompson Sampling.

4. Similarly, we enhance Soft Generalized Binary Search (SGBS), Probabilistic Bisec-

tion Search (PBS) and Burnashev-Zigangirov Algorithm (BZ) by introducing novel

parameter free solutions that take advantage of our Bayesian model of the N-Door

Puzzle/SPL problem. This approach eliminates previous reliance on prior knowl-

edge of the degree of noise affecting the system to be optimized.

5. We provide the first unified empirical comparison of the key state-of-the-art SPL/SRF

solvers.

6. We finally demonstrate the empirical performance of TS-SPL for both SPL and SRF

problems. TS-SPL outperforms state-of-the-art algorithms in both informative and

deceptive environments, except that it is beaten by the SGBS and BZ schemes with

correctly specified observation noise.

3.5 Travel Time Estimation

An important part of planning a journey is estimating the travel time. Without knowing

the time it will take to travel between two locations it can be difficult to plan ahead and

ensure that things go according to plan. Many services already provide good estimates for

well-known scenarios such as car travel and public transport. These routes are typically

calculated by first determining a route and then adding up the individual components of

that route to obtain the total travel time.

However, in many situations, the navigation system may fail to provide adequate

information to form a route, leaving the it unable to provide a travel time estimate.

These situations could occur for instance when hiking cross country or traveling in an

area where shortcuts and obstacles that do not appear on maps are frequent, such as in





 

urban city centers. An alternative approach focuses on estimating the true road distance,

and while this is an interesting approach, this type of data is significantly harder to

gather from real-world data, requiring not only a timekeeping device but also some way

to accurately track velocity. Thus, we avoid the above complications by instead focusing

on the actual time it takes to travel between two points.

Active Learning (AL) [105, 106] tries to alleviate the problem of data sparsity by

actively selecting samples that minimize the total number of samples needed to do accurate

inference. To guide the AL, an important factor is making the model uncertainty a first-

class citizen, and thus, we employ a Bayesian model to allow us to measure uncertainty

directly. For a complex model that does not directly follow a well-known distribution,

we turn to a Probabilistic Programming Language (PPL) that not only gives us the

opportunity to explicitly specify the model in terms of a data generation process, but also

allow us to apply a powerful Bayesian inference to model problems involving uncertainties.

In the paper presented in Appendix F, we present an algorithm for travel time esti-

mation that based on not only learning an estimator for travel time but also to provide

guidance to what locations should be visited to obtain the best results using the least

amount of observations.

3.5.1 Related Work

Probabilistic Programming

Probabilistic Programming (PP) is an attempt to close the representation gap between

the much celebrated probabilistic graphical models (PGM) such as Bayesian Networks

and Markov Networks and the more specialized algorithms that are typically represented

as a mixture of pseudo code, natural language, and mathematics. The idea is thus to

express the entire model, from sample generation to the joint distribution, and let the

underlying framework handles the inference. This alleviates the need for highly specialized

algorithms and lets the designer focus on designing a correct model rather than a model

that it is easy to do inference on. With the advances in computational power, numerous

PPLs has appeared in the literature, for instance, PyMC3 [107] that is built on top of the

Theano framework [108], or Edward [109] that is built on top of Tensorflow [110].

Active Learning

In the highly effective Query By Committee (QBC) [111, 112] algorithm, a committee

of unique learners label each potential data point, that is, it is a in a pool-based setting

where each data point in the pool is labeled by each learner. The next point that queries

the oracle for its true label will be as the point where the learners have a maximal





     

disagreement. For the simple case of binary labeled points and two learners, any point

where the two learners disagree is therefore a possible next query point. In cases where

the labels are not binary, or even discrete, an alternative approach is to select the point

that is expected to reduce prediction error the most [112]. For real-valued regression

problems the point that maximizes the variance is selected [113].

A critical aspect of the QBC algorithm is the disagreement between the learners.

In the original work [111], a randomized algorithm was used. However, a more general

approach is to train the same algorithm on different subsets of the data, as in query by

bagging and query by boosting [114].

Bandit based active learning is also well-explored in the literature [115, 116, 117].

These approaches are ill-suited to travel time estimation problems, since they require a

pool based approach where one can track the uncertainty for each possible query-point

as part of the active learning.

Distance Estimation

The field of Distance Estimation (DE) has primarily been dominated by the use of pa-

rameterized Distance Estimating Functions (DEFs) of a simple yet effective form. These

functions are calibrated using a set of inter connected points and their distances [118],

maximizing the Goodness of Fit (GoF) between the observed values and the underlying

function [119]. Other approaches have been created by adding various modifications to

the DEFs such as rotational robustness by rotating the coordinate axes [120], or using

non-parametric DEF for greater representative flexibility [121]. This is in contrast to

mapless path planning [122], for instance for Autonomous Underwater Vehicles (AUV)

that mainly focus on obstacle avoidance while reaching the target, not on how long it

takes.

From an application point of view, DEFs have been used in travel time estimation for

delivery scheduling [120] as well as in other operational models, such as service systems

and strategic decision processes [123].

Recently, an Adaptive Tertiary Search (ATS) based method that does not explicitly

depend on GoF was proposed [124]. The, ATS instead depends on the sign of the difference

between the estimated distance and the actual, observed distance, and can be seen as a

form of stochastic gradient descent.

3.5.2 Summary of the Contributions

The included paper in Appendix F shows how a powerful PPL model combined with TS

for exploration can rapidly calibrate a travel time model.





 

We have proposed TS-PPL, an effective scheme for performing Active Learning in

Probabilistic Programs. We have shown that TS-PPL can be applied to both a simple

regression problem, and to a more complex problem like the Travel Time Estimation prob-

lem. Our method significantly outperforms the strong baseline of Query by Committee

as well as passive learning for Travel Time Estimation, and gives comparatively better

results in the case of regression. We hope that our results will inspire more researchers to

apply probabilistic programming in their research.







Chapter 4

Conclusion and Future Research

In this thesis, we presented a Bayesian perspective on several efficient LA schemes, with

the goal of providing a way to accelerate learning even further by incorporating Bayesian

Inference over a posterior coupled with Thompson Sampling for action selection.

The traditional LA approach assumes that the environment on average guides the

state of the LA toward convergence to an optimal state. With this assumption, even in

the case of a truthful, non-noisy environment, the LA will still walk the same path as

in the scenario where noise is injected in to the observations from the environment, with

the exception that occasionally the LA will take a diverging step due to noise. However,

since the environment on average guides the LA toward convergence, asymptotically this

noise does not provide a hindrance to convergence.

On the other hand, for a finite time scenario, it is critical to fully exploit the knowledge

about both the environment one operates in, as well as about any other prior knowledge.

In this case, a Bayesian model allows a global picture of the problem space, allowing the

explorer to jump from location to location while simultaneously quantifying the uncer-

tainty. In this scenario, we show that Thompson Sampling is highly suited for navigating

a Bayesian model, handling the exploration-exploitation trade-off in such a way that the

algorithm quickly converges without making too many severe mistakes.

Several overall research directions for further investigation arise from this thesis. They

are discussed below.

4.1 Further work in the Stochastic Fractional Non-

Linear Knapsack Problem

1. In this thesis, we solved the SNEFK problem by assuming that the underlying

knapsack value functions remained constant. However, we did not consider the case

where the value functions contains a temporal dependency. Clearly, in situations
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where the assumption of constant value functions is false, the GPOKS algorithm

will struggle. One possible line of research to integrate temporal differences could

be to extend the GP for each material to explicitly model the time component.

2. An interesting venue of research is to consider not only a single GPOKS but in-

stead a game of interacting GPOKS for solving networked and hierarchical resource

allocation problems. In this scenario, the Bayesian underpinning of GPOKS could

be used to create problem-specific likelihoods and prior functions to handle these

complex interactions.

4.2 Further work in the Goore Game Problem

1. In this thesis, we solved the Goore Game problem for a fixed stationary reward

function using ADL-TAB. By incorporating a decentralized abnormality detection to

track changes, we could handle the non-stationary behavior in a principled manner.

2. The current ADL-TAB scheme is based on solving a single Goore Game. How-

ever, there is the case of multiple, overlapping Goore Games, where each player

participates in several co-current Goore Games. By directly modeling this multi-

game interaction in ADL-TAB, we could potentially handle even more complex QoS

scenarios.

4.3 Further work in the Equipartition Problem

1. In this thesis, we presented a solution for the Equipartition problem. However, the

BN-EPP scheme could be expanded to cover other classes of stochastic optimization

problems such as graph partitioning and poset ordering problems, potentially out-

performing generic off-line techniques such as Particle Swarm Optimization (PSO)

[125], Genetic Algorithm (GA) [126], and Ant Colony Optimization (ACO) [127].

4.4 Further work in Stochastic Point Location and

Stochastic Root Finding

1. In this thesis, we presented a unified view combining the field of LA with the lit-

erature surrounding the PBS algorithm. An important venue for further research

would be to investigate if new and improved solutions could be crafted by merging

the advantages from each field.





    

2. Another important avenue for future work is the establishment of theoretical re-

sults, including proofs of convergence, to corroborate the purely empirical findings

presented in this paper. We suggest that a promising starting point for such an

endeavor would be to combine the theoretical properties of TS [44, 45, 48] with the

theoretical results of PBS [65, 102], as they are closely related.

3. The TS-NSPL scheme was developed to handle the case of non-stationary SPL

problems. It introduces some necessary parameters to tune the abnormality detec-

tion behavior. These parameters could potentially be integrated into the likelihood

equivalent to how TS-SPL integrates the noise parameter found in PBS, thus ob-

taining a more robust method.

4.5 Further work in Travel Time Estimation

1. The TS-PPL scheme is based on the assumption that all travel is performed in

a similar manner. However, an interesting venue for further work would be to

explicitly model different forms of travel, such as taking the train or walking. This

could open up for even more precise models of travel time estimation.

2. Just as in the case of SPL and SRF, another important avenue for future work is the

establishment of theoretical results, including proof of convergence, to corroborate

the purely empirical findings presented in this paper. We suggest that a promising

starting point for such an endeavor would be to combine the theoretical properties

of TS [44, 45, 48] with the theoretical results of PBS [65, 102] as they are closely

related.
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A Bayesian Network Based Solution Scheme for the Constrained

Stochastic On-line Equi-Partitioning Problem∗

Sondre Glimsdal† and Ole-Christoffer Granmo‡

Abstract

A number of intriguing decision scenarios revolve around partitioning a collection of objects to op-

timize some application specific objective function. This problem is generally referred to as the Object

Partitioning Problem (OPP) and is known to be NP-hard. We here consider a particularly challenging

version of OPP, namely, the Stochastic On-line Equi-Partitioning Problem (SO-EPP). In SO-EPP, the

target partitioning is unknown and has to be inferred purely from observing an on-line sequence of object

pairs. The paired objects belong to the same partition with probability p and to different partitions with

probability 1 − p, with p also being unknown. As an additional complication, the partitions are required

to be of equal cardinality. Previously, only heuristic sub-optimal solution strategies have been proposed

for SO- EPP. In this paper, we propose the first Bayesian solution strategy. In brief, the scheme that

we propose, BN-EPP, is founded on a Bayesian network representation of SO-EPP problems. Based on

probabilistic reasoning, we are not only able to infer the underlying object partitioning with superior

accuracy. We are also able to simultaneously infer p, allowing us to accelerate learning as object pairs

arrive. Furthermore, our scheme is the first to support a wide range of constraints on the partitioning

(Constrained SO-EPP). Being Bayesian, BN-EPP provides superior performance compared to existing

solution schemes. We additionally introduce Walk-BN-EPP, a novel WalkSAT inspired algorithm for

solving large scale BN-EPP problems. Finally, we provide a BN-EPP based solution to the problem of

order picking, a representative real-life application of BN-EPP.

1 Introduction

A number of intriguing decision scenarios revolve around grouping a collection of objects into partitions in

such a manner that some application specific objective function is optimized. This type of grouping is referred

to as the Object Partitioning Problem (OPP) and is in its general form known to be NP-hard.

∗A preliminary version of parts of this paper was presented at ICMLA 2014 - the 13th International Conference on Machine
Learning and Applications, Detroit, USA, December 2014.
†This author can be contacted at: Centre for Artificial Intelligence Research (CAIR), University of Agder, Postbox 422, 4604

Kristiansand, Norway. E-mail: sondre.glimsdal@uia.no.
‡Author’s status: Professor. This author can be contacted at: Centre for Artificial Intelligence Research (CAIR), University

of Agder, Postbox 422, 4604 Kristiansand, Norway. E-mail: ole.granmo@uia.no.
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In this paper, we consider a particularly challenging variant of OPPs — the Constrained Stochastic Online

Equi-Partitioning Problem (CSO-EPP). In CSO-EPP, objects arrive sequentially, in pairs1. Furthermore,

the relationship between the arriving objects is stochastic: Paired objects belong to the same partition with

probability p, and to different ones with probability 1− p. As an additional complication, the partitioning is

constrained, with the default constraint being that the partitions must be of equal cardinality, referred to as

equi-partitioning. Unlike previous work, we relax this constraint and only require the size of each partition

to be known beforehand. Under these challenging conditions, the overarching goal is to infer the underlying

partitioning, that is, to predict which objects will appear together in future arrivals, from a history of object

arrivals.

The CSO-EPP can be applied to solve a number of challenging tasks. We will here study a particularly

fascinating one, order picking, which highlights the full spectrum of nuisances captured by CSO-EPP. Order

picking is defined as ”the process of retrieving products from storage (or buffer areas) in response to a specific

customer request” [1]. Order picking occurs both in warehouses employing an Automated Storage/Retrieval

System (AS/RS) and those depending on manual labor. Tompkins et al. identified travel time as the main

factor when it comes to optimizing order-picking [2]. For this reason, to facilitate efficient retrieval of products,

frequently ordered products should be placed in easy to reach locations. Additionally, products that are often

ordered together should be placed in near-proximity of each other. By doing so, we can systematically reduce

the total travel time needed to collect orders.

In more challenging order-picking scenarios, the governing product relationships may be unknown initially,

and thus have to be learned over time by monitoring which products are ordered together. Additionally, non-

related products may sporadically be ordered in conjunction, leading to stochastic order composition. This

means that successful solution strategies must be able to operate in a stochastic environment. Furthermore,

many order picking scenarios impose constraints when it comes to product placement. One could for instance

require that a subset of the objects is located in a subset of the available locations, e.g., that all frozen objects

should be in freezers, even when they are rarely purchased together. Other constraints could be that all

products from a brand must be co-located on the request of the manufacturer, or that fragile objects must be

placed in shelves close to the floor. To further exemplify the importance of dealing with constraints, several

more are listed in Table 12. Noting that each section of a warehouse can be represented as a CSO-EPP

partition, and that products can be represented as CSO-EPP objects, we propose CSO-EPP as a model for

order picking.

In this paper, we present the first Bayesian solution scheme for SO-EPP and CSO-EPP. Let O = {O1, O2,

. . . , Ow} be a set of W objects. These are to be partitioned into R different partitions P = {P1, P2, . . . , PR}.
The aim is to find some unknown underlying partitioning of the objects based on noisy observations. Suc-

cinctly, the problem can be described as a 2-tuple (U , p), where U is a set of tuples (Oi, Oj). If (Ok, Om) ∈ U
1Note that the arrival of objects in pairs can easily be generalized to arrival of objects in sets, which in turn are transformed

into pairwise combinations of the objects contained in each set. See Section 5.4 for an example of this.
2These are based on real-world point-of-sale transaction data from a grocery outlet [3].
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Table 1: Example constraints governing the placement of products in a warehouse.

Number Products Constraint
1 shopping bags Must either be in the entrance- or counter section
2 whole milk, rolls/buns, tropical fruit Cannot be in the same section
3 white wine, specialty chocolate Must be in the same section
4 yogurt Has to be in the cooler section
5 tropical fruit Cannot be in the cooler section

then object k and m belong to the same underlying partition, otherwise, they belong to different ones. Con-

straints can then naturally be formulated in terms of: (1) the cardinality of each partition; (2) what objects

must be, or must not be, in the same partition; and (3) which subset of objects must be in which subset of

partitions. The two latter types of constraints can be expressed by formulating restrictions on object pairs in

U , while the first type of constraint can be specified as a cardinality vector of size R. Finally, p is the prob-

ability of a convergent request [4], i.e., the probability that a request (i.e., an observation) encompasses two

objects from the same underlying partition. A request where the objects originate from different underlying

partitions is called a divergent request [4], which occurs with probability 1− p.
Under the above model, an observation can be simulated by sampling from a Bernoulli distribution. With

probability p, select a pair of objects randomly from U : (Oi, Oj) ∈ U , i 6= j (a convergent request). And with

probability 1 − p, randomly select a pair of objects not in U : (Ok, Om) 6∈ U , k 6= m (a divergent request).

This definition is equivalent to the definition given by Oommen et al. [5].

For completeness, we mention that solutions to SO-EPP are invariant to permutation of the partitions,

as long as the objects grouped together inside each partition remain unchanged.

Previously, only heuristic sub-optimal solution strategies have been proposed for SO-EPP, and no solution

exists for CSO-EPP. In this paper, for both of these problems, we propose the first Bayesian solution strategy.

The solution strategy is based on a novel Bayesian network representation of CSO-EPP problems. To enable

swifter computations with BN-EPP, we additionally introduce Walk-BN-EPP, an approximate reasoning

approach that takes advantage of the unique structure of BN-EPP. The paper contribution can be summarized

as follows:

1. We propose a novel Bayesian network model of the CSO-EPP problem (BN-EPP) that fully captures

the nuances of CSO-EPP.

2. We provide a BN-EPP based algorithm for on-line object partitioning that outperforms the existing

state-of-the-art SO-EPP solution schemes.

3. The BN-EPP scheme is highly flexible in the sense that we can encode a wide range of partitioning

constraints, leveraging the representation capacity of Bayesian networks.

4. BN-EPP is parameter-free, which means that performance is maximized without any fine tuning of

parameters.
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5. In addition to predicting the correct partitioning of objects, BN-EPP also estimates the noise parameter

p on-line.

6. We demonstrate that Walk-BN-EPP exhibits state-of-the-art performance on a large-scale real-world

warehouse order picking problem.

7. We define a novel scheme that allows us to apply Spectral Clustering (SC) to the SO-EPP problem,

demonstrating performance close to BN-EPPs state-of-the-art performance on artificial data.

The paper is organized as follows. In Sect. 2 we present related work. We then provide a brief overview

of Bayesian networks in Sect. 3, before we proceed with providing the details of our BN-EPP scheme in

Sect. 4. Then, in Sect. 5, we present our empirical results and demonstrate the superiority of BN-EPP when

compared to existing state-of-the-art schemes. We conclude in Sect. 6 and provide pointers for further work.

2 Related Work

, The OPP is already a thoroughly studied problem [6, 7]. Yet, research on its fascinating variant, SO-

EPP [8, 9, 10, 5, 11], is surprisingly sparse despite its many real-world applications, which includes software

clustering [12] and keyboard layout optimization [13]. To cast further light on the unique properties of SO-

EPP, we will here relate it to two similar problems, namely, the Poset Ordering Problem (POP) and the

Graph Partitioning Problem (GPP).

The Poset Ordering Problem (POP). A poset is defined as a set of elements with a transitive partial

order, where some elements may be incomparable [14]. A binary relation that is reflexive, antisymmetric,

and transitive defines this ordering, referred to as a less-than-or-equal relation (≤). The standard less-than-

or-equal relation for integers forms for instance a partial ordering on the set of integers. In the poset ordering

problem, the goal is to establish the partial ordering of a poset by comparing pairs of elements, typically using

the less-than-or-equal relation as few times as possible. Accordingly, both in SO-EPP and POP, one must

learn from paired elements to uncover an underlying more complex structure. That is, in POP, the less-than-

or-equal relation is applied iteratively on pairs of elements, while in SO-EPP a in-the-same-partition relation

is used instead. Whereas the less-than-or-equal relation found in POP is both reflexive and transitive, it is

not symmetric, i.e., A ≤ B does not imply B ≤ A. The in-the-same-partition relation, however, is symmetric.

This means that the solution of SO-EPP is not a partial ordering, but a set of equivalence classes, leading to

unique solution schemes.

The Graph Partitioning Problem (GPP) and Spectral Clustering (SC). The GPP is in its most

general form an NP-complete problem [15]: Let G = (V,E) be a graph with a set of vertices V and a set of

weighted edges E. In graph equipartitioning, the goal is to partition V into k subsets V1, V2, . . . , Vk of equal

cardinality. In all brevity, the solution to a GPP instance is the partitioning that minimizes the sum of those

edge weights that cross different vertex sets, (Vi, Vj), i 6= j [16]. The SO-EPP can thus be cast as a GPP if
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the frequencies of object co-occurrence are known for all object pairs. Then we could form a complete graph,

G = (V,E), where each vertex in V represents an object. Further, the weight of an edge between a pair of

objects is simply the frequency with which we observe that particular pair. The resulting GPP can then be

solved by any GPP solver [17, 18, 19].

Another approach to solving GPPs is based on a Markov Random Walk. By defining a Markov Random

Walk over G, one can perform clustering based on the eigenvalues of the resulting transition matrix [20].

This method is based on the usage of query statistics [11], e.g. to generate the transition matrix from the

different frequency counts. The baseline for this approach is Spectral Clustering (SC) where the eigenvalues

is used as a low-dimensional embedding of the problem space. SC can then effectively generate clusters using

the MultiClass Normalized Cuts scheme [21]. In Section 5.2 we define a simple, yet effective scheme that

allow us to apply SC to SO-EPP.

A main drawback of SC and other GPP solvers is that they do not support the type of real-world

probabilistic constraints mentioned in the introduction (CSO-EPP), and as we shall see, do not either fully

utilize of the problem specific characteristics of SO-EPP.

State-of-the-art solution schemes for SO-EPP. We now turn our attention to algorithms that are

specifically designed to solve SO-EPP. The state-of-art solution scheme for SO-EPP is the Pursuit Object

Migration Automaton (POMA), introduced by Shirvani et al. in 2017 [8]. POMA is based on the Object

Migration Automaton (OMA) [5, 4]. The basic OMA is a statistics free scheme, meaning that it does not try to

estimate object co-occurrence frequencies. Instead, each object navigates a finite state machine according to

a few simple fixed rules, allowing the objects to migrate between the different partitions, gradually converging

to a solution. POMA, on the other hand, leverages co-occurrence frequency estimates, through the following

two phases:

1. An estimation phase adopts the previous state-of-art Object Migration Automaton (OMA) [5, 4] to

generate an initial solution, while simultaneously estimating the pairwise-object frequencies.

2. A fine-tuning phase refines the initial solution by making use of the pursuit paradigm [22, 23] to filter

diverging or noisy queries. Thus, the POMA is able to determine whether a pairwise query facilitates

convergence.Theoretically, this would allow the underlying OMA to operate in a noise free environment,

and, consequently, converge quickly.

However, POMA is still a heuristic rule based approach. While efficient, it is not optimal, which leads us to

design the BN-EPP algorithm presented in this paper. BN-EPP is a probabilistic parameter-free algorithm

that, as we shall see, is not only more flexible in terms of the requirements placed on the solution, but also

able to infer the level of noise present in the environment.
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3 A Bayesian Network Based Solution Scheme for the Constrained

Stochastic On-line Equi-Partitioning Problem

In this section, we present our novel BN-EPP scheme — a generative modeling approach for solving CSO-

EPP based on Bayesian networks (BNs). By taking advantage of the ability of BNs to construct interpretable

models that encode probability distributions over complex domains [24], we capture the unique characteristics

of CSO-EPP. We further propose an efficient reasoning algorithm for BN-EPP that allows uncertainty to be

represented and managed explicitly.

A BN consists of a directed acyclic graph (DAG) representing the conditional dependencies between a

set of random variables. When modeling causal relationships, an edge between the nodes A and B signifies

that A ”causes” B. Consider the BN shown in Figure 1. In this simple BN, we have three discrete random

variables: Weather, Sprinkler and Lawn. Let us assume that the weather can have one of three different

states: Sunny, Cloudy, or Rainy. Further, the lawn is either Wet or Dry, and the sprinkler can be On or Off.

Adding directed edges, we can encode knowledge about cause and effect, such as the fact that rainy weather

causes the lawn to be wet. Similarly, a long period of sunny weather triggers a need for turning the sprinkler

on, hence weather indirectly causes the lawn to be wet though the sprinkler system.

The above qualitative description of cause and effect is further enriched with a quantitative description.

The quantitative description takes the form of a probability distribution assigned to each node, conditioned

on the state of the parents of the respective node. The purpose of the conditional probability distributions

is to quantitatively describe the probabilistic independence relationships captured by the DAG. We assign

these probabilities though Conditional Probability Tables (CPTs), one for each node in the graph. Note that

a node without parents is assigned an unconditional probability distribution. A CPT for the sprinkler can

be seen in Table 2, where the effect weather has on the state of the sprinkler is captured. The CPT here tells

us, e.g., that the sprinkler turns on with probability 0.8 in sunny weather.

From the BN CPTs, we can conduct diagnostic and predictive reasoning, simply by asking questions about

the state of the random variables. One could for instance ask: ”if the lawn is wet, what are the chances that

it was caused by rain or by the sprinkler?” or ”if the sprinkler is on, does that indicate that there is sun

outside?”.

Figure 1: Simple BN.
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Weather – State Sunny Cloudy Rainy
P (Sprinkler = on|Weather) 0.8 0.15 0.05
P (Sprinkler = off|Weather) 0.2 0.85 0.95

Table 2: CPT of Sprinkler

Figure 2: Overview of BN-EPP.

The generative model that we propose, BN-EPP, can be described in terms of three interacting BN

fragments, as shown in Figure 2. Firstly, a dedicated BN fragment, referred to as ”Partitions” in the figure,

captures the actual placement of objects into partitions. This includes any constraints on the partitioning,

such as equi-partitioning. Since the objects arrive in pairs, we need to further generate an intermediate BN

fragment — the ”Pairwise relations” fragment — that explicitly extracts all pairwise object relations from

the ”Partitions” fragment. Finally, an observation model is derived from ”Pairwise relations”, capturing

generation of convergent and divergent request. This latter fragment, ”Stochastic requests”, is based on the

noise parameter p and the ”Pairwise relations” fragment.

Based on the BN-EPP, our on-line solution strategy for CSO-EPP can be summarized as follows. In

operation, arriving object pairs (requests) are entered into the ”Stochastic requests” part of the BN-EPP as

observations (evidence). From these observations, pairwise relations are inferred in the intermediate frag-

ment, which, finally, leads to a probability distribution over allowed partitions of objects in the ”Partitions”

fragment. Every object pair observed provides new information, and gradually, with successive observations,

the probability distribution over object partitions converges to a single partitioning that solves the underlying

CSO-EPP. In the case of multiple equally probable solutions, BN-EPP will arbitrarily select a single solution.

The detailed construction of BN-EPP is outlined in Algorithm 1. The BN-EPP needs to:

Requirement 1 Handle constraints, such as only considering partitions of equal cardinality.

Requirement 2 Infer whether two objects belong to the same partition.

Requirement 3 Correctly handle both converging and diverging requests.

Requirement 4 Encode the actual object partitioning.

We will now explain how the BN-EPP algorithm fulfills the above requirement. First of all, recall that

O = {O1, O2, . . . , Ow} is a set of W objects. These are to be partitioned into R different partitions P =

{P1, P2, . . . , PR}. The aim is to find some unknown underlying partitioning of the objects based on noisy

observations of object pairs (convergent and divergent requests).

(Requirement 1) Only consider partitions that fulfill governing constraints (Lines 1-5)

The first part of the algorithm builds the ”Partitions fragment” from Figure 2. Briefly stated, we represent
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Algorithm 1: Constructing BN-EPP

Data: Objects O = {O1, O2, . . . , Ow}; Partitions P = {P1, P2, . . . , PR}; and Noise resolution N
Result: A BN-EPP model β: Noise pβ ; Partitions Oβ ; Pairwise relations Aβ ; Stochastic requests Xβ
/* Create partitions fragment Oβ. */

1 Oβ := ∅
2 for i := 1 to W do

/* Oβi assigned to a partition in P, given preceding assignments Oβ */

/* and the CPT of object i: FOβi */

3 Oβi := Node(States=[P1, P2, . . . , PR], Parents=Oβ , Distr=FOβi)
4 Oβ := Oβ ∪Oβi
5 end
/* Create pairwise relations fragment. */

6 Aβ := ∅
7 for i, j ∈ [W ×W ] s.t. i < j do

/* Aβij is true if and only if Oβi and Oβj are in the same partition. */

8 Aβij := Node(States=[True, False], Parents={Oβi , Oβj}, Distr=FAβ )
9 Aβ := Aβ ∪ {Aβij}

10 end
/* Create stochastic requests fragment. */

11 pβ := Node(States=[ 0
N ,

1
N , . . . ,

N
N ], Parents=∅, Distr=Fpβ ) // Noise probability.

12 Xβ := ∅
13 for i, j ∈ [W ×W ] s.t. i < j do
14 Xβij := Node(States=[N0], Parents={Aβij , pβ}, Distr=FXβ ) // Pair observation count.

15 Xβ := Xβ ∪ {Xβij}
16 end

each EPP object, Oi ∈ O, using a corresponding BN node, Oβi. Each BN node, Oβi ∈ Oβ , has one state

per partition, Pi ∈ {P1, . . . , PR}, representing the partition assigned to Oi. For instance, if we have two

partitions then there will be two states per object, one for partition P1 and one for partition P2.

We now model the governing constraints, including equal cardinality of partitions, by means of the BN

DAG. Because of the reciprocal relationships among objects (objects are either in the same partition or not),

we can order the BN object nodes arbitrarily. Without loss of generality, assume that A is the first BN node

in the ordering. This means that A can be freely placed in any partition (the placement does not depend

on the placement of any other object, because none of the other objects have been placed yet). Then the

next object in the ordering, object B, only needs to take into account object A’s choice of partition. Likewise

object C, the third object, is only restricted by the previous objects’ choice of partition (the choices of object

A and B). Continuing in this manner, we can always represent the partition of the next object as solely being

dependent on the already partitioned objects. It is for this purpose we maintain the gradually increasing

object set Oβ , containing all the already partitioned predecessor objects. This organization of objects is thus

leading to a BN DAG structure, as exemplified in Figure 3, capturing two partitions and four objects.

The corresponding CPTs for the EPP objects (FOβi in the algorithm) are generated as a function of

the constraints set by CSO-EPP (the constraints governing the partitioning, e.g., equi-partitioning). As an

example, the CPT of object C (the third object) can be seen in Table 3. From the table we observe for
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A - State P1 P2

B - State P1 P2 P1 P2

C in P1 0.0 0.5 0.5 1.0
C in P2 1.0 0.5 0.5 0.0

Table 3: CPT of object C

instance that P (C = P1|A = P1, B = P1) = 0.0, that is, if object A and B is in P1 then the probability of

C being in P1 is zero. On the other hand, if object A and B is located in different partitions then object

C is equally likely to be in partition P1 as in partition P2. Thus, by constructing the CPT of each node

(representing an object) in this manner, a solution that fulfills all of the constraints is always ensured because

a partitioning that violates constraints is assigned a probability of zero.

Figure 3: Object dependencies for 4 objects with 2 partitions.

(Requirement 2) Infer pairwise relations between the objects (Lines 6-10)

Now that the ”Partitions fragment” has determined the partition of each object, it is a simple task to

determine whether an object pair belongs to the same partition. In the ”Pairwise relations” fragment, we

represent every pair of objects as a deterministic node with two states: True if the pair is in the same

partition, and False when they are not (distribution FAβ in the algorithm).

Figure 4 provides an example of a ”Pairwise relations” fragment, obtained following the above procedure

for four objects and two partitions. The corresponding CPT for the pair node for object A and object C

(node AC) can be found in Table 4. From the truth table it is evident that if object A and C belong to the

same partition, the state of node AC state is True, and False otherwise.

Figure 4: Pairwise object relations for 4 objects with 2 partitions.
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A - State P1 P2

C - State P1 P2 P1 P2

AC - State True False False True

Table 4: Truth-table for node AC

Table 5: The CPT of an observation node conditioned on the state of the parent pair Aβij and the pβ node.

P (Xβij = n|Aβij = True, pβ = p) B
(
n, p · 1

P ·
(W
P
2

)
1
W
P

· 1
W
P −1

)

P (Xβij = n|Aβij = False, pβ = p) B
(
n, (1− p) ·

(
P
2

)
1
P · 1

P−1 · 1
W
P

· 1
W
P

)

The ”Pairwise relations” fragment gives BN-EPP the capability to infer object relations from pairwise

observations, such as in the following scenario: Given the above example, assume that we know that (1)

Object A is known to be in partition P1, and (2) Object B and object D should be in the same unknown

partition, i.e., the BD-node is set to True. BN-EPP will then correctly infer the only possible partitioning,

namely the two partitions P1 : {A,C} and P2 : {B,D}. While similar result could have been obtained though

the usage of a propositional logic solver, as we shall see, the stochastic nature of CSO-EPP rules out such a

solution.

(Requirement 3) Stochastic requests (Lines 11-15)

The BN model obtained through the ”Partitions”- and ”Pairwise relations” fragments allows us to infer

the correct object partitions, given that we know the state of a sufficient number of the pairwise relation

nodes. However, the CSO-EPP involves both convergent and divergent requests. Consequently, we need a

mechanism for handling noisy information.

Firstly, we introduce a BN node pβ representing p — the convergent request probability. The state space

of p is a discretization of potential values for p, each with an equal prior probability. Attached to this pβ

node is a series of observation nodes Xβij ∈ Xβ , each dependent on the state of the pβ node, and whether

or not its corresponding pair node Aβij is True or False. The CPT for each observation node (FXβ in the

algorithm) is a function of the number times n ∈ N0 that particular pair has been observed, as well as the

states of the pβ node, as shown in Table 5. As seen, FXβ is distributed according to a Bernoulli distribution,

B(n, p).

(Requirement 4) Decode the object partitioning from the BN representation

While the BN correctly models the CSO-EPP, it does not directly present us with a solution in the form

of a partition for each object. However, we obtain the partitioning indirectly by finding the Maximum a

Posteriori (MAP3) configuration of the BN-EPP. In all brevity, a MAP query identifies the most probable

solution given the observations [25, 24].

solution(BN) = MAP(Oβ ∪ Aβ ∪ pβ |Xβ) = arg max
Oβ∪Aβ∪pβ

P (Oβ ∪ Aβ ∪ pβ |Xβ)

3Also known as Most Probable Explanation (MPE).
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For an example of the outcome of the final step, see Figure 5. Note that the observation nodes for an object

pair XY in the figure is denoted by O(XY ). The complete BN-EPP for four objects and two partitions is

shown, ready for MAP inference. As can be seen, the resulting BN-EPP has a complex structure. In the

next section we take advantage of this structure to propose an efficient and novel inference algorithm for

large scale CSO-EPP problems.

A

C

D

B

AB

AC

BC

CD

AD

BD

O(AB)

O(AC)

O(AD)

O(BC)

O(BD)

O(CD)

p

Figure 5: BN for solving an EPP with 4 objects, 2 partitions, and Binomially distributed observation nodes.

Note that the BN-EPP solution strategy is related to the Thompson Sampling (TS) principle that was

introduced by Thompson in 1933 [26], and forms the basis for several of the leading solution schemes for so-

called Multi-Armed Bandit (MAB) Problem. The classical MAB problem is a sequential resource allocation

problem. At each time step, one pulls one out of multiple available bandit arms. Each arm pulled provides

a reward with a certain probability, and the objective is to maximize the total number of rewards obtained

through the sequence of arms pulled [27, 28]. In the Learning Automata (LA) literature this scheme is

referred to as Bayesian Learning Automata (BLA) [28].

In TS, to quickly shift from exploring reward probabilities to reward maximization, one recursively es-

timates the reward probability of each arm using a Bayesian filter. To determine which arm to play, one

obtains a reward probability sample from each arm, and the arm that provides the highest value is pulled.

The selected arm triggers a reward, which in turn is used to perform a Bayesian update of the arm’s reward

probability estimate. As a result, TS selects arms with a frequency proportional to the posterior probability

that the arm is optimal.[28]

TS has turned out to be among the top performers for traditional MAB problems [28, 29], supported by

theoretical regret bounds [30, 31]. It has also been been successfully applied to contextual MAB problems

[32], Gaussian Process optimization [33], Distributed Quality of Service Control in Wireless Networks [34],

Cognitive Radio Optimization [35], as well as a foundation for solving the Maximum a Posteriori Estimation

problem [36].
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4 Walk-BN-EPP

The MAP problem is NP-complete [24], and thus cannot be solved efficiently for large networks in general.

Accordingly, to allow solutions to be found for large CSO-EPPs, we will in this section introduce a novel

inference scheme, Walk-BN-EPP. Walk-BN-EPP is designed to take advantage of the particular characteristics

of the BN-EPP DAG structure and is based on WalkSAT [37], a well-known and effective solver for the NP-

complete Boolean satisfiability (SAT) problem.

Note that our decision to design a dedicated algorithm for BN-EPP does not mean that existing general

MAP solvers, such as Variable Elimination, Belief Propagation and the various evolutionary algorithms [38],

cannot be used. On the contrary, they work quite well on small- and medium sized CSO-EPPs. However,

since they do not take advantage of the BN-EPP’s unique structure, they scale poorly. Thus, by introducing

Walk-BN-EPP we expand the class of problems that can be solved with BN-EPP.

Walk-BN-EPP is based on WalkSAT [37], a successful algorithm for solving the NP-complete Boolean

satisfiability (SAT) problem [39]. In all brevity, in SAT the goal is to find a truth value assignment for the

variables of a Boolean expression that makes the overall expression evaluate to ”True”, thus satisfying the

expression. The Boolean expression is a propositional logic formula that consists of a conjunction of Boolean

clauses. The overall strategy of WalkSAT can be summarized as follows. One repeatedly selects one of the

Boolean variables randomly, negate its value, and then observe whether the new truth value increases the

total number of Boolean clauses satisfied. If the number of satisfied clauses does not increase, then with

high probability one reverts the negated Boolean variable to its original state. Otherwise, the new state is

kept. This simple iterative procedure is repeated until all the clauses are satisfied. Hence, one could say that

WalkSAT performs a random walk with a drift towards ”better” truth value assignments, that is, assignments

with an increasing number of clauses satisfied.

Walk-BN-EPP is inspired by Walk-SAT in the sense that we divide Walk-BN-EPP into two steps: (1)

Generate an initial configuration that partitions the objects by sampling from BN-EPP using forward sam-

pling. (2) Improve the initial partitioning by applying a random walk with a drift towards more probable

partitionings, that is, BN variable state configurations with higher MAP. The two steps are laid out in

Algorithm 2, and we here explain them in more detail.

Initialization Step. In order to perform a Walk-SAT inspired random walk, we need an initial state

configuration for the variables in BN-EPP. This initial configuration should ideally be as close as possible

to the solution we seek, to reduce the length of the random walk. To achieve this, we sample an initial

configuration from a rough estimate of the posterior probability distribution, one object Oβi at a time,

starting with Oβ1 . That is, the state assigned to Oβi is sampled from P (Oβi |Xβ , {Oβk}i−1k=1) using the

traditional Likelihood-Weighted (LW) sampling algorithm [24]. Since the ”Pairwise relations” fragment

follows deterministically from the ”Partitions” fragment, the states of the nodes Aβ are then also given.

When all of the object nodes, Oβi ∈ Oβ , have been assigned a state in this manner, we use this configuration

as an initial solution candidate for the random walk. The details of the initialization step are covered by

12



lines 1-5 in Algorithm 2.

Note that constraints forces the posterior probability of any violating assignment to zero, with the re-

maining probabilities renormalized. As an example, assume that we have 16 objects and 4 partitions. We

have already placed 4 objects into partition number 3. To place the 5th object, use LW sampling and obtain

P (Oβ5) = {0.1, 0.7, 0.2, 0.0} from the BN. Note that the fourth probability becomes zero due to the previous

assignment of objects to the corresponding partition, reflecting a full partition. To place the 5th object we

then sample a partition from P (Oβ5
). That is, we select partition 1 w.p. 0.1, partition 2 w.p. 0.7 and parti-

tion 3 w.p. 0.2. In this example, let us assume that we sampled partition 1. The 5th object is thus assigned

to this partition. We repeat this process for each object, taking into account the choices of all previously

assigned objects, until all objects have been assigned to a partition.

The Walk-SAT Based Search. In the second step of our algorithm (lines 6-22), we seek to iteratively

improve the initial configuration from the initialization step. We do this by performing a Walk-SAT inspired

random walk over the state space of candidate partitions. The random walk consists of iteratively swapping

the partition of randomly selected pairs of objects, (Oβi , Oβj ) ∈ Oβ×Oβ , with the intent of gradually moving

towards more probable object partitions, and ultimately, the most probable partitioning (i.e., the solution to

the MAP problem). Let the set Otβ = {Oβ1
= o1, Oβ2

= o2, . . . , Oβi = oi, . . . , Oβj = oj , . . . , Oβn = on} be

the current configuration of the network before two randomly selected objects, Oβi and Oβj , swap partitions.

Further, let Ot+1
β = {Oβ1 = o1, Oβ2 = o2, . . . , Oβi = oj , . . . , Oβj = oi, . . . , Oβn = on} be the configuration

produced by the swap. Finally, let the log probability, Cq, of a configuration q be defined as follows:

Cq = logP (Oqβ) =
∑

1≤k≤N
logP (Oβk = ok|parents(Oβk))

with parents(Oβk) being the parents of the node Oβk in BN-EPP.

To systematically refine the current configuration, we always switch from configurationOtβ to configuration

Ot+1
β if the log probability Ct is greater than Ct+1 (we accept the new configuration). If, on the other hand,

the log probability decreases, we instead reject the new configuration, Ot+1
β , with probability 1−ε. Otherwise,

we accept the new configuration. Note that in the algorithm, U(0, 1) refers to a uniform distribution over

the interval [0, 1].

As an example assume that C4 = −15.3, we then pick one objects from two different partitions, say

object number 4 and 10 and swap their location. Calculating C5 = −14.9 we observe that C5 is greater than

C4, thus we accept the new state O5
β . For the next step, we select object 1 and 2 and swap their locations.

However, calculating C6 = −20.2 we see that the previous state, O5
β , has a larger log probability than the

new configuration. Therefore we revert to the original configuration with probability 1 − ε, else, w.p. ε we

keep the new, though inferior configuration. This process is then repeated for a predefined number of steps

T and the best observed configuration is presented as the solution.
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Algorithm 2: Walk-BN-EPP

Data: Bayesian network BN-EPP, ε - probability of accepting an inferior state, and T - the number of
steps to execute.

Result: MAP configuration
1 for i := 1 to W do

2 Estimate πi = P (Oβi |Xβ , {Oβk}i−1k=1) using LW.
3 Draw a single sample from πi: s ∼ πi.
4 Set the state of object i: Oβi = s

5 end
6 O0

β = {Oβ1
= o1, Oβ2

= o2, . . . , Oβn = on}
7 C0 = CalculateLogProbability(O0

β)

8 Omaxβ := O0
β

9 Cmax := C0

10 for t := 1 to T do
11 Oβi , Oβj = PickTwoRandomObjects()
12 Otβ := SwapPartitionsOfObjects(Oβi , Oβj ,Ot− 1β)

13 Ct := CalculateLogProbability(Otβ)

14

15 if Cmax < Ct then
16 Omaxβ := Otβ
17 Cmax := Ct

18 end
19 if Ct < Ct−1 and U(0,1) < 1− ε then
20 Otβ := Ot−1β

21 Ct := Ct−1

22 end

23 end
24 return Omaxβ
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Table 6: Walk-BN-EPP results for different configurations on the r4w16 problem with 100 observations and
p=0.75. Each data point is the average of a 1000 independent trials.

Walk Iterations 50 100 500 1000 2000 4000

Random Prior 0.005 0.02 0.039 0.05 0.057 0.064
TS with 50 samples 0.007 0.039 0.048 0.056 0.069 0.070
TS with 250 samples 0.061 0.066 0.063 0.085 0.11 0.10

5 Experimental Results on Walk-BN-EPP

To evaluate the on-line performance of BN-EPP and Walk-BN-EPP, we will here study convergence speed

and accuracy empirically. The main question is how many observations, or queries, are required to obtain

a correct partitioning of the objects, for various stochastic environments. Since the response to queries is

stochastic, we will measure average performance over a large ensemble of independent trials.

We will explore two different kinds of stochastic environments. The first one is generated environments,

where data is generated directly from an underlying SO-EPP problem. The data could for instance be

generated from a SO-EPP with three partitions and nine objects (abbreviated r3w9) and a predefined level

of noise. The second one is real-world environments, where an underlying perfect partitioning does not

necessarily exist. Here data is separated into two parts, one part for training and one part for testing. The

goal is then to solve the SO-EPP at hand using the training data, in such as manner that we maximize the

performance on the unseen test data.

5.1 Impact of Walk-BN-EPP Parameter Settings

To evaluate the impact of the various parameters available in Walk-BN-EPP, we first solve the r4w16 (four

partitions and 16 objects) problem using likelihood-weighted sampling with different number of random walk

steps, as well as the number of samples used to estimate a maximum posterior initial configuration. Not

surprisingly, as seen in Table 6, increasing the number of steps in the random walk significantly enhances the

performance of Walk-BN-EPP. In addition, we observe that increasing the number of samples used to estimate

an initial configuration increases performance further. Indeed, by applying our likelihood-weighted sampling

algorithm by the modest number of 250 samples per object, we obtain an 1120% increase in probability of

finding the configuration that provides the maximum posterior probability.

5.2 Applying Spectral Clustering (SC) to SO-EPP

The SC algorithm cannot be directly applied to SO-EPP. In order to compare our BN-EPP scheme with

SC, we therefore here introduce a new variant of the SC algorithm. Vanilla SC takes a graph G = (V,E)

represented by a transition matrix T as input. By inspecting the eigen-vectors of T , SC then generates a

predefined number, R, of clusters C = {C1, C2, . . . , CR} [21]. To find T we simply row normalize the count

matrix M = {mij} where mij is the number of times object i and j have appeared together in a query.
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However, the number of objects in each cluster is not constrained to be n as SO-EPP requires. So to

balance C we find the subset of clusters C− ⊂ C that have an incorrect number of objects. Let µi be the

euclidean mean of the objects of Ci as given by T . The fitness of a single object ok in Ci is then defined as

the cosine similarity between object ok row in T and µi.

We then iteratively remove the least fitting object from all clusters that have a surplus of objects. Once

all clusters have n or less objects, we greedily insert the removed objects, one-by-one, into the cluster where

the object fits the most, and where there also is available space for the object.

This simple, yet effective, opens up for using SC to solve SO-EPP.

5.3 Empirical Comparison with Pursuit Object Migration Automaton (POMA)

and Spectral Clustering

The Pursuit Object Migration Automaton (POMA) [8] represents state-of-the-art for solving EPP. We here

compare our novel BN-EPP approach with POMA and other state-of-the-art approaches, focusing on:

• Accuracy of convergence, i.e., how many requests do we need to observe before we are able to correctly

partition the objects.

• Probability of convergent requests (degree of noise).

For each experiment configuration, ten thousand individual trials were performed in order to minimize vari-

ance in our results. To avoid bias, we further independently selected a random optimal partitioning of the

objects for every trial, and made sure that all algorithms were exposed to an identical sequence of incoming

queries.

Unlike POMA, which requires a predetermined number of parameters (denoted N, τ and κ as in the

original paper), BN-EPP is a parameter free scheme. Note that the Walk-BN-EPP scheme for doing inference

on BN-EPP does require two parameters, namely, the number of steps for the random walk and the number

of samples used to estimate an initial maximum posteriori distribution. We here report the results of POMA

using the standard choice of 10 states (N = 10) [8, 5, 4] for all of the experiment configurations. For τ (noise

tolerance) and κ (estimation phase length) we use the settings from the original paper [8]. For the warehouse

experiment, a random search singles out the parameter values κ = 9000 and τ = 0.0003 for high performance.

We have generated a diverse range of scenarios, and each scenario has been used to generate 1000 in-

dependent random trials to minimize variance. The results can be found in Table 7. Here, the notation

rXwY refers to an EPP problem where X is the number of partitions and Y is the total number of objects.

In the table, we observe that BN-EPP’s accuracy on generated scenarios greatly exceed the state-of-the-art

POMA as well as SC. The reasoning behind this is that POMA uses a very simple threshold scheme based

on Maximum Likelihood to determine if a request is convergent or divergent. If this predefined threshold (τ)

is wrong then POMA will either assume that all requests are convergent or that all are divergent. BN-EPP,

on the other hand, directly quantifies the uncertainty associated with the requests by estimating p – the

16



probability of a convergent request. In Figure 6 we have plotted the probabilities BN-EPP assigned to the

different p values from time step to time step. A major feature of BN-EPP is that it maintains a probability

distribution spanning the whole object partitioning solution space, while POMA only works from a single

configuration instance. We further believe that the ability of BN-EPP to track p explains why BN-EPP

infers the correct partitioning significantly faster than POMA. From Table 7 it is clear that BN-EPP and SC

the superior choices for solving generated SO-EPP scenarios where the data clearly forms a solution, with

BN-EPP outperforming SC slightly. However, we shall see in Section 5.4 that SC does not exhibit this level

of performance when faced with real-word data that does not conform as strictly to the problem definition.

The reason for this is that SC implicitly imposes very strong bias onto how the data is formed, making it

excellent when the problem data fits perfectly with the bias.

Table 7: The average number of objects that are wrongly placed for BN-EPP, POMA, and SC for different
generated scenarios with p = 0.6. The results are average values, obtained from 1000 independent trials to
minimize variance.

Scenario T BN-EPP POMA SC
r2w4 10 0.30 0.55 0.32
r3w6 50 0.04 0.87 0.04
r3w9 100 0.05 1.86 0.06
r6w12 200 0.00 1.48 0.02
r4w12 200 0.01 3.42 0.20
r2w12 200 0.41 1.89 1.29
r5w15 400 0.00 4.97 0.31
r3w15 400 0.00 4.85 0.08
r3w18 800 0.00 4.62 1.13
r6w18 800 0.00 6.50 0.16
r9w18 800 0.00 2.48 0.12

Figure 6: Probability of the different p values for R = 3 and W = 9. The left plot covers the scenario where
the true probability of convergent requests p is 0.9, while the right plot shows the results for convergent
request probability 0.6.
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5.4 Empirical Results for Warehouse Optimization

To demonstrate the applicability of BN-EPP, we evaluate our scheme using one month (30 days) of real-world

point-of-sale transaction data from a grocery outlet (collected in [3]). Each transaction Tk is a subset of the

set of all unique articles O, where |O| = 169. In total there are 9835 transactions. Each article is labeled by

its type of product, e.g. ice-cream instead of the actual brand. The number of articles per transaction vary

wildly from orders of size 32 down to single article transactions. The mean number of objects per transaction

is 4.4, with a standard deviation of 3.5.

Note that the above data-set does not provide a physical layout of the grocery outlet. Therefore, we here

assume that the objects are to be partitioned among 13 different sections of the store in such a manner that

the time each customer spend travelling between sections is minimized when collecting the articles on their

shopping list (transaction Tk).

In addition, as discussed in the introduction, we introduce constraints on the placement of objects, listed

in Table 1 transforming the problem from a SO-EPP problem to a CSO-EPP problem. However, as neither

OMA/POMA nor SC does support CSO-EPP, we will include results for SO-EPP.

To measure solution effectiveness, we track how many warehouse sections, v, a consumer must visit to

collect all the wares on his shopping list. We then assume that the experienced cost of travel doubles for each

new unique section the consumer must visit. As an example, if a customer needs to visit 3 different sections

the cost of that transaction becomes 23 = 8.

We evaluate the effectiveness of BN-EPP using 5 fold cross validation, where we select 1 fold for training

and 4 folds for testing. We report the mean cost of the transactions in the test set. The 5-fold cross validation

is performed 1000 times to estimate expected effectiveness. For Walk-BN-EPP, we used the parameter settings

of likelihood-weighted sampling with 100 samples per object and 1000 iterations for the walk phase. Table

8 demonstrate that Walk-BN-EPP significantly outperform the state-of-the-art by obtaining nearly half the

loss compared to POMA and SC. Even when imposing the rules from Table 1, rendering the optimization

problem significantly harder, we obtain comparable loss to the other schemes, with the other contenders

(solving the easier SO-EPP) having no such rules imposed on their solution. One reason for the effectiveness

of Walk-BN-EPP can be the Bayesian global perspective used to guide the search, which is in contrast to the

heuristic local search employed by the competing approaches.

We would finally like to remark that our experiments show that POMA [8] seems to be highly dependent

on the hyper-parameters. During our random search we often observed POMA obtaining a low loss on parts

of the data with a particular set of hyper-parameters, only for the loss to be much higher than average for

other part of the dataset with the same hyper-parameters.
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Table 8: Effectiveness of Walk-BN-EPP, POMA and SC on the grocery dataset [3] as measured in number of
sections traveled (5-fold cross validation). In physical terms, we can see that Walk-BN-EPP roughly halves
the number of sections a customer has to visit on average to find all groceries on the shopping list.

Walk-BN-EPP (CSO-EPP / SO-EPP) POMA (SO-EPP) OMA (SO-EPP) SC (SO-EPP)
Mean 61.6 / 30.6 56.0 68.1 61.6
Std.Dev 6.1 / 4.5 7.0 6.5 14.4

6 Conclusion and Further Work

In this paper we have presented a novel approach to the Constrained Stochastic Online Equi-Partitioning

Problem (CSO-EPP), namely, the Bayesian Network EPP model and inference scheme. We have demon-

strated how the various components of BN-EPP interact and that BN-EPP significantly outperform existing

state-of-art, not only in speed of convergence, but also in its ability to estimate the stochastic properties of the

underlying environment. From a history of object arrivals, we are able to predict which objects will appear

together in future arrivals. To enable BN-EPP to deal with larger data sets we introduced Walk-BN-EPP, a

WalkSAT inspired solver for BN-EPPs. Walk-BN-EPP was then applied to a real-world warehouse problem

and shown to significantly outperform state-of-the-art inference schemes, even when constraining the solution

space in terms of real-world constraints.

We also introduced an adaption of Spectral Clustering (SC) for SO-EPP and showed that its performance

on generated SO-EPP scenarios came close to BN-EPP, however it was clearly outperformed by BN-EPP on

more complex real-world datasets [3].

In our future work, we intend to investigate how the BN-EPP approach can be expanded to cover other

classes of stochastic optimization problems such as graph partitioning and poset ordering problems, poten-

tially outperforming generic off-line techniques such as Particle Swarm Optimization (PSO) [40], Genetic

Algorithm (GA) [41] or Ant Colony Optimization (ACO) [42].
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Abstract

The multi-armed bandit problem forms the foundation for solving a wide range of online
stochastic optimization problems through a simple, yet effective mechanism. One simply
casts the problem as a gambler who repeatedly pulls one out of N slot machine arms,
eliciting random rewards. Learning of reward probabilities is then combined with reward
maximization, by carefully balancing reward exploration against reward exploitation. In
this paper, we address a particularly intriguing variant of the multi-armed bandit problem,
referred to as the Stochastic Point Location (SPL) problem. The gambler is here only told
whether the optimal arm (point) lies to the “left” or to the “right” of the arm pulled,
with the feedback being erroneous with probability 1 − π. This formulation thus targets
optimization in continuous action spaces with both informative and deceptive feedback.
To tackle this class of problems, we formulate a compact and scalable Bayesian represen-
tation of the solution space that simultaneously captures both the location of the optimal
arm as well as the probability of receiving correct feedback. We further introduce the ac-
companying Thompson Sampling guided Stochastic Point Location (TS-SPL) scheme for
balancing exploration against exploitation. By learning π, TS-SPL also supports deceptive
environments that are lying about the direction of the optimal arm. This, in turn, allows
us to address the fundamental Stochastic Root Finding (SRF) problem. Empirical results
demonstrate that our scheme deals with both deceptive and informative environments,
significantly outperforming competing algorithms both for SRF and SPL.

Keywords: thompson sampling, searching on the line, probabilistic bisection search,
deceptive environment, stochastic point location

1. Introduction

Research on the Stochastic Point Location (SPL) problem (Oommen, 1997) has delivered
increasingly efficient schemes for locating the optimal point on a line. In all brevity, the
optimal point must be found based on iteratively proposing candidate points, with each
candidate revealing whether the optimal point lies to the candidate’s left or to its right.
The provided directions can be erroneous, and the goal is to locate the optimal point with

∗. A preliminary version of some of the results of this paper appears in the Proceedings of AIAI’15.
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as few non-optimal candidate proposals as possible. The SPL problem can also be cast
as an agent that moves on a line, attempting to locate a particular location λ∗. The
agent communicates with a teacher that notifies the agent whether its current location λ is
greater or lower than λ∗. However, the teacher is of a stochastic nature and feeds the agent
erroneous feedback with probability 1− π.

Despite the simplicity of the SPL problem, SPL schemes have provided novel solu-
tions for a wide range of problems. Intriguing applications include the estimation of non-
stationary binomial distributions (Yazidi et al., 2012b), communication network routing
(Oommen et al., 2007), and meta-optimization (Oommen et al., 2009). Furthermore, re-
cent research that addresses the related Stochastic Root-Finding (SRF) problem provides
promising solutions for parameter estimation, transportation system optimization, as well
as supply chain optimization (Chen and Schmeiser, 2001; Pasupathy and Kim, 2011).

State-of-the-art. Adaptive Step Searching (ASS) (Tao et al., 2013) is currently the
leading approach to solving SPL problems, although it is outperformed by Hierarchical
Stochastic Searching on the Line (HSSL) (Yazidi et al., 2012a) in highly volatile non-
stationary environments (Tao et al., 2013). Optimal Computing Budget Allocation (OCBA)
has also been applied to SPL (Zhang et al., 2015) and provides stable solutions while con-
verging slightly slower than ASS. Unfortunately, these state-of-the-art schemes fail when
noise increases beyond a certain degree, which happens when the majority of obtained direc-
tions mislead rather than guide. Indeed, by naively following the directions provided under
such circumstances, one is systematically led away from the optimal point. We refer to
these kinds of problem environments as deceptive environments, as opposed to informative
ones, which are explained in more detail below.

To the best of the authors’ knowledge, the pioneering CPL-AdS (Oommen et al., 2003)
scheme was the first known approach handling deceptive SPL environments. CPL-AdS relies
on two consecutive phases. In the first phase, a sequence of intelligently selected questions is
used to classify the environment as either informative or deceptive. By spending a sufficient
amount of time in this phase, the classification can be made arbitrarily accurate. In the
second phase, a regular SPL scheme is applied, except that the directions obtained are
reversed if the problem environment was classified as deceptive in the first phase. This
means that the scheme may have to remain in the first phase for an extensive amount of
time to ensure that the problem environment is correctly classified, otherwise, one risks
being systematically misled in the second phase. These properties largely render CPL-AdS
inappropriate for online or anytime problem solving.

Recently, HSSL has been extended by Zhang et al. to cover both informative and de-
ceptive environments, using a Symmetric HSSL (SHSSL) scheme (Zhang et al., 2016). This
scheme essentially runs two HSSL schemes in conjunction: one regular, which handles in-
formative environments, and one that inverts all feedback from the environment, to handle
deceptive environments. The hierarchy navigation capabilities of HSSL are then exploited
to allow SHSSL to switch between the two HSSLs, depending on the nature of the environ-
ment. However, a significant limitation of HSSL, namely, that π must be larger than the
conjugate of the golden ratio, carries over to SHSSL. Indeed, SHSSL fails to converge for
π ∈ [0.382, 0.682], which amounts to approximately 30% of the feasible values for π. This
is in contrast to the approach we propose in this paper, as well as to CPL-AdS (Oommen
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et al., 2003), since both of these schemes operate along the whole range of π (apart from
π = 0.5).

To cast further light on the challenges lined out above, we here introduce the N-Door
Puzzle as a framework for modeling deception. We also propose an accompanying novel
solution scheme — Thompson Sampling guided Stochastic Point Location (TS-SPL). The
TS-SPL scheme handles both SPL and SRF problems, and is capable of simultaneously
solving the problem as well as determining whether we are dealing with an informative or a
deceptive environment. As we shall see, not only does this scheme handle an arbitrary level
of noise, but it also outperforms current state-of-the-art techniques in both informative and
deceptive environments.

The N-Door Puzzle. In the book ”To Mock a Mockingbird” (Smullyan, 1988) the
following puzzle is formulated: ”Someone was sentenced to death, but since the king loves
riddles, he threw this guy into a room with two doors. One leading to death, one leading
to freedom. There are two guards, each one guarding one door. One of the guards is a
perfect liar, the other one will always tell the truth. The man is allowed to ask one guard
a single yes-no question and then has to decide, which door to take. What single question
can he ask to guarantee his freedom?” To avoid spoiling the puzzle for the reader, we omit
the solution here and note that asking a double negative question will often be the correct
course of action for these types of puzzles.

The above puzzle can be generalized by increasing the number of doors. Instead of
deciding between merely two doors, the prisoner now faces N doors, with a guard posted
between each pair of doors. Only a single door leads to freedom, the remaining doors lead
to death. Every day at sunrise, the prisoner is allowed to ask one of the guards whether
the door leading to freedom is to the left or to the right of the guard. However, only a
fixed proportion of the guards answers truthfully, the rest are compulsive liars. Further,
the guards are randomly assigned a position at each sunrise, and thus, knowing who lies
and who tells the truth is impossible. As an additional complication, depending on the
mood of the king, the prisoner may be ordered to walk through a door of his choice at an
arbitrary day. Therefore, to save his life, it is imperative that the prisoner determines as
quickly as possible which door leads to freedom.

Specifically, let π =
#truthful guards

#guards
be the fraction of truthful guards. Since the

guards are randomly assigned a position each day, the probability of obtaining a truthful
answer is governed by π. If π < 0.5 then the majority of the guards are compulsive liars,
and the guards as an entity can be characterized as being deceptive. Conversely, if π > 0.5
then the majority of the guards are truthful and the guards can be seen as informative.
For completeness, we mention that the puzzle is unsolvable for the case where π is exactly
equal to 1

2 , since it is then impossible to obtain any information on neither the nature of
the doors nor the guards.

Thompson Sampling. The Thompson Sampling (TS) principle was introduced by
Thompson already in 1933 (Thompson, 1933) and now forms the basis for several state-of-
the-art approaches to the Multi-Armed Bandit (MAB) problem — a fundamental sequential
resource allocation problem that has challenged researchers for decades. At each time step
in the MAB problem, one is offered to pull one out of N bandit arms, which in turn triggers a
stochastic reward. Each arm has an underlying probability of providing a reward, however,
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these probabilities are unknown to the decision maker. The challenge is thus to decide
which of the arms to pull at each time step, to maximize the expected total number of
rewards obtained (Bubeck and Cesa-Bianchi, 2012).

In all brevity, TS seeks to achieve the above goal by quickly shifting from exploring
reward probabilities to maximizing the number of rewards obtained. This is achieved by
recursively estimating the underlying reward probability of each arm, using Bayesian filter-
ing of the rewards obtained so far. TS then simply selects the next arm to pull based on
the Bayesian estimates of the reward probabilities (one reward probability density function
per arm).

The arm selection strategy of TS is rather straightforward, yet surprisingly efficient.
To determine which arm to pull, a single candidate reward probability is sampled from
the probability density function of each arm. The arm with the highest sample value is
the one pulled next. The outcome of pulling this arm is in turn used to perform the next
Bayesian update of the arm’s reward probability estimate. It is this simple scheme that
makes TS select arms with frequency proportional to the posterior probability of being
optimal, leading to quick convergence towards always selecting the optimal arm.

TS has turned out to be among the top performers for traditional MAB problems
(Granmo, 2010; Chapelle and Li, 2011), supported by theoretical regret bounds (Agrawal
and Goyal, 2012, 2013a; Dong and Van Roy, 2018). It has also been successfully applied
to contextual MAB problems (Agrawal and Goyal, 2013b), constrained Gaussian process
optimization (Glimsdal and Granmo, 2013), distributed quality of service control in wireless
networks (Granmo and Glimsdal, 2013), cognitive radio optimization (Jiao et al., 2016), as
well as a foundation for solving the maximum a posteriori estimation problem (Tolpin and
Wood, 2015).

Pure Exploration Bandits. Throughout this paper we assume that each SPL prob-
lem potentially takes part in a larger system consisting of multiple SPL problems, and not
necessarily operating in isolation. From existing applications in the literature, such as web
crawler load balancing (Granmo et al., 2007), it is clear that the value of an SPL scheme
does hinge upon its ability to cooperate and interact with other decision makers. Such
cooperation demands predictable behaviour from the individual decision makers, as well
as coordinated balancing of exploring new solution candidates against maintaining good
solution candidates. Without such an ability, the system as a whole will not be able to sys-
tematically move towards the more promising areas of the search space, gradually focusing
in on an optimal configuration. Therefore, in this paper we omit a direct comparison with
schemes that rely on a ”fixed sampling then decide” approach, such as unimodal bandits
(Jia and Mannor, 2011). For the same reason, we will not investigate purely exploitative
bandits (Even-Dar et al., 2006; Jamieson et al., 2014; Audibert and Bubeck, 2010; Gabillon
et al., 2011; Karnin et al., 2013), bandits that have a predefined finite time horizon and
whose performance is only measured at the end of that horizon. Such algorithms are free
to explore without any negative impact, and this allows them to outperform traditional
exploitation-exploration bandits such as TS and UCB in scenarios where exploitation is not
required.1

1. There also exists a wide spectrum of techniques and schemes in the literature on the topic of searching
with noise. See for instance (Pelc, 2002) for a comprehensive survey. These are unable to handle
unknown and deceptive environments, with stochastic directional feedback, and are therefore not directly
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Paper Contributions. In this paper, we introduce a novel scheme for solving the SPL
problem, namely, TS-SPL. At the core of TS-SPL, we find a compact and scalable Bayesian
representation of the SPL solution space. This Bayesian representation simultaneously cap-
tures both the location of the optimal point (bandit arm) as well as the probability of
receiving correct feedback. We further introduce an accompanying scheme for balancing
exploration against exploitation, based on TS. By learning π, TS-SPL also supports de-
ceptive environments that are lying about the direction of the optimal arm. This, in turn,
allows us to solve the fundamental SRF problem. More specifically, the contributions of the
paper can be summarized as follows:

1. We introduce a novel TS-SPL scheme that represents the solution space of N-Door
Puzzles, and thus SPL problems, in terms of a Bayesian model. As opposed to compet-
ing solutions that merely maintain and refine a single candidate solution, our Bayesian
model encompasses the complete space of candidate solutions at every time instant.

2. We formulate a compact and scalable Bayesian representation of the solution space
that simultaneously captures both the location of the optimal point (arm), as well
as the probability of receiving correct feedback. This Bayesian representation of the
problem opens up for efficient exploration and exploitation of the solution space with
TS.

3. We link TS-SPL to so-called stochastic bisection search; and unify accompanying
methods under the umbrella of TS.

4. Similarly, we enhance the Soft Generalized Binary Search (SGBS), Probabilistic Bisec-
tion Search (PBS) and Burnashev-Zigangirov Algorithm (BZ) by introducing novel
parameter free solutions that take advantage of our Bayesian model of the N-door
puzzle and the SPL problem. This approach eliminates previous reliance on knowing
the exact degree of noise affecting the system to be optimized.

5. We provide the first unified empirical comparison of the key state-of-the-art SPL- and
SRF solvers.

6. We finally demonstrate the empirical performance of TS-SPL for both SPL and SRF
problems. TS-SPL outperforms the state-of-the-art algorithms in both informative
and deceptive environments, except for the SGBS and BZ schemes with correctly
specified observation noise.

Paper Outline. The paper is organized as follows. In Section 2, we present our
scheme for TS guided SPL (TS-SPL). We first introduce the Bayesian model of the N-door
puzzle. Based on the Bayesian model, we then formulate our TS-based scheme that balances
solution space exploration against reward maximization. We further extend selected state-
of-the-art solution schemes with our Bayesian N-door puzzle model. This extension removes
the need for knowing the observation noise beforehand. In Section 3, we provide extensive
empirical results comparing TS-SPL with state-of-the-art schemes for both SPL and SRF.
We conclude in Section 4 and point to promising directions for further work.

comparable to SPL solution schemes. We have therefore not included this class of techniques in the
present paper.
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2. Thompson Sampling Guided Stochastic Point Location

In this section, we introduce the TS-SPL scheme. The scheme can be summarized as follows.
At the core of TS-SPL we find a Bayesian model of the N-Door Puzzle. Formally, we repre-
sent an instance of the N-door puzzle as a tuple (λ∗, π∗) ∈ D × T , where D = {d1, . . . , dN}
is the set of doors and T ∈ [0, 1] is the truthfulness of the guards. Let (λ∗, π∗) be the partic-
ular N-door puzzle faced. A novel aspect of TS-SPL is that instead of maintaining a single
or a limited set of candidate solutions, we instead maintain a posterior distribution over
the whole solution space, (λ, π) ∈ D × T . This distribution is conditioned on the feedback
already obtained up to time step n, allowing us to single in on (λ∗, π∗) as the number of
time steps increases, ultimately converging to (λ∗, π∗).

Assuming no prior information, we assign a uniform distribution over D × T , i.e., all
puzzle instances are equally probable. By gradually refining the posterior distribution over
D×T , we can select guards to question in a goal-oriented manner. In all brevity, we sample
a solution candidate (λc, πc) from D × T , selecting the guard to the left or to right of λc.
The answer of the selected guard is then used to update our posterior distribution. By
repeating this procedure, the expected probability of the underlying N-door puzzle instance
(λ∗, π∗) increases monotonically, reducing the probability of other puzzle instances. In
effect, given enough iterations, TS-SPL will correctly identify the door leading to freedom
as the posterior probability of (λ∗, π∗) approaches unity.

2.1 Bayesian Model of the N-Door Puzzle

The main purpose of the Bayesian model is to facilitate the efficient calculation of a posterior
distribution over the possible N-door puzzle instances, D × T . Since the prisoner does not
initially know which problem instance he is facing, and since the observations are stochastic,
we cast D and T as two random variables. We further assume that D and T are independent
of each other. Furthermore, the information we obtain from questioning the guards is
represented as a set of random variables Q = {Q1, . . . , Qn}, with each random variable
Qk representing the answer from question k. Finally, we assume that the outcomes of the
individual questions Qk ∈ Q are independent when conditioned on D and P . For each
question Qk, we can then compute the probability of the answer (”left” or ”right”) that we
received from the guard, as summarized in Table 1.

Guard to the left of door to freedom P (left | guard, door, t) = t

P (right | guard, door, t) = 1− t
Guard to the right of door to freedom: P (left | guard, door, t) = 1− t

P (right | guard, door, t) = t

Table 1: Conditional door probabilities

As an example, let us assume that the truthfulness of the guards is t = 0.75. If for
instance the guard to the left of door d4 replies that the door leading to freedom lies to
his left, we can infer that all doors to the left have the likelihood of t = 0.75 of leading
to freedom, and all the doors to the right have the likelihood 1 − t = 0.25 of leading to
freedom.
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Applying Bayes Theorem to P (Q|d, t), defined in Table 1, we are able to derive closed-
form expressions for the posterior distributions of both D and T . The derivation of P (d|Q),
d ∈ D, follows [the derivation of P (t|Q), t ∈ T , is analogous, and is left out here for the
sake of brevity]:

P (d|Q) =
∑

t∈T
P (d, t|Q) (1)

∝
∑

t∈T
P (Q|d, t)P (d, t) (2)

=
∑

t∈T
P (Q|d, t)P (d)P (t) (3)

=
∑

t∈T
Q̂Q+P (d)P (t) (4)

Above, Q̂ =
∏n−1
k=1 P (Qk|d, t) and Q+ = P (Qn|d, t). Further, (2) follows directly from

Bayes Theorem. We obtain (3) as a result of the independence of D and T , and (4) from
the independence between the questions in Q. This leads to the following two equations for
updating our knowledge about both the door probabilities (5) and the truthfulness of the
guards (6).

P (d|Q) ∝
∑

t∈T
Q̂Q+P (d)P (t) (5)

P (t|Q) ∝
∑

d∈D
Q̂Q+P (d)P (t) (6)

2.2 Guard Selection

We have now formally determined how we can transform information from the guards
into a probability distribution over which door leads to freedom. However, as mentioned
previously, we also face a trade-off between exploring different doors and zeroing in on the
best door found so far. To handle this trade-off, we model the door selection as a so-called
Global Information MAB (GI-MAB) (Atan et al., 2015).

To decide which door should be selected at each iteration, we solve the GI-MAB by
utilizing the principle of TS. Here, the selection process is simply to select a random door
proportional to the probability that this door is the one that leads to freedom. Once the
door has been selected, we need to decide which of the guards to query: the guard to the
left or to the right of the door selected. We do this by randomly selecting one of the guards,
again proportional to the sum of the probabilities of the doors next to each guard. Let us
assume for instance that we have three doors dk, 1 ≤ k ≤ 3 with the probabilities of leading
to freedom: P (d1) = 0.1, P (d2) = 0.2, P (d3) = 0.7. Then, according to the TS principle,
these are also the probabilities we use to sample a particular door. Note that since the
answer obtained from each guard affects the complete probability distribution over D (the
probability associated with every door is updated), we have a GI-MAB as opposed to a
traditional MAB.
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2.3 Improving State-of-the-Art Schemes with the Bayesian Model of the
N-Door Puzzle

A main advantage of TS-SPL compared to similar schemes is the utilization of the Bayesian
model that enables TS-SPL to operate without knowing the problem parameters in advance.
Due to TS-SPL’s close connection to the Probabilistic Bisection Search (PBS) (Horstein,
1963), Noisy Generalized Binary Search (NGBS) (Nowak, 2008) and the BZ algorithm
(Burnashev and Zigangirov, 1974), we will here use our Bayesian TS-SPL model to also
make these other schemes parameter free.

Probabilistic Bisection Search

The goal of PBS2 (Waeber et al., 2013; Nowak, 2008) is to locate an unknown point X∗ ∈
[0, 1]. To acquire intelligence on the location of X∗, one queries an oracle of the relation
between a point x and X∗. The oracle responds by informing whether x is on the left or
the right side of X∗. If we assume that the oracle is always telling the truth, then the well-
known deterministic bisection search, which halves the search space with each query, can
be employed to efficiently find X∗. However, in PBS we assume that the Oracle provides
correct answers with probability p ∈ (0.5, 1.0] and erroneous ones with probability 1− p.

The PBS can be traced back to Horstein (Horstein, 1963). In PBS a probability distribu-
tion is mapped over the search space and is gradually updated using a Bayesian methodology
under the assumption that the environment noise p is known a priori. The search space is
then continuously explored using the median of the posterior distribution as the point of
interest. It has been shown that PBS has a geometric rate of convergence under the latter
assumptions (Waeber et al., 2013).

As the noise p is assumed to be given, one can simply invoke (7) to calculate the posterior
distribution:

P (d | Q) ∝ P (Q | d) P (d). (7)

Here, P (Q | d) is the conditional probability of obtaining answer Q (point to the right).
That is, for every location d to the left of X∗, the probability that the oracle directs the
decision maker to the right is P (Q | d) = p. And conversely, P (Q | d) = 1− p for d to the
right of X∗.

To explicitly represent PBS’ dependence on knowing p beforehand, we can cast (7) in
terms of (5) and (6). The resulting model is identical to TS-SPL, with the major difference
that PBS employs the median to explore the search space. We denote this new and improved
scheme PBS-M.

We also observe that due to its simple nature, PBS is particularly well-suited for parallel
computing environments (Pallone et al., 2014), as opposed to more traditional stochastic
approximation methods (Kushner and Yin, 1987).

PowerTest-Probabilistic Bisection Search

In a recent paper, Frazier et al. (Frazier et al., 2019) demonstrated an alternative approach
to removing the dependency of PBS on knowing the fixed noise probability p. Instead of

2. In this context this scheme also covers the Stochastic Binary Search
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applying a Bayesian prior over p, as done in TS-SPL, they introduce a frequency-based ap-
proach, referred to as PowerTest-PBS (PT-PBS). PT-PBS is based on repeatedly sampling
the underlying function g(x) until a pre-specified confidence α is archived on a hypothesis
test over the sign of the feedback of g(x). They further demonstrated that the asymptotic
convergence of PT-PBS is similar to that of Stochastic Approximation (SA).

Generalized Binary Search

The Generalized Binary Search (GBS) problem can be formulated as follows (Nowak, 2008,
2011). Consider a collection of unique binary-valued functions H defined on a domain X.
Each h ∈ H is defined as a mapping from X to {−1, 1}. Assume that there exists an
optimal function h∗ ∈ H that produces the correct binary labeling for each x ∈ X. For
each query x ∈ X, the value of h∗(x) is observed, possibly corrupted by independent binary
noise. The objective is then to determine the function h∗ using as few queries as possible.
In this paper, we restrict H to the class of threshold binary functions with the effect of
turning the GBS into an informative N-door puzzle.

If the feedback is noiseless then the problem simplifies to the combinatorial problem of
finding an optimal decision tree in the H space, a problem that Hyafil and Rivest showed
to be NP-complete (Hyafil and Rivest, 1976; Nowak, 2011).

The Soft-Decision Generalized Binary Search (SDGB-Search) (Nowak, 2008, 2011) is
the state-of-art algorithm for finding h∗(x) ∈ H when the probability of binary noise is less
than 1/2, that is, for informative environments.

Similar to TS-SPL, SDBG-search employs a probabilistic model that for time step n
assigns a probability pn(h) to each h ∈ H. However, for each time-step, it decides which
x ∈ X is queried next based on a deterministic heuristic:

arg min
x∈X

∑

h∈H
|p(h)h(x)| (8)

SDGB uses the following equation to determine and update pn(h) at each time step:

pi+1(h) ∝ pi(h)β(1−zi(h))/2(1− β)(1+zi(h))/2. (9)

Here, zi(h) = h(xi)yi and yi ∈ {−1, 1} are the responses from h∗(xi). Simplifying (9), we
observe that zi(h) represents an AND operator that takes on the value 1 if h(xi) is equal
to h∗(xi) and -1 otherwise. Furthermore, we note that since zh(i) ∈ {−1, 1}, then one of
1− zi(h) and 1 + zi(h) will have to take the value 2, while the other takes the value 0.

By applying the transformation π = 1− β, we can rewrite (9) as:

pi+1(h) ∝=

{
pi(h)× π if yi = h∗(xi)

pi(h)× (1− π) else
(10)

.

This update scheme is identical to the one in PBS and thus suffers from the same
limitation (noise probability is assumed to be known a priori). In the same manner as we
enhanced PBS by employing our Bayesian TS-SPL scheme, we can make SDGB parameter-
free using (5,6). In the following, we will denote this improved version of SDGB as SDGB-M.
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Burnashev-Zigangirov Algorithm

The Burnashev-Zigangirov (BZ) algorithm (Burnashev and Zigangirov, 1974) is one of the
most widely used algorithms for solving the discrete PBS problem and has in particular been
used in active learning (Singh et al., 2006; Castro and Nowak, 2006). The BZ algorithm
searches for a point θ∗ that is located on a line. This line is discretized into m bins and we
are only allowed to query the borders of the bins for the direction of θ∗. The BZ algorithm
suffers from the same practical limitation as PBS and SDGB, namely a dependency on
knowing the exact noise level.

We will now show how the BZ algorithm can be improved in a similar fashion as PBS
and SDGB, leveraging our Bayesian model. Let ai(j) denote the probability of θ∗ residing
in bin Ii at time-step j. The probability mass function (pmf) of all the bins is therefore
a(j) = {a1(j), a2(j), . . . , am(j)} with its cumulative density function (cdf) denoted as A(j).

To decide which point to investigate next (i.e., decide a value forXj+1), the BZ algorithm
selects one of the two closest points to the median of a(j). We denote this point k = k(j+1).
The binary response variable Yj+1 = 1{X(j+1) ≥ θ∗} is observed with probability 1 − α,
whereas Yj+1 = 1{X(j+1) < θ∗} is observed with probability α (the noise probability).

To update the probability distribution over a(j), we introduce β = 1 − α and τ =
2A(k(j + 1))− 1. For i ≤ k, we then have

ai(j + 1) = ai(j)

{
2α

1−τ(β−α) if Yj+1 = 0
2β

1+τ(β−α) if Yj+1 = 1

and for i > k we have:

ai(j + 1) = ai(j)

{
2β

1−τ(β−α) if Yj+1 = 0
2α

1+τ(β−α) if Yj+1 = 1

To make the BZ algorithm parameter-free, we first note that for any given noise t ∈ T ,
we have that β = t, α = 1 − t, β − α = 2t − 1, and τ = Ak(j) − (1 − Ak(j)). After some
simple algebraic manipulations, it turns out that the updating scheme of the BZ algorithm
is identical to PBS except that:

1. The BZ algorithm calculates the normalizing factor as a part of the updating rule
instead of using the likelihood value, and then later normalizes as PBS does.

2. The BZ algorithm samples on the interval edges while PBS samples the midpoints of
each interval.

To obtain an enhanced parameter-free version of the BZ algorithm, we simply replace
α as a pre-determined constant with a prior distribution that we marginalize out using (5)
and (6). We denote the resulting scheme BZ-M.

3. Empirical Results

In this section, we evaluate the performance of TS-SPL empirically, in comparison with
competing schemes. We investigate both the effect that the various parameter settings

10



Thompson Sampling Guided Stochastic Searching on the Line

have on the behavior, as well as the capability of TS-SPL to handle different applications,
including SPL and SRF problems. Unless otherwise noted, the empirical results report the
average of 10 000 independent trials.

For some of the applications we investigate here, we do not find any existing scheme that
handles deceptive environments. Instead, the schemes we identified assume that feedback is
on average informative. To make the comparison fair, we thus introduce TS-SPL-INF, which
is configured with the precondition that the feedback is informative. This modification also
serves to exemplify one of the advantages of our Bayesian approach — we can tailor the
the prior distribution of the noisy probability for the task at hand. Note that this informed
prior is equivalent to the priors we use for the other probability theory based schemes we
introduced in this paper, namely, PBS-M and SDGB-M.

Further note that we apply a fixed set of parameter values across the whole suite of
experiments, set to optimize overall performance. For SHSSL (Zhang et al., 2016) and
HSSL (Yazidi et al., 2012a) we used a tree branching factor of D = 8, and for ASS (Tao
et al., 2013) we set Nmax = 256 and Nmin = 1. For OCBA (Zhang et al., 2016), we set
n0 = 15 and θ = 1/256. We additionally set the confidence γ of PT-PBS (Frazier et al.,
2019) to 0.55 based on a comprehensive brute force search for the best value. The prior used
for TS-SPL is uniform over the unit interval and is discretized as |D| = 201 and |T | = 101.
For the informative schemes TS-SPL-INF, PGA-M, SGDB-M, BZ-M, we use the same prior
for the doors as for TS-SPL, |D| = 201 however, we use a uniform prior over the interval
(0.5, 1] for truthfulness, with |T | = 51.

We will in the following subsections investigate (1) the effect of different priors on TS-
SPL; (2) TS-SPL’s ability to identify the nature of the underlying stochastic environment;
(3) the ability to solve the SPL problem; and (4) performance on SRF problems – a par-
ticularly intriguing class of deceptive environments that arises naturally as a result of the
properties of stochastic root finding.

3.1 Sensitivity to Discretization and Distribution of Prior

Although TS-SPL is a parameter free scheme, it depends on defining D × T , the set of
all possible N-Door Puzzles, and then formulating a prior distribution over this space. We
here investigate to what degree the performance of TS-SPL is affected by the degree of
discretization, that is, the cardinality of D × T .

To measure performance, we count how many time steps passes before 95% of the
probability mass is contained within the target interval I, that is, P (I|Observed History) ≥
0.95. We refer to this event as convergence of the learning process.

From Table 2, we observe that the cardinality of D, in fact, does affect the performance
of TS-SPL. As |D| increases, so does the time it takes before TS-SPL converges. However,
it is evident that the relationship between convergence time and |D| is non-linear. Indeed,
the increase in convergence time is insignificant even when doubling the number of doors
from 3200 to 6400. The behaviour reported in the table thus indicates a logarithmic relation
between |D| and convergence time.

To see how the cardinality |T | of T affects performance, we increase |T | from 50 to 3200,
fixing |D| to 100. From Table 3, it is clear that |T | does not significantly affect performance.
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|D| : 100 200 400 800 1600 3200 6400

Convergence Steps: 31.4 36.0 38.9 39.4 39.3 40.2 40.9

Table 2: Convergence steps for TS-SPL solving the N-Door Puzzle with λ∗ = 0.15, I =
{0.15± 0.01}, T = {0.8}, and π = 0.8.

|T | : 50 100 200 400 800 1600 3200

Convergence Steps: 51.6 50.8 48.4 52.1 51.0 52.4 52.1

Table 3: Convergence steps for TS-SPL solving the N-Door Puzzle with λ∗ = 0.15, I =
{0.15± 0.01}, |D| = 101, and π = 0.8.

Another advantage of our Bayesian scheme is the ability to incorporate prior information
to guide the algorithm. On the other hand, specifying an incorrect prior can potentially
deteriorate performance instead of enhancing it. In Table 4, we provide performance results
from employing an informed prior over T and D. With the correct underlying values
λ∗ = π = 0.85, we specify three types of priors: Correct ∝ N(µ = 0.85, σ = 0.3), Incorrect
∝ N(µ = 0.15, σ = 0.3) and Flat (all solutions equally probable), denoted C, I, and F,
respectively. We can see the effect of these different priors in Table 4. In brief, having a
correct prior over the doors contributes more to convergence time than having a correct
prior over the truthfulness of the guards. The disadvantage of setting an incorrectly biased
prior is also evident, as the flat prior performs better than any combination involving a
incorrectly biased prior.

3.2 Tracking the Truthfulness of the Environment

An interesting property of TS-SPL is its ability to provide a distribution over the truth-
fulness π of the environment. This can be a significant advantage because information on
π can be leveraged in various ways. As an example, information on π can be used in the
case of repeated trials, where the information from previous trials can be used as a prior in
subsequent trials, greatly increasing convergence speed (cf. Section 3.1). Figure 1 plots the
probability of each level of noise as the TS-SPL progresses with noise probability π = 0.15
(a highly deceptive environment). As seen, TS-SPL is capable of quickly estimating π
accurately.

3.3 Stochastic Point Location

The N-Door Puzzle, as outlined in the introduction, is dependent on two variables λ∗ and
π∗, with λ∗ specifying the door leading to freedom and π∗ the truthfulness of the guards.
Since the N-Door Puzzle does not pose any spatial requirements on the placements of the
doors we can generate a mapping from the N-Door Puzzle to the SPL problem by uniformly
placing the doors over the unit interval.

We here use so-called regret to measure performance because not all of the schemes
evaluated in this section are Bayesian. Regret is further typical for evaluating multi-armed
bandit algorithms Regret can be stated as the cumulative penalty from selecting sub-optimal
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Door Truthfulness Convergence

F F 36.4

F C 35.7

F I 41.2

C F 30.2

C C 30.0

C I 40.5

I F 46.4

I C 45.2

I I 113.1

Table 4: Convergence steps for TS-SPL solving the N-Door Puzzle with different priors:
C - Correct Prior, F - Flat Prior, I - Incorrect prior. Here, λ∗ = 0.85, I = {0.15 ± 0.01},
|T | = |D| = 101, and π = 0.85.
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Figure 1: TS-SPL maintains a posterior distribution over π. Here, the true underlying
value of π is 0.15. The figure shows the posterior distribution of π after various number
of iterations during a single run of TS-SPL. As seen, TS-SPL obtains a sharply peaked
posterior over π after only 20 iterations.
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actions. In the case of SPL we define regret as the (unsigned) distance between the selected
point x and the optimal point λ∗.

3.3.1 Informative SPL

We first evaluate the performance of TS-SPL and TS-SPL-INF on an informative SPL
problem, in comparison with algorithms designed to handle informative environments. To
the best of our knowledge this is the first time both the family of PBS based schemes and
the family of SPL based schemes are compared.

The performance of the different schemes is summarized in Table 5. One significant ob-
servation is the performance difference between the Learning Automata (LA) based schemes
(HSSL and SHSSL) and the Bayesian schemes. It is clear that performance-wise, Bayesian
schemes significantly outperform the LA based schemes. However, it should be noted that
the LA based schemes require less memory and run faster than the Bayesian ones due to
their simplicity.

As seen in Table 5, the distance |12−λ∗| is an important metric for how hard a particular
SPL problem is to solve. This can be explained by the fact that most schemes start exploring
from the center. Thus, if λ∗ is far from the center, such a scheme needs more evidence before
it starts exploring the peripheral regions of the search space. This is particularly apparent
for PBS-M as its performance peaks in the case where λ∗ = 0.25, even when faced with
significant noise (π = 0.65).

Since PBS-M pursues the median of the probability distribution, we can say that PBS-M
is conservative in its exploration. This is because it takes significant more evidence to move
the point of exploration compared to TS-SPL. TS-SPL, on the other hand, has a tendency to
explore too much. Indeed, as noted by Lattimore (Lattimore, 2015), using TS for exploration
can lead to over-exploration when facing high variance distributions. In the low noise
scenarios, however, NGBS-M is the most efficient scheme, exploring deterministically. For
PT-PBS, we observe throughout all the experiments significantly worse performance than
PBS-M. We thus omit the PT-PBS results for the remaining experiments, focusing on
PBS-M instead.

Finally, from Table 6 we observe that TS-SPL-INF exhibits the lowest standard deviation
overall, and is consequentially the scheme that consistently perform closest to its expected
regret for every trial. This is in sharp contrast to PBS-M who outperform TS-SPL when
it comes to average regret, but is unable to do so consistently. NGBS-M also displays
significant variance in high noise scenarios.

3.3.2 SPL in Deceptive Environments

With the underlying π taking on values in the interval [0, 1], we test TS-SPL, CPL-AdS
(Oommen et al., 2003) and SHSSL (Zhang et al., 2016) for speed of convergence as well as
accumulation of regret. However, since CPL-AdS operates in a two-phase manner, direct
comparison with TS-SPL and SHSSL is inappropriate (the latter schemes also operate
online). Oommen et al. states that this decision phase needs approximately 200 time steps
(Oommen et al., 2003), and by this time TS-SPL is already close to converging to the actual
solution. Table 7 further explores this difference. As seen, TS-SPL outperforms CPL-AdS
by several orders of magnitude, also outperforming SHSSL.
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Avg Regret λ∗ = 0.25 Avg Regret λ∗ = 0.85 Avg Regret λ∗ = 0.95

TS-SPL 29.2 / 9.8 / 5.1 36.4 / 12.9 / 6.2 57.3 / 20.3 / 10.1

TS-SPL-INF 22.2 / 7.3 / 3.7 22.5 / 7.7 / 3.8 23.9 / 8.7 / 4.3

PBS-M 9.8 / 4.0 / 2.6 32.7 / 14.2 / 8.5 52.1 / 29.6 / 16.9

PT-PBS 245.4 / 247.5 / 247.4 548.2 / 751.5 / 785.2 551.4 / 815.0 / 828.4

BZ-M 23.5 / 5.9 / 2.2 27.5 / 6.3 / 2.5 35.1 / 9.6 / 3.4

NGBS-M 36.9 / 3.5 / 1.0 48.9 / 4.5 / 1.5 68.5 / 7.1 / 2.3

ASS 45.8 / 17.0 / 6.7 30.4 / 8.9 / 3.6 38.8 / 11.7 / 3.9

OCBA 70.8 / 47.4 / 35.2 89.9 / 55.8 / 37.1 112.1 / 78.4 / 48.8

HSSL 117.3 / 23.1 / 8.2 111.7 / 16.7 / 4.8 131.5 / 19.1 / 5.3

SHSSL 152.2 / 32.6 / 11.8 151.8 / 23.5 / 6.5 175.1 / 26.1 / 7.3

Table 5: Average regret for the different schemes in an informative SPL. The result is
reported in the format a/b/c, where a is the average regret for π = 0.65, b for π = 0.75,
and c for π = 0.85. The number of time steps per trial is 1000.

Std. dev. λ∗ = 0.25 Std. dev. λ∗ = 0.85 Std. dev. λ∗ = 0.95

TS-SPL 16.8 / 5.9 / 2.6 20.5 / 6.5 / 3.1 30.9 / 10.3 / 4.6

TS-SPL-INF 13.8 / 4.2 / 2.0 14.2 / 4.4 / 2.5 15.7 / 5.7 / 2.4

PBS-M 15.2 / 10.3 / 10.2 69.1 / 40.9 / 31.5 94.2 / 71.1 / 56.6

PT-PBS 20.1 / 19.0 / 13.6 145.6 / 31.0 / 22.8 192.1 / 60.5 / 55.8

BZ-M 30.4 / 8.9 / 3.1 40.8 / 9.8 / 4.9 48.8 / 15.3 / 5.3

NGBS-M 68.5 / 8.9 / 0.9 83.7 / 13.6 / 1.4 108.7 / 19.4 / 1.6

ASS 51.6 / 22.4 / 10.1 47.8 / 15.7 / 5.4 62.3 / 23.1 / 4.6

OCBA 46.2 / 27.6 / 19.4 63.9 / 43.9 / 25.6 76.1 / 64.6 / 41.9

HSSL 71.7 / 16.1 / 4.6 83.6 / 16.1 / 4.2 94.8 / 19.4 / 4.5

SHSSL 89.7 / 23.5 / 6.2 108.5 / 23.4 / 5.8 126.5 / 27.7 / 6.4

Table 6: Standard deviation for the different schemes in an informative SPL. The result is
reported in the format a/b/c, where a is the standard deviation for π = 0.65, b for π = 0.75,
and c for π = 0.85. The number of time steps per trial is 1000.
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π = 0.85 π = 0.15

TS-SPL (λ∗ = 0.85) 6.2 6.2

CPL-AdS (λ∗ = 0.85) 501.6 / 354.9 842.8/502.3

PBS-M (λ∗ = 0.85) 31.5 77.5

BZ-M (λ∗ = 0.85) 4.9 352.5

NGBS-M (λ∗ = 0.85) 1.4 191.2

SHSSL (λ∗ = 0.85) 6.5 6.5

Table 7: Cumulative regret for the deceptive SPL problem after N = 1000 time steps. For
CPL-AdS, we report both the total accumulated regret, as well as regret obtained after the
nature of the environment has been decided.

Another interesting observation is that the performance of TS-SPL is symmetric around
0.5. Further note that SHSSL fails to converge for π ∈ [0.382, 0.682], as stated earlier.
Hence, SHSSL is effectively operating with a 30% smaller search space for π than both
TS-SPL and CPL-AdS.

After modifying PBS, NGBS and BZ to support a Bayesian model of truthfulness, we
can use the same prior that we apply in TS-SPL also for these schemes, leading to PBS-M,
NGBS-M and BZ-M. The effect of this enhancement to existing schemes is summarized in
Table 7. As clearly seen, the query selection method for these schemes is not suited to
handle deceptive environments.

3.4 Stochastic Root-Finding

The deterministic root finding problem concerns locating a root x∗ of a function g(x),
defined over an interval (a, b) [i.e., finding x∗, g(x∗) = 0]. We assume that g(x) is unknown,
however, an oracle returns the value of g(x) at any point x queried. The problem is then
how to determine the root x∗ using as few queries as possible. One approach to solving
the deterministic root finding problem is the Bisection Method. This approach halves the
search space in each iteration by continually querying the oracle using the midpoint of the
remaining search space.

If the response from the oracle is noisy, we obtain the SRF problem (Pasupathy and
Kim, 2011). We define the SRF problem as follows. For any x ∈ (0, 1), the oracle generates
a sample Y (x) = g(x) + wnoise, where wnoise is a random variable with mean zero. Let
S(x) denote the sign of Y (x): S(x) = sgn[Y (x)]. Notice that the noise wnoise may render
sgn[Y (x)] different from sgn[g(x)]. Thus, with noisy feedback, the Bisection Method may
discard the wrong half of the search space. The challenge is then how to select a sequence
of queries x1, x2, . . . , xn to gather information on x∗, so that the final query xn is close to
x∗, |xn−x∗| < ε, despite the noise (Waeber et al., 2011). Note that in the SRF problems we
investigate here, S(x) returns sgn[g(x)] with probability π and −sgn[g(x)] with probability
1− π.

The traditional approach to solving SRF problems is to apply a variant of Stochastic Ap-
proximation (SA) (Robbins and Monro, 1951; Kiefer and Wolfowitz, 1952). Implementation-
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wise SA methods3 extend or modify the iterative Newton-Raphson algorithm to handle
noise:

xn+1 = xn − anYn(xn)

where {an} is a sequence of step lengths that decreases as n increases.

Approaches for applying SA to the SRF problem has been extensively studied in the
literature. It is outside the scope of this article to give a full literature review, however,
interested readers are referred to surveys in recent studies (Lai, 2003; Asmussen and Glynn,
2007; Pasupathy and Kim, 2011). As there exists a myriad of different SA approaches, we
have selected one of the more fundamental ones to form a basis for contrasting the different
schemes.

Note that the SA approach we use here requires that g(x) is monotonic. This can be
explained as follows. The main difference between SRF and SPL is that, unlike SPL, the
SRF oracle does not directly provide feedback on the direction of the root x∗ from the
query location x. However, for monotonic g(x), one can obtain this direction from the sign
of Y (x), S(x) ∈ {−1, 1} and from the derivative g′(x) of g(x). If g(x) is increasing and
S(x) = 1, then the direction derived from the oracle is ”to the left of x” [and ”to the right”
if S(x) = −1]. Conversely, if g(x) is decreasing and S(x) = 1, then the direction obtained
is ”to the right of x” [and ”to the left” if S(x) = −1].

TS-SPL, on the other hand, does not need to know the derivative of g(x). Indeed,
g(x) does not even need to be monotonic. Instead, TS-SPL merely requires an arbitrary
mapping of the sign S(x) to a direction. One could, for instance, define positive to mean
”left”, S(x) = 1 ⇒ left, and negative to mean ”right”, S(x) = −1 ⇒ right. If it turns
out that the opposite is the case, TS-SPL will recognize that the feedback is deceptive and
still solve the problem. An informative scheme, on the other hand, will be misled in such a
deceptive environment.

Informative SPL schemes can also be used for SRF problems. However, then we need
an initial sampling step that decides the nature of the function g(x). Learning whether the
function g(x) starts above zero and falls below zero, or vice versa, can be done by repeatedly
querying a single point on the edge of the interval (0, 1), obtaining multiple samples from
either S(x). In brief, by estimating E[S(x)], we can decide the nature of g(x). To gain
insight into how many repeated samples are sufficient for estimating E[S(x)] accurately, we
employ the two sided Hoeffding’s inequality P (|X̄ − E[X̄]| ≥ δ) ≤ 2e−2nδ2 . Here, X̄ is the
average of n queries at x and δ is a value such that |π− 1

2 | ≥ δ. Setting the rhs. equal to p

and solving for n, we obtain n ≥ − log(p/2)
2δ2

. Plugging in for δ = 0.05 and p = 0.99 we obtain
dne = 62. Thus we are 99% sure of our estimate of S(x), given that |π − 0.5| ≥ 0.05.

The functions that we use to measure performance and compare schemes are illustrated
in Figure 2. From Table 8, 9 and 10 it is clear that TS-SPL is the most efficient root
solver among state-of-the-art schemes. We believe this largely comes from the fact that it
simultaneously learns the nature of the oracle (informative or deceptive), as well as trying
to locate the root x∗. In addition, there is the risk that the sampling procedure that the
other schemes apply to determine which direction g(x) is increasing may conclude with
the wrong answer. If this happens, none of the schemes depending on the sampling will

3. The form of SA shown here is also referred to as Classical Stochastic Approximation (CSA) as it closely
resembles the original form proposed by Robbins and Monro (Pasupathy and Schmeiser, 2010).
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Figure 2: The three functions A, B and C for benchmarking stochastic root finding schemes.

Func A Avg Regret. π = 0.65 Avg Regret. π = 0.75 Avg Regret π = 0.85

TS-SPL 46.0 17.1 8.6

TS-SPL-INF 55.2 (24.3) 39.1 ( 8.1 ) 35.0 ( 4.1 )

PBS-M 55.1 (24.2) 40.3 ( 9.3 ) 35.2 ( 4.2 )

NGBS-M 53.4 (22.4) 35.3 ( 4.3 ) 32.9 ( 1.9 )

BZ-M 63.8 (32.8) 39.9 ( 8.9 ) 33.8 ( 2.8 )

SA 32.4 14.8 5.4

ASS 80.4 (49.4) 38.7 ( 7.7 ) 33.5 ( 2.5 )

HSSL 60.4 (29.4) 45.5 ( 14.6 ) 35.8 ( 4.8 )

SHSSL 62.8 20.2 6.7

CPL-AdS 162.1 (107.9) 146.3 (97.4) 135.3 (90.1)

Table 8: Average residuals for the different schemes when finding the root of the monotonic
function A under various noise levels. The root is x∗ = 0.07104. The results are given
in the format ”average residuals (average residuals after sampling)” for each scheme. For
CPL-AdS the sampling period is the estimation period (epoch 0) as defined by the scheme.
The number of iterations per trial is 250.
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Func B Avg Regret. π = 0.65 Avg Regret. π = 0.75 Avg Regret π = 0.85

TS-SPL 47.1 17.8 8.5

TS-SPL-INF 53.8 ( 22.9 ) 39.5 ( 8.5 ) 35.1 ( 4.1 )

PBS-M 41.1 ( 10.2 ) 35.3 ( 4.31 ) 33.3 ( 2.3 )

SGBS-M 50.6 ( 19.7 ) 35.7 ( 4.7 ) 33.0 ( 2.0 )

BZ-M 60.3 ( 29.4 ) 39.6 ( 8.7 ) 33.6 ( 2.6 )

SA 175.1 204.5 223.3

ASS 81.6 ( 50.6 ) 39.5 ( 8.7 ) 40.2 ( 9.0 )

HSSL 85.3 ( 54.4 ) 50.6 ( 19.6 ) 39.0 ( 8.0 )

SHSSL 75.4 30.8 12.7

CPL-AdS 117.9 (109.3) 116.7 (107.1) 144.9 (96.5)

Table 9: Average residuals for the different schemes when finding the root of the quadric
function B under various noise levels. The root is x∗ = 0.9270. The results are given in the
format ”average residuals (average residuals after sampling)” for each scheme. For CPL-
AdS the sampling period is the estimation period (epoch 0) as defined by the scheme. The
number of iterations per trial is 250.

Func C Avg Regret. π = 0.65 Avg Regret. π = 0.75 Avg Regret π = 0.85

TS-SPL 36.9 13.7 6.4

TS-SPL-INF 52.8 ( 21.9 ) 38.8 ( 7.8 ) 34.9 ( 3.9 )

PBS-M 49.6 ( 18.7 ) 39.2 ( 8.3 ) 34.3 ( 3.3 )

SGBS-M 47.2 ( 16.2 ) 34.6 ( 3.6 ) 32.5 ( 1.6 )

BZ-M 58.8 ( 27.9 ) 38.4 ( 7.4 ) 33.7 ( 2.7 )

SA 149.0 178.0 185.0

ASS 54.3 ( 23.4 ) 39 ( 8.0 ) 33.5 ( 2.5 )

HSSL 75.2 ( 44.3 ) 44.3 ( 13.4 ) 35.6 ( 4.6 )

SHSSL 56.5 18.4 6.4

CPL-AdS 153.0 (101.6) 156.2 (103.7) 165.0 (109.6)

Table 10: Average residuals for the different schemes when finding the root of the sinusoidal
function C under various noise levels. The root is x∗ = 0.8675. The results are given in the
format ”average residuals (average residuals after sampling)” for each scheme. For CPL-
AdS the sampling period is the estimation period (epoch 0) as defined by the scheme. The
number of iterations per trial is 250.
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converge towards the root x∗. A perhaps even stronger advantage of TS-SPL is that it can
be applied to a wide range of functions without regards to the presence of local extrema.
SA, on the other, only performs well for monotonic functions as exemplified in Table 8.

4. Conclusions and Further Work

In this paper, we investigated a novel reinforcement learning problem derived from the so-
called ”N-Door Puzzle”. This puzzle has the fascinating property that it involves stochastic
compulsive liars. Feedback is erroneous on average, systematically misleading the decision
maker. This renders traditional reinforcement learning (RL) based approaches ineffective
due to their dependency on ”on average” correct feedback.

To solve the problem of deceptive feedback, we recast the problem as a challenging
variant of the multi-armed bandit problem, referred to as the Stochastic Point Location
(SPL) problem. In SPL, the decision maker is only told whether the optimal point on a
line lies to the “left” or to the “right” of a current guess, with the feedback being erroneous
with probability 1−π. Solving this problem opens up for optimization in continuous action
spaces with both informative and deceptive feedback.

Our solution to the above problem, introduced in the present paper, is based on a novel
Bayesian representation of the solution space that is both compact and scalable. This model
simultaneously captures both the location of the optimal point, as well as the probability of
receiving correct feedback π. We further introduced an accompanying Thompson Sampling
(TS) guided Stochastic Point Location (TS-SPL) scheme for balancing exploration against
exploitation. By learning π, TS-SPL supports deceptive environments that are lying about
the direction of the optimal point.

We used TS-SPL to solve the Stochastic Point Location (SPL) problem and outper-
formed all of the Learning Automata driven methods. However, by enhancing the Soft
Generalized Binary Search (SGBS) scheme with our Bayesian representation of the solution
space, SGBS was able to outperform TS-SPL under informative feedback. For deceptive
SPL problems, TS-SPL outperformed all of the existing state-of-art schemes by several
orders of magnitude, even when the latter schemes were supported by our Bayesian model.

We also applied TS-SPL to the Stochastic Root Finding (SRF) problem. We further
demonstrated that SRF can be seen as a deceptive problem, allowing TS-SPL to outperform
existing dedicated state-of-art SRF schemes by an order of magnitude. Thus, TS-SPL can be
considered state-of-the-art for both deceptive SPL and for SRF, while yielding comparable
results to the top performing schemes in the case of informative SPLs.

Despite the above performance gains, TS-SPL is based on Thompson Sampling, which
is known to have a tendency to over-explore high variance reward distributions (Lattimore,
2015). In future work, it is therefore interesting to investigate mechanisms that eliminate
or reduce this tendency, to further increase convergence speed.

Another important avenue for future work is the establishment of theoretical results,
including proof of convergence, to corroborate the purely empirical findings presented in
this paper. We suggest that a promising starting point for such an endeavour would be
to combine the theoretical properties of TS (Agrawal and Goyal, 2012, 2013a; Dong and
Van Roy, 2018) with the theoretical results of PBS (Waeber et al., 2013; Frazier et al.,
2019), as they are closely related.
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Multi-bandit best arm identification. In Proceedings of the Advances in Neural Informa-
tion Processing Systems 24, pages 2222–2230, 2011.

Sondre Glimsdal and Ole-Christoffer Granmo. Gaussian process based optimistic knap-
sack sampling with applications to stochastic resource allocation. In Proceedings of the
24th Midwest Artificial Intelligence and Cognitive Science Conference 2013, pages 43–50.
CEUR Workshop Proceedings, 2013.

Ole-Christoffer Granmo. Solving two-armed bernoulli bandit problems using a bayesian
learning automaton. International Journal of Intelligent Computing and Cybernetics, 3
(2):207–234, 2010.

Ole-Christoffer Granmo and Sondre Glimsdal. Accelerated bayesian learning for decen-
tralized two-armed bandit based decision making with applications to the goore game.
Applied intelligence, 38(4):479–488, 2013.

Ole-Christoffer Granmo, B John Oommen, Svein Arild Myrer, and Morten Goodwin Olsen.
Learning Automata-based Solutions to the Nonlinear Fractional Knapsack Problem with
Applications to Optimal Resource Allocation. IEEE Transactions on Systems, Man, and
Cybernetics, Part B, 37(1):166–175, 2007.

Michael Horstein. Sequential transmission using noiseless feedback. IEEE Transactions on
Information Theory, 9(3):136–143, 1963.

Laurent Hyafil and Ronald L Rivest. Constructing optimal binary decision trees is np-
complete. Information Processing Letters, 5(1):15–17, 1976.

Kevin Jamieson, Matthew Malloy, Robert Nowak, and Sébastien Bubeck. lil’ucb: An opti-
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Abstract

The stochastic non-linear fractional knapsack problem
is a challenging optimization problem with numerous
applications, including resource allocation. The goal is
to find the most valuable mix of materials that fits within
a knapsack of fixed capacity. When the value functions
of the involved materials are fully known and differen-
tiable, the most valuable mixture can be found by direct
application of Lagrange multipliers. However, in many
real-world applications, such as web polling, informa-
tion about material value is uncertain, and in many cases
missing altogether. Surprisingly, without prior informa-
tion about material value, the recently proposed Learn-
ing Automata Knapsack Game (LAKG) offers arbitrar-
ily accurate convergence towards the optimal solution,
simply by interacting with the knapsack on-line.
This paper introduces Gaussian Process based Op-
timistic Knapsack Sampling (GPOKS) — a novel
model-based reinforcement learning scheme for solving
stochastic fractional knapsack problems, founded on
Gaussian Process (GP) enabled Optimistic Thompson
Sampling (OTS). Not only does this scheme converge
significantly faster than LAKG, GPOKS also incorpo-
rates GP based learning of the material values them-
selves, forming the basis for OTS supported balancing
between exploration and exploitation. Using resource
allocation in web polling as a proof-of-concept appli-
cation, our empirical results show that GPOKS consis-
tently outperforms LAKG, the current top-performer,
under a wide variety of parameter settings.

1 Introduction
The Internet can be seen as a massive collection of ever-
changing information, continuously evolving as web re-
sources are created, edited, deleted, and replaced (Pandey,
Ramamritham, & Chakrabarti 2003). Obtaining adequate
information from the Internet is crucial for many tasks, in-
cluding social media analytics, counter terrorism, and busi-
ness intelligence. It is thus important that the applied search
engines and web-monitoring frameworks are able to keep
their indexes and caches complete and up-to-date. Achiev-
ing this, of course, relies on detecting the changes that the
web resources undergo, typically by means of polling.

The problem of balancing polling capacity optimally
among web resources, with limited prior information, was

essentially unsolved until the Learning Automata Knap-
sack Game (LAKG) was introduced in 2006 as a generic
and adaptive solution to the so-called Stochastic Non-linear
Equality Fractional Knapsack (NEFK) Problem (Granmo et
al. 2006). Before that, the simplest and perhaps most com-
mon polling approach was to allocate the available polling
capacity uniformly among the web resources being moni-
tored, polling them all with the same fixed frequency, con-
strained by the available polling capacity. This uniform
polling strategy is clearly sub-optimal since web resources
evolve at different speed. For slowly changing web re-
sources, a high polling frequency translates into a corre-
spondingly large number of unfruitful polls. Conversely, for
quickly evolving web resources, a too low polling frequency
leads to potential loss of information or acting on out-dated
information. In brief, without balancing the allocation of
the available polling capacity, wasting resources polling one
resource may in turn prevent us from polling another more
attractive resource, thus degrading overall performance.

A two phase strategy has been proposed to address the
latter inefficiency: In the first phase, the uniform strategy is
applied, which allows the update probability of monitored
web resources to be estimated. By treating these probabil-
ity estimates as the true ones, Lagrange multipliers can be
applied to find an allocation of capacity that is optimal for
the estimated values (Pandey, Ramamritham, & Chakrabarti
2003). However, this method needs an arbitrary long esti-
mation phase to approach the optimal solution in the second
phase. That is, one either has to accept a sub-optimal final
solution because the update probability estimates are inac-
curate, or one must wait an extensive amount of time till
the estimates have become sufficiently accurate, allowing a
better solution in the second phase. Also note that evolving
update probabilities render the solution found with the latter
approach progressively more inaccurate.

This paper introduces Gaussian Process based Optimistic
Knapsack Sampling (GPOKS) — a novel scheme for solv-
ing stochastic knapsack problems founded on Gaussian Pro-
cess (GP) (Rasmussen & Williams 2006) based Thompson
Sampling (TS) (Thompson 1933; Granmo 2010), enhanced
by the principles of Optimistic TS (May et al. 2012). As
we shall see, not only does this scheme converge signif-
icantly faster than LAKG, GPOKS also incorporates GP
based learning of the material unit values themselves, form-



ing the basis for TS based exploration and exploitation. This
allows GPOKS to gradually shift from estimation to opti-
mization, starting with pure estimation and converging to-
wards pure optimization.

In (Granmo 2010) we reported a Bayesian technique for
solving bandit like problems, revisiting the Thompson Sam-
pling (Thompson 1933) principle pioneered in 1933. This
revisit lead to novel schemes for handling multi-armed and
dynamic (restless) bandit problems (Granmo & Berg 2010;
Gupta, Granmo, & Agrawala 2011a; 2011b), and empiri-
cal results demonstrated the advantages of these techniques
over established top performers. Furthermore, we provided
theoretical results stating that the original technique is in-
stantaneously self-correcting and that it converges to only
pulling the optimal arm with probability as close to unity as
desired. We now expand this principle to support Thompson
Sampling for Stochastic NEFK Problems.

1.1 Formal Problem Formulation
In order to appreciate the qualities of the Stochastic NEFK
Problem, it is beneficial to view the problem in light of the
classical linear Fractional Knapsack (FK) Problem. Indeed,
the Stochastic NEFK Problem generalizes the latter problem
in two significant ways. Both of the two problems are briefly
defined below.

The Linear Fractional Knapsack (FK) Problem: The
linear FK problem is a classical continuous optimization
problem which also has applications within the field of re-
source allocation. The problem involves n materials of dif-
ferent value vi per unit volume, 1 ≤ i ≤ n, where each
material is available in a certain amount xi ≤ bi. Let
fi(xi) denote the value of the amount xi of material i, i.e.,
fi(xi) = vixi. The problem is to fill a knapsack of fixed vol-
ume c with the material mix ~x = [x1, . . . , xn] of maximal
value

∑n
1 fi(xi) (Black 2004).

The Nonlinear Equality FK (NEFK) Problem: One im-
portant extension of the above classical problem is the Non-
linear Equality FK problem with a separable and concave
objective function. The problem can be stated as follows
(Kellerer, Pferschy, & Pisinger 2004):

maximize f(~x) =
∑n

1 fi(xi)
subject to

∑n
1 xi = c and ∀i ∈ {1, . . . , n}, xi ≥ 0.

Since the objective function is considered to be concave,
the value function fi(xi) of each material is also concave.
This means that the derivatives of the material value func-
tions fi(xi) with respect to xi, (hereafter denoted f ′i ), are
non-increasing. In other words, the material value per unit
volume is no longer constant as in the linear case, but de-
creases with the material amount, and so the optimization
problem becomes:

maximize f(~x) =
∑n

1 fi(xi),
where fi(xi) =

∫ xi

0
f ′i(xi)dxi

subject to
∑n

1 xi = c and ∀i ∈ {1, . . . , n}, xi ≥ 0.

Efficient solutions to the latter problem, based on the princi-
ple of Lagrange multipliers, have been devised. In short, the
optimal value occurs when the derivatives f ′i of the material

value functions are equal, subject to the knapsack constraints
(Bretthauer & Shetty 2002):

f ′1(x1) = · · · = f ′n(xn)∑n
1 xi = c and ∀i ∈ {1, . . . , n}, xi ≥ 0.

The Stochastic NEFK Problem: In this paper we gener-
alize the above nonlinear equality knapsack problem. First
of all, we let the material value per unit volume for any xi
be a probability function pi(xi). Furthermore, we consider
the distribution of pi(xi) to be unknown. That is, each time
an amount xi of material i is placed in the knapsack, we are
only allowed to observe an instantiation of pi(xi) at xi, and
not pi(xi) itself.1 Given this stochastic environment, we in-
tend to devise an on-line incremental scheme that learns the
mix of materials of maximal expected value, through a series
of informed guesses. Thus, to clarify issues, we are provided
with a knapsack of fixed volume c, which is to be filled with
a mix of n different materials. However, unlike the NEFK,
in the Stochastic NEFK Problem the unit volume value of a
material i, 1 ≤ i ≤ n, is a random quantity — it takes the
value 1 with probability pi(xi) and the value 0 with proba-
bility 1−pi(xi), respectively. As an additional complication,
pi(xi) is nonlinear in the sense that it decreases monotoni-
cally with xi, i.e., xi1 ≤ xi2 ⇔ pi(xi1) ≥ pi(xi2).

Since unit volume values are random, we operate with ex-
pected unit volume values rather than the actual unit volume
values. With this understanding, and the above perspective
in mind, the expected value of the amount xi of material i,
1 ≤ i ≤ n, becomes fi(xi) =

∫ xi

0
pi(u)du. Accordingly,

the expected value per unit volume2 of material i becomes
f ′i(xi) = pi(xi). In this stochastic and non-linear version
of the FK problem, the goal is to fill the knapsack so that
the expected value f(~x) =

∑n
1 fi(xi) of the material mix

contained in the knapsack is maximized. Thus, we aim to:

maximize f(~x) =
∑n

1 fi(xi),
where fi(xi) =

∫ xi

0
pi(u)du, pi(xi) = f ′i(xi)

subject to
∑n

1 xi = c and ∀i ∈ {1, . . . , n}, xi ≥ 0.

A fascinating property of the above problem is that the
amount of information available to the decision maker is
limited — the decision maker is only allowed to observe the
current unit value of each material (either 0 or 1). That is,
each time a material mix is placed in the knapsack, the unit
value of each material is provided to the decision maker. The
actual outcome probabilities pi(xi), 1 ≤ i ≤ n, however, re-
main unknown. As a result of the latter, the expected value of
the material mix must be maximized by means of trial-and-
error, i.e., by experimenting with different material mixes
and by observing the resulting random unit value outcomes.

1For the sake of consistency with previous work on the Stochas-
tic NEFK Problem, we here model stochastic material unit values
using Bernoulli trials. However, since GPOKS is based on Gaus-
sian Processes, the central limit theorem opens up for addressing
a number of other distributions too. Furthermore, there exist dedi-
cated kernel functions for a variety of distributions.

2We hereafter use f ′
i(xi) to denote the derivative of the ex-

pected value function fi(xi) with respect to xi.



1.2 Paper Contributions
The contributions of this paper can be summarized as fol-
lows:

1. We combine Bayesian modeling with reinforcement
learning to provide a novel solution to the Stochastic
NEFK Problem.

2. We propose the first reinforcement learning scheme that
combines Gaussian Processes (Rasmussen & Williams
2006) with Thompson Sampling (Thompson 1933;
Granmo 2010).

3. We introduce GP based sampling mechanisms in the spirit
of Optimistic Thompson Sampling (May et al. 2012) for
increased performance.

4. The resulting scheme persistently outperforms state-of-
the-art approaches when applied to resource allocation in
web polling.

These contributions form the first steps towards establishing
a new family of reinforcement learning schemes that pro-
vide on-line solutions to stochastic versions of classical op-
timization problems. This is achieved by carefully design-
ing Bayesian models that capture the nature of the optimiza-
tion problems, applying TS principles to address the explo-
ration/exploitation dilemma in on-line learning and control.

1.3 Paper Outline
In Section 2, we present our scheme for Gaussian Pro-
cess Based Optimistic Knapsack Sampling (GPOKS). We
start with a brief introduction to Gaussian Processes before
we propose how Gaussian Processes can enable Thomp-
son Sampling — the current leader when it comes to solv-
ing Bernoulli Bandit Problems (Granmo 2010) — for ex-
ploration and exploitation when solving on-line Stochastic
NEFK problems. Then, in Section 3, we define the web re-
source allocation polling problem in more detail, following
up with an evaluation of GPOKS compared with state-of-
the-art. We conclude in Section 4 and present pointers for
further work.

2 Gaussian Process Based Optimistic
Knapsack Sampling (GPOKS)

The conflict between exploration and exploitation is a well-
known problem in reinforcement learning, and other areas
of artificial intelligence. The multi-armed bandit problem
captures the essence of this conflict, and has thus occupied
researchers for over fifty years (Wyatt 1997). In brief, an
agent sequentially pulls one of multiple arms attached to a
gambling machine, with each pull resulting in a random re-
ward. The reward distributions are unknown, and thus, one
must balance between exploiting existing knowledge about
the arms, and obtaining new information.

We are here facing a similar problem, however, instead of
seeking the singly best material (bandit arm), we need to find
a mixture of materials, also referred to as a mixed strategy
in Game Theory. Recently, GP optimization has been ad-
dressed from a bandit problem perspective (Srinivas N. & M.
2010), allowing the GP to be explored globally with as few

evaluations as possible based on so-called upper confidence
bounds. Inspired by the success of GP based optimiza-
tion, we here propose a novel GP based model for stochastic
NEFK problems, where a collection of GPs captures the in-
dividual material unit values. Based on the GP colletion,
Thompson Sampling is applied to sample likely determinis-
tic NEFK problem instances from the GPs. These, in turn,
are solved based on Lagrange Multipliers, producing a po-
tential solution to the problem at hand.

2.1 Gaussian Processes based Representation of
Material Unit Value

A Gaussian Process (GP) is a stochastic process that rep-
resents a function as a multivariate Gaussian distribution
(Rasmussen & Williams 2006). It is specified as a tuple
GP = (µ(~x),K(·, ·)) where µ(·) is the mean function, typi-
cally assigned µ(~x) = ~0, andK(·, ·) is a kernel that specifies
the covariance matrix for the random vector ~x. In this paper,
we use the one dimensional Squared Exponential kernel (eq.
1), configured by the hyper parameters ~θ = {l, σ2

f , σ
2
n}.

K(xp, xq) = σ2
fexp(−

1

2l2
(xp − xq)2)) + σ2

nδpq (1)

Here l is the characteristic length-scale parameter that deter-
mines how rapidly the correlation should decay as the dis-
tance between xp and xq increases, σ2

f is the signal variance
and σ2

n is white noise (note that δpq here denotes the Kro-
necker delta between xp and xq). For further information on
GPs we refer to (Rasmussen & Williams 2006).

By way of example, Figure 1 illustrates how the posterior
distribution over possible material unit value functions for a
given material i can be represented by means of a GP. The
x-axis measures the amount of material, xi, while the y-axis
provides the material unit value f ′i(xi). The mean and 95%
confidence interval is included, as well as four samples indi-
cating possible candidates for f ′i(xi). Note that since the
Stochastic NEFK problem deals with non-increasing unit
value functions, f ′i(xi), we apply Rejection Sampling to
sample from the distribution of non-increasing functions.
Similarly, ”optimistic” sampling, as pioneered by May et al.
(May et al. 2012), is realized by rejecting sampled functions
that drop below the estimated mean.

2.2 Architectural Overview of GPOKS
Figure 2 provides an architectural overview of our scheme.
As illustrated in the figure, GPOKS operates as follows:

1. A collection of GPs, one Gaussian Process, GPi, for each
material i, attempts to estimate the material unit value
functions, f ′i(xi), 1 ≤ i ≤ n.

2. One candidate material unit value function, f̂ ′i(xi), 1 ≤
i ≤ n, is then sampled from each GPi , thus applying the
TS principle of sampling functions proportionally to their
likelihoods.

3. The DET-KS component in the architectue finds the opti-
mal material mixture M̂ = [x1, . . . ,xn] for the sampled
material unit value functions, f̂ ′i(xi), 1 ≤ i ≤ n, using
Lagrange multipliers.



Figure 1: Gaussian Process based representation of material
unit value
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Figure 2: GPOKS Architectural Overview

4. One of the materials is then selected by the Scheduler
component for evaluation, ensuring that each material i
is selected with a frequency that is proportional to the
amount of material, xi, assigned by M̂.

5. Finally, the Stochastic Environment, i.e., the Stochastic
NEFK, samples the true outcome probability function,
pi(xi), at xi, providing feedback vi to the corresponding
GPi, which updates its Bayesian estimate of f ′i(xi).

By following the above steps our goal is to gradually im-
prove our ”best guesses” so that each iteration successively
brings us closer to the optimal solution of the targeted
Stochastic NEFK problem.

2.3 Example Steps
Figure 3 and 4 show the GP based estimates for the unit
value of two materials, f ′1(x1) and f ′2(x2), after only 5 ma-
terial value observations. As can be seen, uncertainty about
the material unit value functions is significant, and the esti-
mated optimal material amounts M̂ = [x̂1, x̂2] are far from

x x x x x x x x xx xx

x x x x x x

xx

t

t
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Figure 6: Web resource changes occurring over time. An ’x’
on the time-lines denotes that the respective web resource
has changed.

the optimal amounts M = [x1, x2].
However, after 193 iterations of the GPOKS algorithm,

we observe a number of fascinating properties in Figure 5.
First of all, the Bayesian estimates of the material unit val-
ues, f ′1(x1) and f ′2(x2), have become more accurate. Fur-
thermore, we observe that the estimated optimal material
mixture is now much closer to the optimal mixture. Finally,
observe that the uncertainty concerning f ′1(x1) and f ′2(x2)
varies with x1 and x2. The beauty of Thompson Sampling is
that the observations are collected with gradually increasing
exploitation, zooming in on the areas that are most likely to
contain the optimal material mixture.

3 Application: Web Polling
Having obtained a solution to the model in which we set the
NEFK, we shall now demonstrate how we can utilize this
solution for the current problem being studied, namely, the
optimal web-polling problem.

Web resource monitoring consists of repeatedly polling
a selection of web resources so that the user can detect
changes that occur over time. Clearly, as this task can be
prohibitively expensive, in practical applications, the sys-
tem imposes a constraint on the maximum number of web
resources that can be polled per time unit. This bound is
dictated by the governing communication bandwidth, and by
the speed limitations associated with the processing. Since
only a fraction of the web resources can be polled within
a given unit of time, the problem which the system’s ana-
lyst encounters is one of determining which web resources
are to be polled. In such cases, a reasonable choice of ac-
tion is to choose web resources in a manner that maximizes
the number of changes detected, and the optimal allocation
of the resources involves trial-and-error. As illustrated in
Figure 6, web resources may change with varying frequen-
cies (that are unknown to the decision maker), and changes
appear more or less randomly. Furthermore, as argued else-
where, (Granmo & Oommen 2006; Granmo et al. 2006;
2007), the probability that an individual web resource poll
uncovers a change on its own decreases monotonically with
the polling frequency used for that web resource.

Although several nonlinear criterion functions for mea-
suring web monitoring performance have been proposed
in the literature (e.g., see (Pandey, Ramamritham, &
Chakrabarti 2003; Wolf et al. 2002)), from a broader view-
point they are mainly built around the basic concept of up-
date detection probability, i.e., the probability that polling a
web resource results in new information being discovered.
Therefore, for the purpose of conceptual clarity, we will use



Figure 3: Estimate of material unit value f ′1(x1) af-
ter 7 observations, with optimal and estimated material
amounts x1.

Figure 4: Estimate of material unit value f ′2(x2) af-
ter 7 observations, with optimal and estimated material
amounts x2.

the update detection probability as the token of interest in
this paper. To further define our notion of web monitoring
performance, we consider that time is discrete with the time
interval length T to be the atomic unit of decision making. In
each time interval every single web resource i has a constant
probability qi of remaining unchanged. Furthermore, when
a web resource is updated/changed, the update is available
for detection only until the web resource is updated again.
After that, the original update is considered lost. For in-
stance, each time a newspaper web resource is updated, pre-
vious news items are replaced by the most recent ones.

In the following, we will denote the update detection
probability of a web resource i as di. Under the above con-
ditions, di depends on the frequency, xi, that the resource is
polled with, and is modeled using the following expression:

di(xi) = 1− qi
1
xi .

By way of example, consider the scenario that a web re-
source remains unchanged in any single time step with prob-
ability 0.5. Then polling the web resource uncovers new
information with probability 1 − 0.53 = 0.875 if the web
resource is polled every 3rd time step (i.e., with frequency
1
3 ) and 1 − 0.52 = 0.75 if the web resource is polled ev-
ery 2nd time step. As seen, increasing the polling frequency
reduces the probability of discovering new information on
each polling.

Given the above considerations, our aim is to find the
resource polling frequencies ~x that maximize the expected
number of pollings uncovering new information per time
step:

maximize
∑n

1 xi × di(xi)
subject to

∑n
1 xi = c and ∀i = 1, . . . , n, xi ≥ 0.

3.1 GPOKS Solution
In order to find a solution to the above problem we must
define the Stochastic Environment that GPOKS is to inter-
act with. As seen in Section 2, the Stochastic Environment
consists of the unit volume value functions {f ′1(x1), f ′2(x2),
. . . , f ′n(xn)}, which are unknown to GPOKS. We identify
the nature of these functions by applying the principle of
Lagrange multipliers to the above maximization problem.
In short, after some simplification, it can be seen that the
following conditions characterize the optimal solution:

d1(x1) = d2(x2) = · · · = dn(xn)∑n
1 xi = c and ∀i = 1, . . . , n, xi ≥ 0.

Since we are not able to observe di(xi) or qi directly, we
base our definition of {f ′1(x1), f ′2(x2), . . . , f ′n(xn)} on the
result of polling web resources. Briefly stated, we want
f ′i(xi) to instantiate to the value 0 with probability 1−di(xi)
and to the value 1 with probability di(xi). Accordingly, if
the web resource i is polled and i has been updated since
our last polling, then we consider f ′i(xi) to have been in-
stantiated to 1. And, if the web resource i is unchanged, we
consider f ′i(xi) to have been instantiated to 0.

3.2 Empirical Results
In this section we evaluate GPOKS and compare its perfor-
mance with the currently best performing algorithm, LAKG.
While H-TRAA possesses better scalability than LAKG
(Granmo & Oommen 2010), for two material problems,
their performance is identical because the hierarchical setup
of H-TRAA does not come into play. For clarification we
will also include some promising variants of GPOKS. Here
follows an overview of a selection of the policies that we
have investigated:

Uniform: The uniform policy allocates monitoring re-
sources uniformly across all web resources. This classical



Figure 5: Estimate of material unit values f ′1(x1) and f ′2(x2) after 193 observations, with optimal and estimated material
amounts x1 and x2.

policy can, of course, be applied directly in an unknown en-
vironment.

LAKG: The LAKG scheme is basically a game between
so-called Learning Automata (Narendra & Thathachar
1989). They start off from a uniform policy and gradu-
ally improves toward the optimal configuration through a
sequence of small jumps across a discretized search space.
In all our experiments the resolution of LAKG is set to 100
states.

Optimal: This policy requires that update frequencies are
known, and finds the optimal solution based on the prin-
ciple of Lagrange multipliers (Pandey, Ramamritham, &
Chakrabarti 2003; Wolf et al. 2002).

GPOKS - Mean: To highlight the advantage of our Opti-
mistic Thompson Sampling approach, we also test a simpler
scheme where we use the mean of the GPs when estimating
the optimal solution rather than sampling functions from the
GPs.

We have conducted numerous experiments using various
configurations, such as different noise parameters and up-
date probabilities. Here, we present a representative subset
of these, as they all show the same trend. Performance is
measured as the average accumulated number of web re-
source updates found.

For these experiments, we used an ensemble of 1000 in-
dependent replications, each random generator seeded with
a unique number, to maximize the precision of the reported
results. In order to provide a robust overview of the perfor-
mance of GPOKS, we investigated three radically different
update probability configurations for web resource pairs. In

the first one, q1 = 0.9/q2 = 0.1, one web resource is up-
dated significantly more often than the other. A more moder-
ate version of the latter configuration, q1 = 0.75/q2 = 0.25,
was also investigated. Furthermore, we measured perfor-
mance when the two web resources have almost equal up-
date probability, q1 = 0.55/q2 = 0.45. Finally, we also
investigated the robustness of GPOKS by adding increas-
ing amount of white-noise, (wσ), to the feedback given to
GPOKS. Note that, for the sake of fairness, we applied the
same kernel hyper-parameters, θ = {1.0, 1.0, 0.1}, for all
the GP based strategies, without further optimization.

Table 1 reports the performance of the different poli-
cies3. As can be seen, GPOKS clearly outperforms LAKG
when facing the q1 = 0.9/q2 = 0.1 configuration, with
GPOKS detecting on average approximately 8 more updates
than LAKG over 1000 time steps. Also note how remark-
ably close GPOKS gets to the optimal performance, missing
on average merely 7 web resource updates over 1000 time
steps. We observe similar results for the q1 = 0.75/q2 =
0.25 configuration. Finally, for the q1 = 0.55/q2 = 0.45
configuration, we observe that the performance of LAKG
and GPOKS becomes more similar. This can be explained
by the prior bias of LAKG, starting from a uniform allo-
cation of resources. This gives LAKG an advantage over
GPOKS, which are largely unbiased when it comes to prior
belief about update probabilities. Finally, notice the perfor-
mance loss caused by using the mean of the GPs (GPOKS-
Mean) instead of TS. This trend is further explored in Ta-

3Note that all of the setups apply a small degree of white noise
(wσ = 0.1).



ble 2, where we increase the amount of white noise affect-
ing feedback. We then observe that GPOKS is surprisingly
robust towards noisy feedback compared to GPOKS-Mean.
This can be explained by the greedy nature of GPOKS-
Mean, which is less inclined to explore the space of func-
tions encompassed by the GPs, thus being more easily mis-
lead by noise.

4 Conclusions and Further Work
The stochastic non-linear fractional knapsack problem is a
challenging optimization problem with numerous applica-
tions, including resource allocation. The goal is to find the
most valuable mix of materials that fits within a knapsack
of fixed capacity. When the value functions of the involved
materials are fully known and differentiable, the most valu-
able mixture can be found by direct application of Lagrange
multipliers.

In this paper we introduced Gaussian Process based Op-
timistic Knapsack Sampling (GPOKS) — a novel model-
based reinforcement learning scheme for solving stochastic
fractional knapsack problems. The scheme is founded on
Gaussian Process (GP) enabled Optimistic Thompson Sam-
pling (OTS). Our empirical results demonstrates that this
scheme converge significantly faster than LAKG. Further-
more, GPOKS incorporates GP based learning of the mate-
rial unit values themselves, forming the basis for OTS sup-
ported balancing between exploration and exploitation. Us-
ing resource allocation in web polling as a proof-of-concept
application, our empirical results show that GPOKS consis-
tently outperforms LAKG, the current top-performer, under
a wide variety of parameter settings.

In our further work, we will address games of interacting
GPOKS for solving networked and hierarchical resource al-
location problems. Furthermore, we are investigating tech-
niques for decomposing the GP calculations for increased
computational performance.
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Scheme p1/p2 Avg[#Updates] t=10 Avg[#Updates] t=100 Avg[#Updates] t=1000
Optimal 0.90/0.10 9.1 91.0 909.9
Uniform 0.90/0.10 5.9 59.0 590.0
LAKG 0.90/0.10 6.0 71.6 874.9
GPOKS 0.90/0.10 8.0 88.9 903.0
GPOKS-Mean 0.90/0.10 8.5 89.7 902.9
Optimal 0.75/0.25 8.1 81.2 812.5
Uniform 0.75/0.25 6.9 68.8 687.5
LAKG 0.75/0.25 6.9 74.1 793.1
GPOKS 0.75/0.25 7.4 78.8 807.9
GPOKS-Mean 0.75/0.25 6.6 69.6 792.2
Optimal 0.55/0.45 7.5 75.2 752.5
Uniform 0.55/0.45 7.5 74.8 747.5
LAKG 0.55/0.45 7.5 74.8 749.8
GPOKS 0.55/0.45 7.0 73.5 749.4
GPOKS-Mean 0.55/0.45 5.4 52.8 725.3

Table 1: Average number of updates at different times, wσ = 0.1

Scheme p1/p2 wσ = 0.0 wσ = 0.2 wσ = 0.4
GPOKS 0.75/0.25 808.2 804.5 804.1
GPOKS-Mean 0.75/0.25 793.9 787.2 769.1

Table 2: The performance of GPOKS variants under different levels of white noise
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