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 Sound Ontologies 
 Methods and Approaches for the 
Description of Sound  
   Davide Andrea   Mauro , and  Andrea   Valle   

  11.1.  Introduction  

 Categorizing and classifying sounds is a useful tool to organize a palette 
for sound designers and composers. If doing this for acoustic and tradi-
tional instruments is a relatively well established task, e.g.  Von Hornbostel 
and Sachs (1961 ), the same cannot be said for any sound in general. With 
sounds that are not originated by traditional instruments (or even produced 
by using traditional instruments in nontraditional ways), we might lack 
the same rigorous set of criteria, e.g. the originating mechanism: vibrat-
ing strings or resonating membranes. For this reason, employing the same 
classifi cation rules will not necessarily lead to the desired outcomes. 

 Categories and ontologies can be used to relax the strict requirements 
of a formal classifi cation and allow users to organize their personal sonic 
space. As the color palette prepared by a painter contains only a subset of 
all the possible colors, the tools that we use to synthesize sounds present us 
with a limited set of options, so rather than being neutral or agnostic tools, 
they are contributing in shaping our own creativity. Furthermore, ontolog-
ical representations of sounds are required in order to support a semantic 
retrieval of sound resources, as in accessing sounds from a library. 

 Our goal is to present notable attempts in these directions highlight-
ing both the technical/technological substrate and their philosophical 
approach.  

  11.2.  Phenomenological Approaches  

 Phenomenological approaches to sound description (e.g.  Erickson, 1975 ) 
are intended to elicit categories that are perceptually relevant to the lis-
tener without an explicit reference to their acoustic properties. While such 
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categories may be culturally biased, still a careful defi nition can provide 
useful ways to identify and describe a variety of sounds. In relation to 
such an approach, the most relevant proposal is the one by  Schaeffer 
(2017 ), dating back to 1966. Schaeffer has proposed a double-sided ana-
lytic device—a typo-morphology—intended as a multifaceted tool for the 
description of all the objects of the audible domain ( sound objects ). In 
particular, the typology is meant as the description of a sound object in 
relation to other objects, while the morphology is intended as a descrip-
tion of the sound object per se. Starting from the latter, morphological 
criteria are defi ned as a set of seven analytical properties (i.e. parameters 
having different values) characterizing a sound object. These criteria are 
( Chion, 2009 ): 

   1.   Mass —mode of occupation of the pitch-fi eld by the sound. Differently 
from pitch, mass takes into account two notions: site as a position on 
the continuum (i.e. as the actual register of the sound object) and cal-
iber, indicating properly a range of occupation. Pitched sounds thus 
have a limited caliber, while noisy sounds have a greater caliber. 

  2.   Harmonic timbre— diffuse halos of the sound and associated qualities 
that seem to be linked with mass 

  3.   Dynamic— development of sound in the intensity-fi eld 
  4.   Grain— micro-structure of the matter of the sound, suggesting the tex-

ture of a cloth or mineral 
  5.   Allure— oscillation, characteristic vibrato of the sustainment of sound 
  6.   Melodic profi le— general profi le of a sound developing in tessitura 
  7.   Mass profi le— general profi le of a sound where the mass is sculpted by 

internal variations  

 Taken together, these criteria are able to describe in detail many qualita-
tive aspects of a sound. The morphological point of view has been widely 
reconsidered by  Smalley (1986  and  1997 ), who has proposed a  spectro-
morphology . The term clearly refers to spectral content of sound, but the 
proposal does not take into account physical notions or measures. In a 
spectral typology, the continuum  note-noise  includes  node  as its middle 
term. Spectral content can be basically categorized along the axis  gesture- 
texture . In relation to sound, gesture indicates a fi gurative bonding toward 
an acoustic model and a clear direction in development. Texture is related 
to internal behavior patterning. Sound gestures are described according to 
three  morphological archetypes  that can be combined into  morphologi-
cal models :  attack ,  attack-decay ,  graduated continuant . Spectral motion, 
i.e. the way in which sound evolves, can be organized into a typology based 
on fi ve basic types:  unidirectional ,  bidirectional ,  reciprocal ,  centric/cyclic , 
eccentric/multidirectional . At a higher level (i.e. in relation to complex, 
evolving sounds),  Smalley (1986 ) proposes a classifi cation of 15 structural 

15031-2711d-1pass-r02.indd   284 4/19/2019   1:38:51 AM



Sound Ontologies 285

functions, modeled following the morphological archetypes. An example 
of description (related to spectral density) is shown in   Figure 11.1 . 

    Differently from morphology’s analytical criteria,  Schaeffer (2017 )’s 
typology is meant as a way to defi ne each sound object in relation to other 
sound objects. Six typological categories for sound description are iden-
tifi ed ( mass, variation, duration, sustain, facture, balance ), then they are 
tentatively combined in a two-dimensional space for sake of simplicity. 
This space is a sort of cartography of potential sounds ( Risset, 1999 ), 
and each object can be described by assigning it to a position. In its fi nal 
arrangement, the typological space is divided in 28 areas, representing 
typological labeled  classes , and the areas are grouped into three  regions
(balanced, slightly original, too original). Every sound (object) thus 
belongs to a certain class and consequently to a certain region. 

  Valle (2015  and  2016 ) has suggested a simplifi ed revision of Schaef-
fer’s space by isolating four (rather than six) categories:  sustain, profi le, 
mass, variation . Sustain describes a sound object’s internal temporality. 
Thus, in relation to sustain, it is possible to individuate three cases: 

   1.   Sustained —constant activity over time 
  2.   Impulsive —activity as a singular moment 
  3.   Iterative —activity as a series of repeated contributions  

Blocking

Clearing

Filled

Packed / compressed

Opaque

Translucent

Transparent

Empty

Figure 11.1  Description of Spectral Density. 

  Source : From  Smalley (1997 )  
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 While  sustain  defi nes the way in which a sound object is maintained into 
duration,  profi le  describes its external temporal form, in relation to begin-
ning, duration, ending: 

   1.   Eumorphism —relevance of all the three categories. The sound object 
has a well-defi ned temporal shape. 

  2.   Amorphism —Duration is relevant, while beginning and end are not 
(amorphous sounds lasts indefi nitely or do not depend on beginning/end). 

  3.   Anamorphism —Profi le is compressed, and duration is not relevant 
(sound objects as events).  

Sustain  and  profi le  are orthogonal categories that collapse in the case of impul-
sive sustain and amorphous profi le. Finally, temporality in specifi c relation to 
mass is articulated by Schaeffer by introducing  variation  as a criterion, which 
allows us to describe how much the mass (site/caliber) changes in time (from 
stable to varying objects). The previous dimensions can be combined into a 
three-dimensional space (  Figure 11.2 ), where letters represent classes refer-
ring to Schaeffer’s usage, and the axes receive arbitrary numerical ranges 
that have the only means of providing a reference for an explicit annotation. 

      11.3.  Voice-Based Approaches  

 The qualitative features of sound may fi nd a reference in acoustic instru-
ments and everyday objects. In this sense, the human voice provides a 

Amorphism AmorphismEumorphism EumorphismAnamorphism

IterativeSustained
Impulsive

Figure 11.2  Typological Space for Sound Objects. 

  Source : From  Valle (2015 )  
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basic, embodied tool against which to describe and categorize sounds. 
Articulatory phonetics  deals with the descriptions of the mechanics of 
sound production in speech. While indeed not all sounds are available for 
human vocal production, a wide variety is in use in languages and can act 
as a reference for sound identifi cation. The International Phonetic Associa-
tion (IPA) has proposed over the years an International Phonetic Alphabet 
(also IPA) to annotate speech sound. 1  The main distinction is between con-
sonants (unpitched, noisy) and vowels (pitched). In the IPA, consonants are 
organized in a two-dimensional chart (  Figure 11.3 ) by their  place  (which 
part of the vocal tract is obstructed) and  manner  (how it is obstructed). 

    The resulting chart allows for the description and annotation of many 
sounds and for the possible identifi cation of their similarity. Vowels are 
described by IPA by means of a space that couples  height  and  backness
(  Figure 11.4 ). 

    The fi rst is related to the aperture of the jaw (close-open); the second 
indicates the position of the tongue relative to the back of the mouth. Such 
a space is continuous and may provide the sound designer hints to describe 
harmonic, pitched sounds in terms of vowel qualities. As an example, 
 Takada et al. (2010 ) use IPA transcriptions to annotate environmental 
sounds. The study of speech has prompted other general investigations on 
the description of sound qualities. Since  Jakobson et al. (1952 ), acoustic 
phonetics has been instrumental in exploiting sonograms as compact time/
frequency representations for sounds and in proposing descriptive catego-
ries to differentiate spectral mixtures. Moving from such studies,  Cogan 
(1984 ) has proposed 13 categories for the general interpretation of spectral 
phenomena (  Figure 11.5 ). In the annotation of sound spectra, these catego-
ries can receive four different values: negative, positive (if respectively the 
fi rst or the second one is dominant), mixed (if both are present) or neutral 
(if not relevant). It can be observed that both frequency content and time 
are taken into account. 

Figure 11.3  IPA alphabet: Consonants.  
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    On the same path,  Slawson (1981 ,  1985 ) explicitly distinguishes timbre 
from sound color. While in Cogan the temporal dimension is still relevant, 
in Slawson sound color is what remains of sound qualities once time fea-
tures are eliminated. Starting from phonological categories by  Jakobson 
et al. (1952 ) and  Jakobson and Halle (1956 ),  Slawson (1985 ) has proposed 
a two-dimensional space for a specifi c subset of timbre, named  sound 
color , and inspired by vowel formant space. A formant space is constructed 
by coupling on its two axes the frequencies of the fi rst two formants, i.e. 
spectral peaks of a vowel (typically indicated as F1 and F2). Such an orga-
nization is able to provide a clear defi nition of vowels in terms of positions 
into specifi c regions of the formant space ( Fant, 1960 ). Starting from such 
a space, Slawson hypothesizes three dimensions for sound color:  open-
ness ,  acuteness ,  laxness . They are correlated to the physical characteris-
tics of the speech fi lter through the two formant frequencies. Openness 
indicates the opening of the oral cavity as a fi lter deformation ([i]–[æ]); 
acuteness grows according to the second resonance ([u]–[i]); laxness 
indicates the state of relaxation of muscle tension ([u]–[Ə], a vowel pro-
duced by no constriction at all). A fourth dimension,  smallness , models the 
length of the vowel tube and can be thought as the height involved in the 
vowel (resulting from the difference between the two formants, [u]–[a]). 

Figure 11.4  IPA Alphabet, Vowels.  
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Grave/acute

Centered/extreme

Narrow/wide

Compact/di�use

Nonspaced/spaced

Sporse/rich

Soft/loud

Level/oblique

Steady/wavering

No-attack/attack

Sustained/clipped

Beatless/beating

Slow Beats/fast Beats

Neutral (Ø)

Negative (–)

Mixed (±)

Positive (+)

Totals

+–

Figure 11.5  An Example of Analysis Chart by Annotation of Spectral Categories. 

  Source : From  Cogan (1984 )  

Precisely as a consequence of vocal abstraction, the formant space F1/
F2 is a strictly continuous one. For each of the four dimensions, Slawson 
defi nes a family of  loci  in which the value of the dimension is invariant, 
i.e. isometric contours of equal openness, equal acuteness, equal laxness 
and equal smallness (  Figure 11.6 , in which the author uses “ne” for [Ə]; 
equal smallness is omitted). A relevant feature of this space is that, even 
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  Source : From  Slawson (1981 )  
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if inspired from acoustic measurements of formant frequencies, in the end 
it refers to the speech articulation. In short, a sound color is defi ned as a 
vowel color. In this sense, Slawson’s space may be thought of also as a 
phenomenological one, as timbre can be described with reference to the 
human voice. An operational aspect of the space is that it allows timbre 
transpositions as geometrical translations. Along the same path,  McAdams 
and Saariaho (1991 ) have proposed a voice-based organization of timbre. 

      11.4.  Psychoacoustic Approaches  

 Classifi cation of sounds has been pursued in psychoacoustic studies 
mainly in relation to  timbre . The latter is intended as a qualitative feature 
of sound, i.e. the subjective counterpart of the spectral composition of 
tones, even if it has been proved that the temporal behavior crucially con-
tributes to such a qualitative assessment ( Rasch and Plomp, 1982 ). 

 Timbre cannot be ordered on a single scale, as it is a multidimensional 
attribute of the perception of sound. Hence the need to identify various 
attributes and to arrange them via multidimensional scaling. A com-
mon technique is to collect similarity judgments ( Plomp, 1976 ;  Rasch 
and Plomp, 1982 ;  Grey, 1977 ;  Wessel, 1979 ) and to arrange them into a 
space (a  timbral space ), in which geometry respects their similarities. The 
arrangement per se does not provide semantic categories. Yet, as many 
times the sounds are collected from acoustic instruments (e.g. organ stops 
in  Plomp, 1976  and  Rasch and Plomp, 1982  or orchestral instruments in 
 Grey, 1977  and  Wessel, 1979 ), the reference to commonly used musical 
instruments may act as reference for sound identity. The visual represen-
tation of timbral spaces provides per se a sort of similarity map that can 
be explored and exploited in the production context. This is explicitly the 
aim of  Wessel (1979 ) in defi ning a parallelogram model that is able to 
predict timbre analogies by means of geometrical patterns in the space, 
to be used in sound design (analogously to what happens in Slawson, as 
previously explained). In timbre studies, many semantic categories (i.e. 
couples of verbal terms intended to be opposite) have been proposed to 
categorize sounds, to be possibly matched with (hence causally motivated 
by) acoustic features. As an example, Bismarck (1974 ) provides to lis-
teners 30 verbal categories (like hard-soft, sharp-dull, coarse-fi ne). While 
such categories are proposed in input to the listeners, other verbal catego-
ries result from the interpretation of timbral spaces, mostly by individu-
ating common acoustic features ( Handel, 1989 ). Bismarck (1974 ) sums 
up his research proposing  sharpness  and  compactness . The fi rst is related 
to the distribution of spectral energy around the higher-frequency region, 
the second is a factor distinguishing between tonal (compact) and noisy 
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(noncompact) aspects of sound ( Rasch and Plomp, 1982 ).  Plomp (1976 ) 
suggests few versus many strong higher harmonics for his space.  Poli and 
Prandoni (1997 ) indicate  brightness  (boosting of the fundamental fre-
quency) and  presence  (spectrum midband enhancement). The three axes 
in  Grey (1977 )’s space (  Figure 11.7 ) can be interpreted as spectral energy 
distribution (narrow-wide), synchronicity (in the collective attacks and 
decay of upper harmonics, i.e. spectrally stable versus fl uctuating), attack 
dispersion (high-frequency, scattered energy versus energy concentrated 
on the fundamental frequency, i.e. buzz-like versus soft attack). 

    It is apparent how, together with spectral features, the temporal dimen-
sion (i.e. the attack) is a crucial factor in identifying sound. Accordingly, 
 Wessel (1979 ) describes the two axes of his two-dimensional arrangement 
(  Figure 11.8 ) in relation to the spectral energy distribution of the tones 
and to the nature of the onset transient. The resulting categories can be 

Figure 11.7  Three-Dimensional Spatial Solution for 35 Sounds. 

  Source : From  Grey (1977 )  
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labeled, respectively, as  bright/mellow  and  soft/biting .  McAdams (1999 ) 
individuates three dimensions. Spectral centroid is the center of gravity of 
the spectrum, spectral fl ux is intended as the degree of variation of spec-
trum in time, and log attack time is indeed related to onset time. To these, 
spectral smoothness can be added, as the degree of amplitude variation 
between adjacent partials. 

    To sum up, various categories have been proposed to describe timbre as 
an overall quality of sounds. 

 While temporal aspects have proven to be relevant, still it seems a gen-
eral feature can be found that can be extracted from most of the previous 

Figure 11.8  Two-Dimensional Timbre Space Representation of 24 Instrument-Like 
Sounds. 

  Source : From  Wessel (1979 )  
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discussion and seems to be a semantic correlative of an energetic acoustic 
quality.  Brightness  (versus  dullness ) is thus the one dimension that tends 
to be found across a variety of studies ( Bregman, 1990 ).  

  11.5.  Ecological Approaches  

 Ecological approaches to sound have introduced specifi c ways to describe 
sounds in relation to their environmental context. The  soundscape  is thus 
the sonic counterpart of the landscape. 

 In his foundational work,  Murray Schafer (1977 ) introduced the lo-/
hi-fi  categorization and a tripartite classifi cation of sound material into 
keynote sounds ,  sound signals , and  soundmarks . Starting from the former, 
keynote sounds are the sounds heard by a particular society continuously 
or frequently enough to form a background against which other sounds are 
perceived (e.g. the sound of the sea for a maritime community). Signals 
stand to keynote sounds as a fi gure stands to a background: they emerge as 
isolated sounds against a keynote background (e.g. a fi re alarm). Sound-
marks are socially or historically relevant signals (e.g. the ringing of the 
historical bell tower of a city). 

 In relation to soundscape,  Böhme (2000 ) has proposed an aesthetics of 
atmospheres . Every soundscape has indeed a specifi c scenic atmosphere, 
which includes explicitly an emotional and cultural dimension. An atmo-
sphere is an overall layer of sound that cannot be analytically decomposed 
into single sound objects, as no particular sound object emerges from it. 
While keynote sounds are intended as background sounds (i.e. they are a 
layer of the soundscape), atmospheres identify the whole sound complex. 

 The  lo-/hi-fi   categorization differentiates soundscape in relation to the 
presence of large masking sounds. It is both a theoretical and a historical 
classifi cation. Premodern soundscape, where low-intensity sonic details 
were audible, is typically hi-fi , while modern soundscape, after the elec-
tromechanic revolution, is typically lo-fi . Apart from this historical con-
text, the distinction is useful as a general classifi cation of soundscapes. 

  Krause (2015 ) has extensively used the tripartition  geophony / biopho-
ny / anthrophony  to characterize environmental sounds in relation to three 
layers of production, respectively natural nonliving phenomena, living 
beings and humans.  

  11.6.  Analytical Approaches  

 It is important to note that, rather than a single unique classifi cation approach 
to sound, many possible perspectives can emerge, each one highlighting a 
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specifi c mechanism behind it (e.g. what types of similarities are used) and 
giving birth to a peculiar set of categories. 

  Houix et al. (2012 ) present experiments aimed at classifying environ-
mental sounds and strategies for their categorization. Their analysis starts 
with the fi rst attempt of  Vanderveer (1979 ) that shows participants group-
ing sounds together by analyzing the cause that produced such interaction 
or according to some acoustic properties. 

  Marcell et al. (2000 ) report a classifi cation of 120 environmental 
sounds within 27 very heterogeneous categories corresponding to sound 
sources (e.g. four-legged animal, air transportation, human, tool, water/
liquid), locations or contexts (kitchen, bathroom) or more abstract con-
cepts (hygiene, sickness). 

  Gygi et al. (2007 ) report similar results, fi nding 13 major categories 
based on 50 sounds. The most frequently used categories referred to the 
type of sources (e.g. animals/people, vehicles/mechanical, musical and 
water). In a lesser proportion, sounds were grouped by context (e.g. out-
door sports) or location (e.g. household, offi ce, bar). 

  Guyot et al. (1997 ) propose a framework for the classifi cation of envi-
ronmental sounds based on two strategies: the fi rst is based on psycho-
acoustic criteria (e.g. pitch, temporal evolution), while the second is based 
on the identifi cation of the source. They use the three levels of abstraction 
formalized by  Rosch and Lloyd (1978 ): superordinate, base and subordi-
nate levels. At the superordinate level, listeners identify the abstract mech-
anism of sound production. At the base level, they identify actions. And 
at the subordinate level, they identify the source. The different types of 
categories are not mutually exclusive and can be mixed during a classi-
fi cation task (across participants and/or for a single participant) because 
a sound can belong to multiple categories corresponding to different 
conceptual organizations. This cognitive process has been called “cross- 
classifi cations” in  Ross and Murphy (1999 ). 

 A notable attempt at classifying everyday sounds has been proposed 
by  Gaver (1993a ,  1993b ) representing different classes of physical inter-
actions (solids, liquids, gases). The system has a hierarchical structure 
(similar to a taxonomy) and is based on the physics of sound-producing 
events. Gaver himself observes that the framework is not exhaustive and 
that entirely different ways of organizing the materials are indeed possible. 

 To read more on this topic, see also Stefano Delle Monache and Davide 
Rocchesso’s chapter, “Sketching Sonic Interactions,” in the third volume 
of this series,  Foundations in Sound Design for Embedded Media , where 
the authors present a way to organize sonic material to build a personal-
ized sonic sketchbook. 

 A common problem with classifi cation is that different users, even 
adopting the same taxonomy, can classify the same object into different 
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classes, and they might want to do that assigning a different “degree of 
membership.” In  Ferrara et al. (2006 ), the authors investigate an ontol-
ogy aimed at describing music pieces and address this specifi c problem in 
terms of genre classifi cation. Assigning a degree of membership is typical 
of fuzzy logics, and different strategies can be employed to modify stan-
dard tools to support the aforementioned concept. The problem can be 
addressed either by extending the tools to fully support those concepts at 
the cost of losing compliance and support of the main standard tools used 
for working with ontologies or by fi nding ways of expressing the same 
concepts from within the standard. For the latter solution, extra work is 
required in order to tweak the tools at the risk of losing a bit of simplicity 
but retaining compliance with the standards. 

 An important contribution to the defi nition of sound ontologies comes 
from the fi eld of computational auditory scene analysis (CASA) where 
the defi nition of suitable ontologies is a requirement in order to provide 
a meaningful classifi cation of the events. In  Nakatani and Okuno (1998 ), 
the sound ontology is composed of three elements:  sound classes , defi ni-
tions of  individual sound attributes , and their  relationships . The ontology 
is defi ned hierarchically by using: 

   1.   Part-of— a hierarchy based on the inclusion relation between sounds. 
  2.   Is-a— a hierarchy based on the abstraction level of sound.  

 The Part-of hierarchy of basic sound classes is composed of four layers of 
sound classes. A  sound source  is a temporal sequence of sounds generated 
by a single sound source. A  sound source group  is a set of sound sources 
that share some common characteristics as music. A  single tone  is a sound 
that continues without any durations of silence, and it has some low-level 
attributes such as harmonic structure. In each layer, an upper class is com-
posed of lower classes that are components sharing some common char-
acteristics. For example, a harmonic stream is composed of frequency 
components that have harmonic relationships. The Is-a hierarchy can be 
constructed using any abstraction level. For example, voice, female voice, 
the voice of a particular woman and the woman’s nasal voice form make 
up an Is-a hierarchy. With sound ontology, each class has some attributes, 
such as fundamental frequency, rhythm and timbre. A lower class in the 
Is-a hierarchy inherits the attributes of its upper classes by default. In other 
words, an abstract sound class has attributes that are common to more 
concrete sound classes. 

  Burger et al. (2012 ), without explicitly referring to ontologies, defi ne 
42 “noisemes” as fundamental atomic units of sound capturing objective 
properties of the acoustic signal. The labels are used in a classifi cation task 
for environmental noise sounds. 
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  Fields (2007 ) refl ects on the difference between a top-down approach 
(ontology), and a bottom-up approach (folksonomies) and applies this 
conceptualization framework to building an audio ontology describing 
the  Computer Music Tutorial  by Curtis Roads using the Protégé tool 
( Musen, 2015 ). 

 In  Lobanova et al. (2007 ), the authors deal with sounds that cannot be 
categorized by linking them to a source concept. Their implementation is 
based on WordNet ( Miller, 1995 ), a widely used lexical resource in com-
putational linguistics. 

 In  Bones et al. (2018 ), the authors emphasize how categorization 
of sounds is based upon different strategies depending on context and 
the availability of cues. The study is focused on the categorization of 
three different types of environmental sound: dog, engine and water 
sounds, for which subjects were able to describe sounds with three types 
of attributes: the  source-event  (referring to the inferred source of the 
sound), the  acoustic signal  (explicitly referring to the sound itself ) or a 
subjective-state  (describing an emotional response caused by the sound 
or the sound source).  

  11.7.  Technical Tools and Applications  

 In order to semantically enhance the retrieval of sound fi les (or profi les), 
many have attempted to defi ne an annotation and classifi cation schema. 
The fi rst technical problem is the language of such scheme. With the 
advent of semantic technologies for the web and RDF-based vocabular-
ies, semantic interoperability has become one of the desiderata of data 
models. In this regard, a tendency that showed up is the confl uence of 
different domain-specifi c vocabularies in more general ontologies used 
for data integration. In 2012, the World Wide Web Consortium (W3C) 
mapped some of the most used schemas for media objects in the Ontology 
for Media Resources: OWL Web Ontology Language ( VV.AA., 2012  ), 
recommending it for the annotation of digital media on the web. The W3C 
specifi cation is not bound to a serialization in a particular language, so it 
can be used as a general schema. 

 In  Hatala et al. (2004 ), the authors use ontologies to retrieve sound 
objects in an augmented reality (AR) application for museums. This 
implementation uses DAML+OIL (a standard now superseded by OWL) 
but highlights how the designers valued the possibility of performing 
reasoning with the system to automatically retrieve digital objects. The 
auditory interface follows an ecological approach to sound composition. 
Three areas are taken into account: psychoacoustic, cognitive and compo-
sitional. Psychoacoustic features of the ecological balance include spectral 
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balancing of audible layers. Cognitive aspects of listening are represented 
by content-based criteria. Compositional aspects are addressed in the form 
of the orchestration of an ambient informational soundscape of immersion 
and fl ow that allows for the interactive involvement of the visitor. 

 In the SoDA project,  Valle et al. (2014 ) organize a collection of sounds 
and implement a semantic search engine based on classical techniques bor-
rowed from information retrieval (IR), whose main task is fi nding relevant 
“documents” on the basis of the user’s information needs, expressed to the 
system by a query. The annotation is based on an OWL schema inspired 
by annotation in state-of-the-art sound libraries. Among the libraries used 
by sound designers taken into consideration are Sound Ideas Series (6000, 
7000 and 10000), World Series of Sound, Renaissance SFX. The search 
tools for audio documents taken into account were SoundMiner, 2  Library 
Monkey, 3  Basehead, 4  Audiofi nder. 5

 Audio Set, presented in  Gemmeke et al. (2017 ), is a large-scale data set 
of manually annotated audio events using a structured hierarchical ontol-
ogy of 632 audio classes. One of the aims of the authors is to bridge the 
relatively large gap that still exists between image recognition and sound 
recognition, providing a comprehensive coverage of real-world sound. 
The ontology is released as a JSON fi le. 6  In the creation of the ontology, 
in order to avoid biasing the categories, the authors started from a neutral, 
large-scale analysis of web text. 

 Even if not formally presented as ontologies, a number of tools have 
attempted to organize a sonic space in order to enable the composer/per-
former to search and act on such a potentially vast space. 

 In  Rocchesso et al. (2016 ), the authors propose to represent the sonic 
space of a sound model as a plane where a number of prototype synthetic 
sounds are positioned. The spatial organization is based on a dimen-
sionality reduction on the set of available sound, each represented by a 
high- dimensional feature vector. Two-dimensional spaces are particularly 
relevant for sound designers (see the preceding discussion) because they 
can be used as sonic maps, possibly accompanied by few landmarks that are 
highlighted and serve the role of prototypical sounds for a certain “class.” 

 For similar tasks, the fi rst problem is how to represent and describe 
our sounds: whereas digital signals are described by sequences of many 
values, we want to obtain compact descriptions that can be better manipu-
lated. In the area of music information retrieval, a lot of research has been 
devoted to automatically extract descriptors (or features; the MIRTool-
box presented in  Lartillot and Toiviainen 2007  is widely adopted for these 
tasks) that could concisely represent sounds. Once the sounds are associ-
ated with a compact representation, it is possible to try to organize them 
in a low-dimensional space (typically two or three). A classic way to do 
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that is by means of principal component analysis (PCA), which is based on 
singular value decomposition (SVD). An in-depth description of all these 
methodologies is beyond the scope of this chapter, but  Drioli et al. (2009 ), 
 Scavone et al. (2001 ), and  Fernström and Brazil (2001 ) can be used as 
starting point to explore how to apply those techniques to this task. 

 The main goal of the previously discussed tools is to allow the users to 
use the power of IR techniques to be able to search and navigate through 
a collection of sounds. It is important to point out that a main limitation is 
that some of the processes presented here are manual or at least partially 
supervised by human input. The reason behind this characteristic resides 
in the already mentioned polymorphic nature of classifi cation strategies.  

  11.8.  Conclusions  

 In this chapter, we presented an overview on the topic of ontologies and, 
more in general, the classifi cation and organization of sounds. We imme-
diately realized how it is not possible to defi ne a single unifying approach 
to sound organization because many different criteria may be useful in 
the classifi cation tasks depending on various factors. As it is not either 
possible or useful to defi ne a single classifi cation strategy for sounds, in 
sound design a multifaceted approach is the most apt to cope with the vari-
ety of design contexts. Following these assumptions, we thus presented 
the reader a number of approaches grouped into fi ve different categories 
(phenomenological, voice-based, psychoacoustic, ecological and analyti-
cal) highlighting the various possible mechanisms that can be employed 
by the sound designer when she or he wants to attempt a personal classifi -
cation/organization of a sound materials. In short, the tools that the sound 
designer seeks to use and develop need to be fl exible enough to refl ect 
this variety of contexts and possibilities. The application examples that we 
introduced in the fi nal section are thus intended to show how to exploit, at 
various levels, the aforementioned strategies.  

   Notes 

    1.   www.internationalphoneticassociation.org   
    2.   http://store.soundminer.com   
    3.   www.monkey-tools.com/products/library-monkey/   
    4.   www.baseheadinc.com   
    5.   www.icedaudio.com   
    6.   http://g.co/audioset    
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