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Abstract 

This research develops a taxonomy of Software Delivery Performance Profiles for DevOps development 
settings.  We base the underlying Software Delivery Performance measure on the application of the 
Economic Order Quantity (EOQ) model to software development. Consistent with the objectives of both, 
development and operations departments, the measure includes attributes for throughput (release 
frequency and lead-time to delivery) and for stability (mean time to restore). Hierarchical cluster analysis 
on a global sample of 7,522 DevOps professionals results in three distinct Software Delivery Performance 
Profiles; in addition, the results indicate that the measures for throughput and stability move in tandem. 
Further analysis will show how the use of individual DevOps practices impacts Performance Profiles of 
development settings. When completed, the study will support the utility of DevOps and the effectiveness 
of individual DevOps practices. 
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Introduction 

The concept of DevOps has been developed as an extension to the agile paradigm for IT service management 
(Debois 2011), which focused on developing new processes for the continuous deployment of rapidly 
changing software. By combining software development and IT Operations, DevOps implements a 
combination of cultural shifts and technology-enabled practices (Wiedemann et al. 2019) with the goal of 
achieving higher levels of both, throughput and stability, even in an environment of high uncertainty 
(Humble and Molesky 2011). However, little academic research has emerged that has examined the 
implications of individual DevOps practices on Software Delivery Performance (e.g., Leite et al. 2019). This 
study will work towards alleviating this shortcoming by using the Economic Order Quantity (EOQ) model 
as a theoretical framework to develop a taxonomy of Software Delivery Performance Profiles of DevOps 

                                                             
1 An early version of this research stream appeared in the 2016 Proceedings of the Western Decision Sciences Institute Annual Meeting 
(Forsgren and Humble 2016). 
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development settings, and to research the effects of DevOps practices on the Software Delivery Performance 
Profiles. Hereby, the study will address the following research questions: 

RQ1: Which Software Delivery Performance Profiles exist in development settings employing DevOps? 

RQ2: How does the use of individual DevOps practices influence Software Delivery Performance? 

This Emergent Research Forum (ERF) paper covers the development of the taxonomy that results from 
addressing RQ1. First, we draw on EOQ to create our Software Delivery Performance construct. Then we 
discuss the data collection and develop the taxonomy of Software Delivery Performance Profiles in DevOps 
settings using cluster analysis. The completed research will further address RQ2 by relating individual 
DevOps Practices to the Software Delivery Performance Profiles.  

Economic Order Quantity 

The Economic Order Quantity (EOQ) model was a precursor to Lean Manufacturing (e.g., Karlsson and 
Ahlstrom 1996; Kilpatrick 2003; Tang and Musa 2011) and was derived by Ford W. Harris (1913). It models 
the economic trade-offs between batch size and transaction cost, as well as holding cost. EOQ was created 
in the context of manufacturing, so it is important to apply its variables to software development. In this 
context, a batch is a system change that is modelled in terms of one or more version control commits, which 
describe the changes that will be made to one or more IT services or the infrastructure on which they run 
(Forsgren and Humble 2016). We define the holding cost as the opportunity cost of not completing and 
deploying a change, measured as the cost of delay (Reinertsen 2009). In addition, we define the transaction 
cost as the cost of completing and deploying a change. Accordingly, the sum of the transaction cost and the 
holding cost is the total cost. Consistent with EOQ, we assume that organizations behave rationally by 
choosing a batch size that minimizes total cost (Forsgren and Humble 2016). 

Software Delivery Performance in the Context of DevOps 

Software Delivery Performance in the context of DevOps must reflect what matters to development, as well 
as operations departments. Development can be evaluated in terms of code delivery throughput, while 
operations prioritizes the stability of infrastructure and software (Forsgren and Humble 2016; Humble and 
Molesky 2011). Therefore, following our previous section’s discussion on EOQ, we use a performance 
measure that captures both of these dimensions.  

Throughput Attributes 

In order to develop the throughput measures, we view the software development process as a process 
similar to that of a manufacturing plant (Humble et al. 2006). We define batch size as the size of a system 
change (Forsgren and Humble 2016). However, it is difficult to objectively measure the size of a change in 
software development, which is a major problem when applying manufacturing principles to IT (Reinertsen 
2009; Wang et al. 2012). Therefore, we use release frequency as a proxy for batch size (Forsgren and 
Humble 2016). In fact, in just-in-time manufacturing, release frequency (production rate) approaches 
infinity as batch size approaches zero (Khan and Sarker 2002), thus, release frequency is a suitable proxy 
measure. In software development, it captures how often code is deployed or released to the production 
environment. This measure can be easily collected, as it is highly visible and frequently used as a key 
performance indicator (KPI) for software delivery teams (Bird 2012; Radigan 2015). The other throughput 
measure is lead-time for delivery; in software development, this is typically called lead-time for changes. 
We define this measure as the time required for a change to software or infrastructure from its commitment 
to the central version control repository to running in production (including integration, testing, and quality 
assurance) (Forsgren and Humble 2016; Rother and Shook 2003). Lead time for changes is easy to measure 
and comparable across development settings (e.g., Khomh et al. 2012; Radigan 2015). 

Stability Attribute 

The second type of our performance measure is stability. We capture this by obtaining the time required to 
restore the system when the system is impaired or unavailable; this is the lead time of “emergency changes”. 
Short times to restore indicate high levels of software stability in an organization. Therefore, we use mean 
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time to restore (MTTR) to measure stability (Forsgren and Humble 2016); MTTR is the time required to 
restore software after an incident occurs that makes the system unavailable or impairs quality of service 
(Kullstam 1981). This measure is an industry standard and reflects the transaction cost of emergency 
changes well (Allspaw 2010). 

Data Collection 

Data from DevOps professionals were collected using a web-based survey. We have posted invitations to 
participate in this study in different outlets, including DevOps messaging boards and Twitter. Participants 
were also invited to refer colleagues who worked in DevOps to participate in the study. They were asked to 
provide data on their development settings that captured the attributes of the Software Delivery 
Performance measure discussed in the previous section. The survey was available over a four-week period 
(see also Forsgren and Humble 2016). 

After removing incomplete responses, we had collected 9,292 fully completed surveys out of which 7,522 
were from technical professionals (the remainder were from participants from other functions, such as 
project management, sales, and marketing).  The survey was accessed 15,233 times, thus, the response rate 
was 61%. Because we were interested in the responses of technical professionals, our analysis focuses only 
on these respondents, who include IT operators (e.g., network administrators, system administrators, 
operating system administrators, etc.), developers, security professionals, site reliability engineers, DevOps 
engineers, etc. They came from 261 unique countries with the highest participation coming from the United 
States (46.8%), the United Kingdom (7.2%), India (4%), Australia (3.8%), Canada (3.7%), and Germany 
(3.1%).  Most respondents worked in Technology companies (21%), followed by Web Software (11.3%), and 
Education (7.9%) (Forsgren and Humble 2016).  

Our analysis began with an investigation of the data and respondents. First, we compared early and late 
respondents and found no significant differences. To assess the effect of common method bias, we took 
several steps. First, an exploratory factor analysis was performed and extracted five factors explaining 61.7% 
of the variance, with no single factor accounting for significant loading (p<0.10) for all items (MacKenzie 
and Podsakoff 2012). Second, following Lindell and Whitney (2001), we adjusted for the second smallest 
positive correlation in the data, and all significant correlations remained significant. Therefore, we conclude 
that common method bias likely did not affect our evaluation of the research model. 

Method for the Taxonomy Development 

We have conducted cluster analyses to develop the taxonomy of Software Delivery Performance Profiles. 
Candidate sets of clusters were obtained using five different methods: Ward (1963), between-groups 
linkage, within-groups linkage, centroid, and median (Forsgren and Humble 2016). We have considered 
different results with between three and five clusters and have evaluated them based on change in fusions 
coefficients, imbalances in terms of number of individual settings in each cluster, and univariate F-statistics 
(Ulrich and McKelvey 1990). According to these criteria, the three-cluster solution that was based on Ward’s 
method performed best, thus it was used for the remainder of the study. The solution included one large 
cluster with 43.5% of the respondents (Cluster 3) and two smaller clusters with 29.6% and 26.8% of the 
respondents, respectively (Clusters 1 and 2) (Forsgren and Humble 2016). 

Further, we have conducted post-hoc comparisons of the throughput and stability measure means to 
understand the clusters in terms of the performance profiles they represent, using Duncan’s Multiple Range 
test (Hair et al. 2006). We found significant differences for each measure using pairwise comparisons across 
each cluster, with similar means within each cluster, but means significantly different (p < 0.05) from those 
of other clusters. That indicates that all variables of Cluster 1 perform significantly higher than those of the 
other clusters; all variables of Cluster 3 perform significantly lower than those of the other clusters; and all 
variables of Cluster 2 perform significantly lower than those of Cluster 1 and significantly higher than those 
of Cluster 3 (Forsgren and Humble 2016).  It shall be noted that all measures in Table 1 are based on a 6-
point scale, where 6 is the highest and 1 is the lowest performance. Thus, low lead-time for changes and 
low mean time to restore are expressed as high values and high lead-time for changes and high mean time 
to restore are expressed as low values (Forsgren and Humble 2016). According to the results of the post-
hoc comparisons, we have named Cluster 1 as the “High Performers”, Cluster 2 as the “Medium 
Performers”, and Cluster 3 as the “Low Performers” (Table 2). 
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    Cluster 1 Cluster 2 Cluster 3 

Software Delivery 
Performance 

Attributes F-valuesa 

High 
Performers 

Medium 
Performers 

Low 
Performers 

Throughput 
Release frequency 5261.372*** 4.30 (Hb) 3.57 (M) 2.06 (L) 

Lead time for 
changes 3916.669*** 5.27 (H) 3.37 (M) 3.07 (L) 

Stability 
Mean time to restore 741.113*** 5.52 (H) 5.32 (M) 4.57 (L) 

 
a Significances of the F-values are at the 0.001 level (***) 
b H, M, and L stand for high, medium, and low cluster means, based on Duncan's Multiple Range Test. 

Table 1. Software Delivery Performance Profile Taxonomy  
(adapted from Forsgren and Humble 2016) 

Table 2 describes the three Performance Profiles. Measures for Throughput and Stability move together 
across all Performance Profiles. In terms of the EOQ that means that high performers have smaller batch 
sizes (higher throughput) and low performers have larger batch sizes (lower throughput). Furthermore, 
there are no trade-offs between throughput and stability (Forsgren and Humble 2016).  

 

Role Freq Performance Profile 

High 

Performers 

n=1,879 

(29.6%) 

  

Throughput and Stability measures perform at significantly higher levels 

than those of the other two performance profiles.  

Medium 

Performers 

n=2,759 

(43.5%) 

  

Significantly lower levels of Throughput and Stability than the High 

Performers, but also significantly higher levels of Throughput and Stability 

than the Low Performers. 

Low 

Performers 

n=1,700 

(26.8%) 

  

Throughput and Stability measures perform at significantly lower levels 

than those of the other two performance profiles.  

Table 2. Software Delivery Performance Profiles  
(adapted from Forsgren and Humble 2016) 

Conclusion and State of the Complete Study 

Drawing on EOQ, we have used throughput and stability as key measures for capturing the performance-
related concerns of key stakeholders found in development and operations in many organizations and uses 
these measures to define Software Delivery Performance. The empirical analysis has resulted in a taxonomy 
of three distinct Software Delivery Performance Profiles for DevOps settings; the performance clusters 
demonstrate that organizations achieve throughput and stability concurrently. Thus, it is possible to achieve 
high throughput and high stability without any tradeoffs. 

The second part of the study is going to build on the taxonomy of Software Delivery Performance Profiles. 
We will investigate the effects of individual DevOps practices and cultural transformations on the Software 
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Delivery Performance Profiles in different DevOps development settings, using logistical regression 
analysis. We have developed hypotheses that model the effects of Automated Continuous Integration, 
Automated Test Suites, Test Coverage, Test Lead Time, Version Control, as well as DevOps Culture on 
Software Delivery Performance. 
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