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Abstract 
 
Social media have facilitated information sharing 

in social networks. Previous research shows that 
sentiment of text influences its diffusion in social 
media. Each emotion can be located on a three-
dimensional space formed by dimensions of valence 
(positive–negative), arousal (passive / calm–active / 
excited), and tension (tense–relaxed). While previous 
research has investigated the effect of emotional 
valence on information diffusion in social media, the 
effect of emotional arousal remains unexplored. This 
study examines how emotional arousal influences 
information diffusion in social media using a 
sentiment mining approach. We propose a research 
model and test it using data collected from Twitter.  

 
1. Introduction  
 
Social media have significantly changed the way 

humans communicate. Many people use social media 
to keep in touch with family and friends and receive 
up-to-date information about what happens around the 
world. In recent years, social media have experienced 
tremendous growth in the number of users. Facebook 
alone has more than 1.3 billion active users [1] and 
Twitter has attracted more than 600 million active 
users [2]. Social media have been used to support 
political campaigns of the candidates of US 
presidential elections [3]. Politicians are now using 
Twitter as tool for public diplomacy and to release the 
up-to-date progress of their negotiations [4]. 

Social media have facilitated information sharing 
in social networks. Previous research shows that 
several factors including content related factors and 
user and network characteristics influence information 
diffusion in social media. Content related factors 
include topic [5], URL, hashtags [6], and user and 
network characteristics including social capital 
perception [7], popularity, and homophile [8]. While 
previous research has shown that computer-mediated 
communications (CMC) can effectively transfer 
emotions, recent research has focused on the effect of 
emotions on information diffusion in social media. 

The emotions contained in a computer-mediated 
message significantly influence how the message is 
processed and interpreted by the receiver [9-12]. 
Similarly, sentiment of a messages may influence its 
diffusion in social media [13].  

Each emotion can be located on a three-
dimensional space formed by dimensions of valence 
(positive – negative), arousal (passive / calm – active 
/ excited), and tension (tense–relaxed) [14]. These 
three dimensions covary with physical states of the 
body such as physiological arousal. While previous 
research has noted the effect of emotions on 
information dissemination on social media [13], many 
aspects of the problem remain unexplored. Among the 
three dimensions of emotions, valence has received 
the highest level of attention. Most studies that utilize 
sentiment mining to study social media, solely focus 
on emotional valence and total amount of sentiment in 
the text. For example, higher levels of total sentiment 
in a tweet (i.e., both positive and negative) are related 
to its retweet performance [13]. 

However, very few studies investigate the effect 
of emotional arousal on information diffusion. 
Emotional arousal influences individuals in several 
ways. Emotional arousal has been shown to increase 
action-related behaviors such as moving to help others 
[15], to influence the decision making process of 
individuals [16], and to affect lexical decision 
response times [17, 18]. Considering the importance 
of emotional arousal on human behavior, this study 
considers emotional arousal as a predictor of 
information diffusion in social media. 

This study aims to extend our knowledge on 
information diffusion in social media by analyzing the 
diffusion performance of messages in Twitter which is 
a powerful tool for information sharing. Information 
diffusion in Twitter is heavily dependent on retweets. 
Retweet activity reflects how the social network 
directs the propagation of information [19]. The more 
a message is retweeted, the more people will view it 
and it becomes more likely to get into trending topics. 
Thus, we use retweet count as the performance 
measure of information diffusion in Twitter. Using 
sentiment mining as an approach for data analysis, we 
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suggest that emotions significantly predict 
information diffusion in social media. We propose a 
research model that explains the relationship between 
different types of sentiment and information diffusion. 
Then, we test the proposed research model using the 
data collected from Twitter.com website and discuss 
the findings and implications. The findings of the 
study will help individuals, news broadcasting 
agencies, politicians, and mass media campaigns to 
improve their performance on social media.  

 
2. Literature review and theoretical 

background 
 
2.1. Information diffusion in social media 
 
Diffusion of information in social media has been 

studied in several disciplines including physical, 
social, and computational sciences. In Business and 
Marketing research, information diffusion has also 
been studied with different titles such as electronic 
word of mouth and viral marketing [e.g., 11, 20]. 
While different types of social media platforms such 
as social networking services [e.g., 21], online review 
websites [e.g., 12], photo sharing websites [e.g., 22], 
weblogs [e.g., 23], and online communities [e.g., 24] 
are used by researchers to study information diffusion, 
Twitter has received significant attention from 
academics because of the way it facilitates diffusion of 
information in the form of retweets [e.g., 25, 26-31]. 
Twitter is particularly important in this context 
because 75% of Twitter users mainly use it to access 
information [7]. 

Previous research looks at both quantity as well as 
speed of retweeting as performance measures for 
information diffusion in Twitter [13]. By analyzing 
over a million tweets, Nagarajan, Purohit [5] found 
that users are more likely to retweet than get involved 
in direct conversation. They showed that popular 
tweets fall in on the four categories of call for social 
action, collective group identity-making, 
crowdsourcing, and information sharing; the tweets 
from the first three categories create a sparse network 
(i.e., loosely connected) while the last category, 
information sharing, has a dense retweet network. 

By Analyzing 10000 tweets, Suh, Hong [6] 
examined how content features (such as URL 
inclusion, hashtags, and mentions) and contextual 
features (including the number of followers and 
followees, the age of the account, the number of 
favorited tweets, and the number and frequency of 
tweets influence diffusion of information in Twitter. 
They found that tweets containing URL and/or hashtag 
are more likely to be retweeted. Number of 

followers/followees and age of the account are also 
positively related to retweet count. The tweets 
mentioning other user(s) are less likely to be 
retweeted. 

Macskassy and Michelson [8] used snowball 
sampling to collect around 11432 Twitter user 
accounts from which they collected over 353000 
tweets. Thirty-two percent of the messages were 
retweets. They analyzed and compared four different 
models to predict retweet behavior including random 
model (as benchmark), recent communication model 
(retweet those recently been in contact with), topic 
model (retweet topic of interest), and homophily 
(profile) model (retweet those with similar profiles). 
They found that the homophily model outperformed 
the other models followed by recent mode, topic 
model, and random model.  

Recuero, Araujo [7] investigated the effect of 
social capital on retweet behavior. They found that 
retweeting not only benefits social network as a whole 
by spreading information, it but also benefits 
individual users by allowing them to reach those out 
of their network while their identity is attached to the 
message. Because information access is an important 
motivation for retweeting, timing is an important 
aspect of retweets. They also found that mentioning 
the original source when retweeting can add credibility 
to the message. However, they showed that messages 
that contain too many mentions may look old and 
hence many users cut the number of mentions so that 
the information looks fresh; many users retweet 
because it is a convenient way of feeding their 
followers without actually producing any information. 
They also found that some users retweet certain people 
in order to demonstrate their social network. Retweet 
behavior is also a form of agreement with an expressed 
idea. 

2.2. Emotions in CMC  
 

Previous research has indicated that CMC can 
effectively transfer emotions. The receiver of a 
message can detect the sender’s emotions through 
verbal cues such as emotion words as well as 
nonverbal cues such as emoticons [32]. Moreover, the 
emotions contained in a message transferred through 
CMC significantly influence how the message is 
processed and interpreted by the receiver [9, 10]. 
Sentiment mining can be used to extract sentiment 
from the text and consequently to predict the behavior 
of the receiver of the message [12, 33-35]. 

Different categorizations of emotions exist in the 
literature. Wundt [14] proposed a dimensional 
approach for classifying emotions. He suggested each 
emotion can be located on a three-dimensional space 
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formed by dimensions of valence (positive–negative), 
arousal (calm–excited), and tension (tense–relaxed). 
He believed that these three dimensions covary with 
physical states of the body such as physiological 
arousal. Examples of emotions with high arousal and 
high valence include ambitious, adventurous, self-
confident, and delighted. These emotions are all 
examples of positive emotions that are high in arousal. 
In the opposite corner is the low valence and low 
arousal section, containing bored, sad, depressed, and 
doubtful as some examples. 

Mehrabian and Russell [36] proposed a three 
dimensional model of emotions similar to that of 
Wundt [14] composed of pleasure, arousal, and 
dominance. The model is called PAD emotional state 
model. The pleasure-displeasure scale represents how 
pleasant or unpleasant one feels about something. This 
dimension is similar to what Wundt [14] calls valence. 
The arousal dimension is the same as what Wundt [14] 
suggested. Finally, the dominance-submissiveness 
scale measures how controlling and dominant versus 
controlled or submissive one feels. 

Plutchik [37] proposed a wheel of emotions 
consisting of 8 basic emotions and 8 advanced 
emotions each composed of 2 basic ones. The basic 
emotions include joy, trust, anticipation, fear, surprise, 
sadness, disgust, and anger. The advanced emotions 
include optimism, love, submission, awe, disapproval, 
remorse, contempt, and aggressiveness. As an 
example, anger is a highly unpleasant, very aroused, 
and moderately dominant emotion, while boredom is 
a little unpleasant, fairly unaroused, and mostly non-
dominant. 

 
2.3. Negativity bias 
 
Prior research shows that people respond 

differently to positive and negative stimuli, and 
negative events tend to provoke stronger and faster 
emotional, behavioral, and cognitive reactions than 
neutral or positive events [38, 39]. More specifically, 
it has been shown that people are subject to a general 
bias to show greater weight to negative entities such as 
events, objects, and personal traits [38]. This is 
generally referred to as “negativity bias” [39]. Recent 
studies of communication in the social media context 
such as Facebook also show that negative sentiment 
postings induce more feedback in terms of comments 
compared to those with positive sentiment [25]. 

 
2.4. Emotional arousal 
 
Different levels of emotional arousal have 

different impact on human behavior. Low levels of 
arousal are characterized by staying calm and relaxed. 

Higher levels of arousal, in contrast, are characterized 
by activity [40]. High levels of arousal increase action-
related behaviors such as moving to help others [15] 
and lead to faster response to offers in negotiations 
[41]. Stories with high levels of emotional arousal 
trigger greater emotional reaction in individuals and 
thus enhance their memory for the story [42]. 

Emotional arousal also influences lexical decision 
tasks. Lexical decision task is an experiment that 
involves measuring how quickly people identify 
stimuli as words or nonwords. A mixture of words and 
logatomes or pseudowords (nonsense strings that 
respect the phonotactic rules of a language, like trud in 
English) are presented to subjects. The goal is to 
recognize whether the presented stimulus is a word or 
not. Response times of subjects are measured as the 
dependent variable in the experiment. 

Hofmann et al. [17] ran a series of experiments to 
investigate the effect of emotional arousal on lexical 
decision response times. They varied emotional 
valence and emotional arousal as experimental factors. 
They presented negative high-arousing and low-
arousing words to subjects and measured their 
response times. They observed that high-arousing 
negative words are processed faster than both low-
arousing negative words and neutral words. In 
contrast, low-arousal negative words are processed 
slower than neutral words. They also observed that 
negative valence does not influence response times 
when the treatment is controlled for emotional arousal. 
Finally, they found out that the effect of emotional 
arousal on response times is only valid for negative 
words but not for positive ones. Positive words 
improve the response time irrespective of their level of 
arousal. Another study finds that three discrete 
emotions of happiness, fear, and disgust significantly 
predict response times of lexical decision tasks. These 
three emotions describe as much variance in response 
times as dimensional and categorical models of 
emotions [43]. 

Several lexicons have been created for 
measurement of emotional arousal. A lexicon is a 
word list where each word has been scored for 
sentiment strength. The Affective Norms for English 
Words (ANEW), developed and distributed by the 
Center for Emotion and Attention (CSEA) at the 
University of Florida, is a lexicon based on PAD 
emotional state model [36] which has measured 
pleasure, arousal, and dominance for a set of English 
words [44]. The initial version included 150 words 
from Mehrabian and Russell [36] and 450 words from 
Bellezza, Greenwald [45] which together with other 
words the authors added created a list of 1040 words. 
The authors used undergrad psychology students to 
rate each word in terms of the three PAD dimensions 
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on a scale from 1 to 9 [44]. ANEW reports mean and 
standard deviation of each type of sentiment for each 
word. The latest version is more comprehensive and 
contains sentiment of 2476 words [46]. The lexicon 
has been extensively used and validated by previous 
research [47-52]. 

Whissell’s Dictionary of Affect in Language is 
another lexicon developed by University of Columbia 
scholars [53]. The lexicon contains pleasantness (or 
valence), activation (or arousal), and imagery for 8742 
English words. The authors used 200 volunteers, 
mostly university students, to rate each word on a 
three-point scale. The scale for pleasantness includes: 
(1) unpleasant, (2) in between, and (3) pleasant. 
Similarly, the scale for activation is: (1) passive, (2) in 
between, and (3) active. Finally, there are similar scale 
points for imagery including (1) hard to imaging, (2) 
in between, and (3) easy to imagine [54]. 

 
3. Research model and hypothesis 
 
Building upon the previous literature on 

emotions, we propose a research model that describes 
the effect of sentiment on information diffusion on 
social media. We argue that the levels of total 
sentiment, emotional valence, and emotional arousal 
expressed in a Twitter message significantly influence 
its level of diffusion. Figure 1 shows our proposed 
research model.  

 
Figure 1. Research Model 

 
Sentiment of a message can be effectively 

communicated through the text and significantly 
influences the perceptions of the reader [9, 10, 32]. 
Moreover, previous research shows that affective 
language in the online environment receives more 
attention and feedback compared to neutral language. 
For example, people who use affective language in 
discussion forums receive more feedback than those 
who do not [55]. Both positive and negative sentiment 
increase participation but in different forms. Positive 
sentiment increases continued participation while 
negative sentiment triggers hostile interactions [56]. 
Hence, we expect the total amount sentiment (either 
positive or negative) expressed in a Twitter message 
to be positively related to the amount of feedback and 
attention it receives. A popular way of showing 

attention toward a Twitter message is to retweet it [7]. 
Thus, we expect tweets with higher amount of 
sentiment to have a larger number of retweets. 
Consequently, we hypothesize that: 

H1: The larger the total amount of sentiment 
(positive or negative) a Twitter message exhibits, the 
more often it is retweeted. 

According to negativity bias, people react 
differentially in response to positive and negative 
stimuli, and negative stimuli tend to provoke stronger 
and quicker emotional, behavioral, and cognitive 
responses than neutral or positive events [38, 39]. 
Moreover, previous research shows that negative 
sentiment has a similar effect on online users’ 
behavior. Postings containing negative sentiment elicit 
more feedback from other users compared to those 
with positive sentiment [25]. Negative sentiment of a 
messages is also more likely to diffuse in subsequent 
comments compared to positive sentiment [25]. 
Drawing on these insights, we argue that the tweets 
containing negative sentiment are more likely to be 
retweeted. Negative tweets are more likely to provoke 
action. Retweeting, as a convenient and quick form of 
showing reaction to a message [7], is more, likely to 
be triggered when the original messages contains 
negative sentiment rather than positive or neutral 
sentiment. This leads to the following hypothesis: 

H2: Polarity moderates the effect of sentiment on 
retweet count of a Twitter message. The effect will be 
stronger for tweets with negative sentiment than those 
with positive and neutral sentiment. 

Arousal is a state of mobilization. While low 
arousal is regarded as relaxation, high arousal is 
regarded as activity [11]. Higher levels of emotional 
arousal increase action-related behaviors such as 
moving to help others [15], enhance long term 
memory of the events [42], and lead to faster response 
in negotiations [41]. Online users are no exception. A 
study on of New York Times articles shows that 
articles containing high arousal sentiment are more 
likely to be shared by email than those with low 
arousal sentiment [11]. Hence, we argue that the 
messages containing high levels of emotional arousal 
are more likely to elicit reaction from other users. 
Retweeting a message is a form of reaction to its 
content [7]. Thus, we expect high-arousal messages to 
elicit greater reaction from online users in the form of 
retweets. Thus, we hypothesize that: 

H3: The larger the amount of emotional arousal a 
Twitter message exhibits, the more often it is 
retweeted. 

Information processing is a perquisite to 
information diffusion. People tend to process 
information before disseminating them. Previous 
research suggests that lexical decision response times 
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represent ease of processing of the information [57]. 
In other words, words with lower response times are 
processed more easily. Similarly, emotional 
facilitation theory proposes that words with greater 
meaning are processed faster than those with less 
meaning [58]. Drawing on these insights, we argue 
that people are more likely to spread information that 
is processed more easily and is more meaningful. 
Hence, we expect the predictors of lexical decision 
response times to be also important in the context of 
information diffusion in social media.  

Previous research shows that high-arousal 
negative content is processed faster than neutral 
content while low-arousal negative content is 
processed slower than neutral content [17, 18]. We 
expect content that is processed more quickly to also 
be diffused more rapidly. Thus, we expect the 
expression of high-arousal negative emotions in a 
message to enhance its diffusion in social media while 
expression of low-arousal negative emotions is 
expected to deteriorate the diffusion of a message. 
Consequently, we propose the following hypothesis:  

H4: Emotional arousal moderates the effect of 
negative sentiment on retweet count of a Twitter 
message. The effect will be positive for tweets with 
high-arousal sentiment and negative for tweets with 
low-arousal-sentiment.  

 
4. Methodology 
 
4.1. Data collection software 
 
C# language was used by the authors to develop 

software that is capable of collecting tweets. The 
software uses LinqToTwitter open source framework 
to connect to Twitter API version 1.1. The developed 
software allows authors to find tweets related to 
specific topic, receive a stream of tweets on a specific 
topic, or download tweets from a specific Twitter 
account. 

 
We collected 3219 tweets from CNN’s Twitter 

page over a four-month period from October 2013 to 
January 2014. Table 1 shows the descriptive statistics 
of the sample. Fifteen percent of the tweets had 
positive polarity, 40% were negative, and 45% had 
neutral polarity. 

4.2. Measurement 
 

The Affective Norms for English Words (ANEW) 
lexicon was used for analysis of emotional arousal. To 
calculate emotional arousal of a text using ANEW, we 
calculated arousal of each word separately and then 
added the values up for each tweet. A piece of software 

was developed by the authors that calculates emotional 
arousal of a tweet based on the ANEW weights. 

 
Table 1. Descriptive statistics 

 

M
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M
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im
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M
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n 

S
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. 
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Arousal 0 43.49 10.32 7.76 
Negative Sentiment -5 -1 -1.67 0.90 
Positive Sentiment 1 4 1.28 0.60 
Polarity 3 -4 -.40 1.12 
Retweet Count 1 147128 293 2668 
Total Sentiment 0 5 0.95 1.04 

 
SentiStrength software was be used for measuring 

total sentiment and emotional valence [59]. The 
software is free for academic research and has been 
tested and validated by previous studies [13, 59-63]. 
SentiStrength is capable of processing different types 
of information contained in the text including 
correction of spelling due to repeated letters, analysis 
of emoticons and booster words, and use of negative 
words (e.g., not) to flip emotions. 

SentiStrength reports two distinct numbers for 
positive and negative sentiment. The positive number 
varies from 1 (not positive) to 5 (extremely positive).  
The negative number varies from -1 (not negative) to 
-5 (extremely negative). Because both numbers 
indicate the sentiment of a statement, we use the 
approach used by Stieglitz and Dang-Xuan [13] to 
combine the two numbers. We compute the sentiment 
polarity of each statement by the following formula, 
which determines the direction of the sentiment (i.e., 
emotional valence) as well as its strength:  

polarity = positive sentiment + negative sentiment, 
Because positive sentiments vary from 1 to 5 and 

negative varies from-1 to -5, polarity will have a range 
of -4 to 4. The other approach to combine the positive 
and negative numbers is to calculate the total amount 
of sentiment in a statement regardless of it is positive 
or negative. To achieve this, the absolute value of 
positive and negative sentiments should be added up 
using the following formula: 

total sentiment = (positive sentiment – negative 
sentiment) - 2 

Positive sentiment varies from 1 to 5 and negative 
sentiment varies from-1 to -5. Thus, total sentiment 
will have a range of 2 to 10. Hence, we subtracted 2 
from (positive – negative) to change the range from [2, 
10] to [0, 8]. Figure 2 shows system design and 
sentiment extraction process. 
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Figure 2. System design for sentiment extraction 
from twitter 

4.3. Data Analysis 
 
We first checked the correlation of our items. 

Arousal, total sentiment, and polarity are significantly 
correlated. Because we observed relatively high 
correlations among some variables, we checked the 
VIF of independent variables. The result of the 
analysis showed that multicollinearity is not an issue 
in this study. Table 2 shows the calculated 
correlations.  

We used regression analysis to test the proposed 
research model. The dependent variable in our model, 
retweet count, represents nonnegative and integer data 
and its standard deviation is larger than its mean. 
Hence, the analysis needs to be adjusted for 
overdispersion using log-transformation [64]. To 
analyze hypotheses 1 through 3, we use the following 
regression model (equation 1):  
𝑙𝑜𝑔ሺ𝑟𝑒𝑡𝑤𝑒𝑒𝑡_𝑐𝑜𝑢𝑛𝑡ሻ ൌ 𝛽଴ ൅
𝛽ଵ 𝑇𝑜𝑡𝑎𝑙 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 ൅ 𝛽ଶ 𝐴𝑟𝑜𝑢𝑠𝑎𝑙 ൅
 𝛽ଷ 𝑁𝐸𝐺𝐴𝑇𝐼𝑉𝐸_𝑃𝑂𝐿𝐴𝑅𝐼𝑇𝑌 ൅
 𝛽ସ 𝑇𝑜𝑡𝑎𝑙 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 ∗ 𝑁𝐸𝐺𝐴𝑇𝐼𝑉𝐸_𝑃𝑂𝐿𝐴𝑅𝐼𝑇𝑌 
(equation 1) 

We used negative binomial regression to analyze 
the model because the dependent variable is a count 
measure [65]. Negative binomial regression uses log-
transformation which addresses the overdispersion 
problem of the dependent variable. In the above 
equation, Arousal refers to the level of arousal 
expressed in the message. NEGATIVE_POLARITY is 
a dummy variable set to 1 if the message has negative 
polarity and 0 otherwise. We used the interaction term 
Total sentiment * NEGATIVE_POLARITY to test the 
second hypothesis.  

To test the fourth hypothesis, we used equation 2 
which we analyzed using negative binomial 
regression. We used polar extremes approach to break 

arousal into three levels [66]. AROUSAL_LEVEL is a 
categorical variable set to 2 if the value for arousal is 
in the top one-third, to 1 if arousal level is in the 
bottom one-third, and 0 otherwise. AROUSAL_ 
LEVEL is a factor in this model and the effect of its 
different levels (i.e., 0, 1, or 2) will be analyzed. 
𝑙𝑜𝑔ሺ𝑟𝑒𝑡𝑤𝑒𝑒𝑡_𝑐𝑜𝑢𝑛𝑡ሻ ൌ 𝛽଴ ൅
𝛽ଵ 𝑇𝑜𝑡𝑎𝑙 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 ൅ 𝛽ଶ 𝐴𝑅𝑂𝑈𝑆𝐴𝐿_𝐿𝐸𝑉𝐸𝐿 ൅
 𝛽ଷ 𝑁𝐸𝐺𝐴𝑇𝐼𝑉𝐸_𝑃𝑂𝐿𝐴𝑅𝐼𝑇𝑌 ൅
 𝛽ସ 𝑇𝑜𝑡𝑎𝑙 𝑠𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡 ∗ 𝑁𝐸𝐺𝐴𝑇𝐼𝑉𝐸_𝑃𝑂𝐿𝐴𝑅𝐼𝑇𝑌 ∗
 𝐴𝑅𝑂𝑈𝑆𝐴𝐿_ 𝐿𝐸𝑉𝐸𝐿  
(equation 2) 

Table 2. Correlations 
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S
en
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m
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Arousal 1    
Polarity -0.085** 1   
Retweet 0.022 -0.20 1  
Sentiment 0.268** -0.347** 0.029 1 
** Significant at 0.01 

 
The overall model was significant at p < 0.001. 

The results show that sentiment is significantly related 
to retweet count (b = 0.099, p < 0.001) providing 
support for H1. The coefficient for total sentiment * 
NEGATIVE_POLARITY was significant (b = 0.216, p 
< 0.001), thus we find support for H2. The analysis 
also shows that emotional arousal significantly 
predicts retweet behavior (b = 0.016, p < 0.001), 
lending support to H3. Analysis of the second equation 
provides support for our fourth hypothesis. 
Descriptive statistics show that 15% of the tweets were 
categorized as high arousal (> μ + σ) and 16% were 
categorized as low arousal (< μ - σ). While high-
arousal-negative content is more likely to be retweeted 
(b = 0.351, p < 0.001), low-arousal-negative content 
negatively influence retweet count (b = -0.157, p < 
0.02). We also checked the effect of different levels of 
arousal on diffusion of positive tweets. While positive 
tweets are more likely to be retweeted than neutral 
ones (b = 0.454, p < 0.001), different levels of arousal 
do not significantly influence the retweet likelihood of 
positive tweets. The coefficient was insignificant for 
both high and low arousal levels. Table 3 shows a 
summary of hypothesis testing.  

5. Discussion 
 
This study shows how sentiment of a message 

influences its diffusion in social media. We test two 
dimensions of sentiment, valence and arousal, and 
show how they influence diffusion of information in 
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Twitter. We find that total amount sentiment of a 
message significantly predicts its diffusion in social 
media. Drawing upon negativity bias and in line with 
previous research, we show that negative content is 
more likely to be retweeted than positive content [13]. 
We also show that emotional arousal is a significant 
predictor of diffusion of Twitter messages and high-
arousal content is more likely to be retweeted than low 
arousal content. Our results show that the level of 
arousal is related to diffusion of negative messages 
and high-arousal, negative sentiment positively 
influences diffusion of information on Twitter. 
However, low-arousal negative sentiment negatively 
influences retweet count of a message. We also did not 
find any significant evidence that the level of arousal 
influences diffusion of positive tweets. Positive tweets 
are more likely to be retweeted than neutral tweets, but 
the level of arousal does not seem to affect their 
diffusion. It seems that emotional arousal becomes 
effective when a tweet is negative, and, in the case of 
negative tweets, it would act as expected: high arousal 
is more likely to lead to action (i.e., retweet) and low 
arousal is less likely to get users to react. These 
findings are consistent with those of Lexical Decision 
Tasks where arousal is an important predictor of 
response times for negative words. This also indicates 
that the results from Lexical Decision Task 
experiments may be generalizable to social media 
research. 

This study contributes to both theory and practice 
in several ways. From a theoretical perspective, we 
show valence is not the only important dimension of 
sentiment affecting information diffusion in social 
media and other dimensions of sentiment can also 
significantly predict user behavior. Consequently, we 
show the significant effect of emotional arousal on 
information diffusion in social media. This study 
shows that different dimensions of sentiment may 
interact with each other and jointly influence user 
behavior on social media. Finally, we use findings 
from neuro-science to explain the differences in the 
effect of emotional arousal on diffusion of positive and 
negative messages. We argue that information that is 
processed easily and is more meaningful is more likely 
to be disseminated in social media. Thus, we show 
how findings from lexical decision tasks can be used 
to predict users’ retweet behavior. This approach may 
be used by future research to further explain user 
behavior on social media.  

From a practical perspective, we show how 
different forms of sentiment influence user behavior 
on social media. Many organizations try to reach a 
broader audience on social media and are trying to 
improve the diffusion of their messages. Many 
organizations post links to their websites on social 

media with the goal of getting the users visit their 
website. Many of these organizations post a status 
message with the posted link that is intended to 
persuade the users to click on the link or forward it to 
other users.  Our findings suggest that selection of the 
words is very important for organizations. Those 
responsible for managing the social media accounts of 
organizations should carefully select the status 
message that comes with the links they post on social 
media. Emotional messages are more likely to be 
dispersed in social media. Moreover, a combination of 
negative and high arousal sentiment may improve the 
diffusion of the message. 

Table 3. Hypothesis testing results 

H
yp

ot
he

si
s 

Hypothesized Relationship 
Estimates 

(Wald Chi-
square) R

es
ul

ts
 

H1 Sentiment → Retweet Count 
0.10 (12.75) 

*** 
S 

H2 
Total sentiment * 
NEGATIVE_POLARITY → 
Retweet Count 

0.22 (20.99) 
*** 

S 

H3 Arousal → Retweet Count 
0.02 (37.35) 

*** 
S 

H4 

Total sentiment * 
NEGATIVE_POLARITY * 
[AROUSAL_LEVEL = 2] → 
Retweet Count 

0.351 
(49.68) *** 

 
 

S 

Total sentiment * 
NEGATIVE_POLARITY * 
[AROUSAL_LEVEL = 1] → 
Retweet Count 

-0.157 (6.18) 
* 

*, **, ***: significant at 0.05, 0.01, and 0.001, 
respectively; S: Supported, NS: Not Supported 

 
Like any other studies, this study has limitations. 

First, the software we used in this study is capable of 
processing different types of text. However, it lacks 
the processing capability for alternate styles of writing 
such as sarcasm. While research in the area of natural 
language processing continues, future studies may 
provide better insights into determinants of 
information diffusion in social media by using 
advanced text analytics techniques. Moreover, our 
sample lacks language and cultural diversity. The 
tweets used in this study were collected from CNN 
Twitter page and are all in English. However, previous 
research shows that different cultures have differences 
in terms of how they express emotions. For example, 
it is known that people in individualistic societies 
express negative emotions more freely than those 
living in collectivist ones [67]. Similarly, our results, 
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collected from a Twitter account of a mainstream 
broadcaster in the U.S., which has a relatively 
individualistic culture [68], shows that messages with 
negative sentiment are more likely to be retweeted. 
However, the results may not be generalizable to 
collectivist cultures. On the other hand, language as 
the medium of communication may play in significant 
role in how the message is processed by the reader. 
While our findings regarding the effect of total 
sentiment and negative emotions on retweet count is 
similar to those of Stieglitz and Dang-Xuan [13] who 
examined tweets written in German, the case of 
emotional arousal may be different. Future research 
may utilize messages from other cultures and 
languages, to control for the effect of language and 
culture on diffusion of information in social media. 
Future research may also look at the different level of 
emotions beyond the positive and negative emotion 
and the differences in expression of emotions between 
the real life and the virtual space. 

 
6. Conclusions 
 
This study investigates the effect of emotions on 

information diffusion in social media. We find that the 
level of sentiment a Twitter message carries 
significantly influences its retweet performance. We 
also find that negative messages have higher retweet 
performance than positive ones. Finally, we find that 
high-arousal, negative sentiment significantly 
improves information diffusion in social media while 
low-arousal negative sentiment is negatively related to 
the diffusion of tweets. This study contributes to the 
practice by providing individuals, broadcasting 
agencies, political campaigns, and non-for-profit 
organizations with strategies to increase their area of 
impact on social media. 
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