
An Analysis of the Cause of Privacy Paradox among SNS Users: take Chinese
College Students as an Example

Abstract

It has been proved that the privacy paradox does exist,
yet the cause of the phenomenon remains vague. This
article tries to analyze the cause of privacy paradox
phenomenon on SNS (WeChat) among Chinese college
students based on Privacy Calculus Theory and the TPB
model and introduces two new factors: the credibility of
SNS and the cost of protecting privacy. Through a
questionnaire and interview survey, our result shows that
there is no significant correlation between users’ privacy
concerns and the intention of privacy disclosure. While the
more users trust the SNS platform, the more possibility they
tend to disclose their private information, and the cost of
privacy protection can somehow weaken the relationship
between the intention and the actual behavior. Therefore,
by increasing SNS's credibility, users tend to disclose more
personal information to SNS providers, which may improve
the competitiveness of SNSs and contribute to their
sustainable development.

1. Introduction

In the era of Web 2.0, personal information has already
become one of the most vital business resources. However,
if SNS providers collect or use personal information
arbitrarily and ignore the privacy protection law and
regulations, not only users will suffer from the risk of
privacy leakage but also SNS providers will bear the loss.
Besides, the development path of big data is very likely to
be hindered to some extent.

It is universal acknowledge that people now are paying
concern on personal information and privacy increasingly,
and Europe is at the forefront of privacy protection by
enacting The EU General Data Protection Regulation
(GDPR), the most strict privacy protection law. Enterprises
shall pay more attention when dealing with users’ privacy

because those who infringe provisions will face the fine
maximum up to € 20 million or up to 4% of the annual
worldwide turnover of the preceding financial year.
Moreover, the huge devastating blow Facebook has
suffered for leaking the privacy information to Cambridge
Analytica -- a data analysis company served the Trump
campaign once again alarm SNS providers the consequence
of losing the trust of its users. According to Bloomberg,
Facebook's share price fell 6.8% to $172.56 after the crisis,
resulting in Zuckerberg's net assets falling to $70.4 billion.

However, high privacy concern does not result in a
comparatively high level of protection behavior. According
to TechPinions, after the Facebook privacy crisis, only 9%
deleted their accounts from their phones and other devices
altogether. That is to say, most of the users although
perceived the risk chose to use Facebook continuously, and
that mainly because the cost of deleting Facebook accounts
is too high and results in much inconvenience. This
contradiction between the privacy concerns expressed by
people and their actual disclosure behavior is called privacy
paradox, which is proved to exist by numerous scholars
around the world. Various theories have been used to
explain this phenomenon, and the most used ones are the
Theory of Planned Behavior (TPB) model and the privacy
calculus theory. In privacy calculus theory, privacy concern
is influenced by perceived risk and perceived benefit, when
users see more benefits over risks they tend to disclose their
privacy.

While whether this phenomenon exists in China and to
what extent it does exist are still under discussion, since
some scholars argue that long Chinese history of
collectivist culture and tradition may result in a relatively
low privacy concern level and a comparatively high privacy
disclosure possibility. Besides, what Li Yanhong, the CEO
of Baidu (The world's largest Chinese search engine, the
largest Chinese website) has said recently may somehow
explain the argument. He said, “Chinese are more open to
privacy issues and relatively less sensitive, and in many
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cases, they are willing to disclose privacy for convenience,
security or efficiency. Thus we can make use of their
information they provided to us and gave them benefits in
return.” Meanwhile, those scholars who proved the
existence of privacy paradox in China conduct their studies
focusing on how to protecting users’ privacy, however,
studies on explaining the cause of the paradox have not yet
been fully realized. Moreover, those who tried to analyze
the cause of the paradox mainly introduce TPB model or
privacy calculus theory, but few of them combine these two
theories to address a more comprehensive model to present
the dynamic thinking process of users better. Also,
concerning the strong antagonism of Facebook’s users after
Facebook illegally disclosed users’ personal information
and how they behave, it is necessary to test how the
credibility of SNS and the cost of protecting privacy affect
users’ privacy disclosing the decision.

The remainder of this paper is organized as follows.
First, we present the definitions and literature review.
Followed by a description of the research theories and
hypothesizes, research methodology, and findings. The
paper concludes with the implications of the results and
directions for future researches.

2. Definitions and Literature Review

2.1 Definition of Privacy

Different areas have different definitions of privacy. In the
Web 2.0 era, the definition of privacy needs to be re-
examined and defined from various perspectives.

From the perspective of rights, Brandeis and Warren
(1890) defined privacy as the right to maintain personal
independence [1]. Mason (1986) directly defined privacy as
"the right to collect, use, and control personal information
[2]." From the perspective of products, Klopfer and
Rubenstein (1977) believed that privacy could be seen as an
economic term to be used to exchange for the greater value
of rights [32]. Laudon (1996) believes that the current crisis
in personal privacy information is the result of market
failure and calls for market adjustments to focus on privacy
through information technology [3]. From the perspective
of states, Westin (1967) defined four states of privacy:
anonymity, loneliness, backup, and intimacy [1]; Laufer
and Wolfe (1977) pointed out that privacy, as a concept of a
situation, has three dimensions: self-dimension,
environmental-dimension, and interpersonal relationship-
dimension [5]. From the perspective of the control ability,
Margulis (1977) combined Westin’s (1967) and Altman's
(1975) views, and finally gave the definition: privacy is the
control of various things in people’s communication, and
the ultimate goal is to improve autonomy or reduce
vulnerability [6] [1]. Stone (1990) refined the definition of
privacy and stated that “privacy is the ability of one person

to control the redistribution or lease of personal information
and control the state and quantity of social exchange [7]."
This research treats sensitive personal information as a
form of privacy for the convenience and accuracy of the
analysis.

2.2 Privacy Concern

To measure users’ privacy concerns in e-commerce,
Malhotra et al. (2004) used social contract theory to design
an online consumer privacy concern scale [33], abbreviated
as IUIPC. It contains three dimensions of perception:
collect, control, and awareness/concerns of privacy practice.
The control dimension measures the opinion of online users
about their ability to control their own information. The
collect dimension measures the degree of consumer
concern about the collection and use of personal
information by network companies. The
awareness/concerns of privacy practice measure the extent
to which users are concerned about the privacy practices of
network companies. Heng Xu, Tamara Dinev, H. Jeff Smith,
Paul Hart (2008) explained the composition of privacy
concerns [34].

Shen Qi (2013) used the three dimensions of the IUIPC
scale to find out the current privacy concern of university
students in Shanghai, and the result showed that students
are generally worried about the security of privacy online
[12]. In the three dimensions, students are most concerned
about their ability to “control” personal information, and
their online privacy protection is at an average level. The
higher the level of privacy concern, the more privacy
protection actions college students will take.

2.3 Privacy Paradox

M. C. Oetzel and T. Gonja defined privacy paradox as
“the contradiction between the privacy concerns expressed
by people and their actual disclosure behavior [36].”
Oomen and Leenes (2008) consider the paradox to be a
certain degree of risk perception implies a more excellent
knowledge of privacy protection strategies but appears an
insufficient motivator to apply such approaches [37]. Many
studies have already confirmed the privacy paradox. For
instance, A. Acquisti and R. Gross (2005) surveyed
students and faculty members in U.S. colleges and
universities and found that the specific privacy concerns
and actual privacy disclosure behaviors have a significant
duality. Most users with a high level of privacy concern
will still use Facebook as usual [30]; also, Z. Tufekci’s
(2008) regression analysis confirmed that the relationship
between the privacy concern and information disclosure is
weak or the correlation is not relevant [35]. Moreover, S. B.
Barnes proved that there is no significant connection
between college students’ use of Facebook and their
privacy attitudes [38]. In China, Shen Qi (2015) proved its
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existence among college students in Shanghai [10]; Xitong
Guo et al. (2016), confirmed its existence in the field of
mobile health services and affected by age differences [14].
Yuanhong and Yating Hou (2016) verified the existence
and behavior rules of privacy paradox among SNS
generation who are using WeChat by applying the decision
tree classification algorithm for data mining [13]. In
addition, they found that privacy cognition, the credibility
of certain network and involvement of platforms have
impacts on privacy paradox.
To summarize, most of the researches on privacy

paradox mainly focus on theoretical discussion, only
emphasizing its existence, and studies on explaining the
cause of the paradox have not yet been fully realized.
Moreover, those who tried to analyze the cause of the
paradox always confuse the difference between the
intention of behavior and actual behavior, while the
intention of behavior is actually an essential variable.
Therefore, we combine the TPB model and privacy
calculus theory to address a more comprehensive model
to present the dynamic thinking process of users better.
Besides, concerning the strong antagonism of
Facebook’s users after the Facebook scandal and how
they actually behave, it is necessary to test how the
credibility of SNS and the cost of protecting privacy
affect users disclosing the decision.

3. Theories and Hypotheses Development

3.1 Theories

3.1.1 Privacy Calculus. The privacy paradox can be
explained by the privacy calculation theory. The theory of
privacy calculus believes that the actual disclosure of
information is affected by perceived risk and perceived
benefit from the view of risk-return (Culnan, 2000) [48].
Perceived risk refers to the estimated risk of privacy
disclosure, and the perceived benefit is generally
considered to be interpersonal capitals and social needs like
monetary returns or better services.

Various scholars mentioned above attempted to explain
the privacy paradox by privacy calculus theory. Zhu Hou et
al. (2016) found that perceived risk affects privacy concern
positively and affects self-disclosure negatively, while
perceived benefits affect self-disclosure positively and
affect privacy concern negatively [17]. That means if SNS
providers improperly collect and use or even disclose users’
personal privacy information, it will increase the perceived
risk of users and reduce their participation willingness. On
the other hand, when SNS providers are developing or
promoting new social media products, they should focus on
product management and service mode which allow users
to have a more convenient operation management and

humanization experience to encourage their continuous
motivations.

3.1.2 Theory of Planned Behavior (TPB). Theory of
Planned Behavior (TPB) was proposed by Ajzen (1991)
which stated that attitude toward the behavior, subjective
norms, and perceived behavioral control, together shape an
individual’s behavioral intentions and behaviors [25]. He
introduced a third variable, “behavioral intention” to
explain the contradiction between attitude and behavior.
Ajzen believes that behavioral intention is the tendency of
an individual to take a particular behavior. Therefore, it is a
necessary process before any behavior, which is the
decision before the act. Dienlin and Trepte (2015) used the
concept of behavioral intention to illustrate the process
from privacy concern to the actual act of behavior [26]. Xie
Gang et al. (2016), proved that the cognition of the
importance of network privacy and privacy risk perception
positively affect protection consciousness of network
privacy, the protection consciousness of network privacy
and privacy risk perception positively affect behavior
intention [27]. Zhu Hou et al. (2016) based on Privacy
Calculus theory and combined with the TPB model
established a model about the relationship between privacy
concern and privacy disclosure of SNS users proved that
users' perceived risk positively influence their privacy
concerns, which in return decrease the intention of privacy
disclosure, however, when perceiving high level of benefits,
users’ intention of disclosure would be enhanced
significantly, which leads to the final disclosure action [17].

In addition, behavioral intention is the tendency of
actual behavior, and it directly determines behavior under
conditions where actual control conditions are sufficient.
Although the actual behavior is affected by various factors,
behavioral intention can predict actual behavior to some
extent. This view was proved by Burns S, Roberts L. in
2013 [19], and Xie Gang et al. (2016) found out the
stronger the intention of privacy disclosure, the more users
likely to actually disclose their privacy.

3.2 Conceptual model and hypotheses

Referred from the model applying for the Theory of
Planned Behavior constructed by Dienlin and Trepte (2015)
[18] and Feng Xu et al. (2013) [16] as well as the privacy
scandal of Facebook, we introduced two factors “ the
credibility of WeChat” and “the cost of protecting privacy”
to see how these two factors will affect the intention of
privacy disclosure and the actual behavior. Our conceptual
research model is shown in Figure 1.
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Figure 1. Conceptual Research Model

3.2.1. Privacy Concern and the Intention of Privacy
Disclosure. The privacy concern of user is the user's
subjective feeling of its privacy state when he or she uses
social network applications. It is the concern about the
possibility of personal information be stored, stolen or
illegally used. The intention bases on the concern, therefore,
the higher the level of privacy concern, the lower the
intention of privacy disclosure. Moreover, Dienlin and
Trepte (2015) hold the view that the intention of privacy
disclosure is a process between privacy concern and
behaviors of privacy disclosure [26]. Therefore, we get the
following hypothesis :

H1: Privacy concern will be negatively related to the
intention of privacy disclosure.
3.2.2. The Intention of Privacy Disclosure and
Behaviors of Privacy Disclosure. The concept of the
behavior of privacy disclosure is cited from Dwyer et al.
(2007) [39]. Impressively, the intention of behaviors is the
tendency one conducts actual actions. This variable can be
defined as the degree of users’ willingness to disclose their
private information. Theory of Planned Behavior (TPB)
proposes a third variable, which is "behavioral intention,"
to resolve the contradiction between the attitude and
behavior. Ajzen (1991) believes that behavioral intention is
the tendency of an individual to take a particular behavior
[25]. Therefore, the stronger the intention of privacy
disclosure, the higher the possibility of privacy disclosure
behavior would be. Thus, we have the following hypothesis:

H2: The intention of privacy disclosure will be
positively related to the possibility of privacy disclosure
behaviors.

H3: The variable of the intention of privacy disclosure
can be regarded as the mediator for the other two variables,
privacy concerns, and privacy disclosure behaviors.
3.2.3. Perceived Risks and Privacy Concern. The theory
of expectation points out that individual behavior is the
result of rational calculations, and people will act in the
way that maximizes their returns. Perceived risks and
perceived benefits are significant parts of the rational
calculation of privacy. Xu H. and Dinev T. (2011)

explained the concept of perceived risks [34]. On the aspect
of perceived risks, some studies showed that most of the
network users perceived risks of privacy when they use
social network website and e-commerce platforms. The
leakage of personal information may result in personal
information being stolen, harassed, and other undesirable
consequences. And the leakage of information such as bank
cards will increase the possibility of property loss. In this
research, perceived risks mean the uncertainty that SNS
users feel when they use different social software functions
which may cause harm or negative impact on their
psychological state, property and they themselves. And the
higher the perception of risks of privacy disclosure, the
higher the level of concern on the personal privacy when
they use social network applications. Jochen Wirtz et al.
(2007) stated that the risks of privacy would stimulate some
worry about privacy and motivation of privacy protection in
any network environment [28]. Therefore, we get another
hypothesis:

H4: The perceived risks will be positively related to
the privacy concern.
3.2.4. Perceived Benefits and the Intention of Privacy
Disclosure. This variable, the concept of perceived benefits
is defined by Forman et al. (2008) [45]. And some research
suggests that perceived benefits are money and service
returns. Nevertheless, In the process of using the social
network platform, on one hand, the information exchange
brought by the disclosure of personal information can bring
a pleasant feeling of social communication to users, on the
other hand, the disclosure of personal data can promote the
establishment of new social relations and growth of social
capital. Krasnova (2012) proposed that the feeling of
involvement and pleasure people get when they use the
social network is a kind of benefit [29]. Thus, users tend to
disclose personal information to obtain the perceived
benefits mentioned above. Therefore, we get a new
hypothesis:

H5: Perceived benefits will be positively related to the
intention of privacy disclosure.
3.2.5. The Credibility of SNS and the Intention of
Privacy Disclosure. The integrative models of trust have
been forwarded by Mayer, Davis, and Schoorman (1995)
and McKnight, Cummings, and Chervany (1998) divide
trust into three dimension: the trust in the SNS itself (which
also represents trust beliefs in the company or entity behind
the SNS), the trust in an individual’s own friends, and the
trust in everyone (i.e. all SNS users) [41] [42]. While the
credibility of SNS in this paper only refers to users’ trust in
SNS itself, when using all the services provided by SNS in
the field of SNS payment, chat, moments as well as various
third-parted small intelligent programs. Users’ trust in SNS
may be affected by the level of privacy protection,
reputation, and regulations of the platform. The credibility
of SNS will directly affect whether users will disclose their
privacy or not.
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Many research proved that trust has an essential impact
on users' disclosure behavior on SNS. P. Papadoupoulou et
al. (2013) did comparative analysis in the context of e-
commerce and mobile commerce, and found trust has
strong impacts on users’ disclosure behaviors [47];
Bergström A (2015) found trust has different impacts on
different groups of people on their privacy concern and
then influence their behaviors [43]; Morosanc (2015) found
customers’ trust in the hotel influences their trust in hotel’s
app, and then influences their disclosure behaviors [44]; Lo
and Riemenschneider (2010) conducted research on
Facebook users and found that trust in service provider can
prompt users to disclose information, and the higher level
of credibility, the more chances users tend to disclose
information on this platform [24].

The credibility of SNS refers to the user's trust in the
use of SNS, and it will be affected by the platform's rules
and regulations, reputation, and the level of SNS privacy
protection. The credibility of the social platform will affect
user status. On the one hand, the higher users’ trust in the
social network platform, the more frequent they will use the
platform. Thus the more likely for users to disclose
personal information on this social network platform; on
the other hand, the lower the degree of trust in the social
network platform, the fewer frequency users use this social
network platform when they need to provide some personal
information. Therefore, we have a hypothesis:

H6: The credibility of SNS will be positively related to
the intention of disclose privacy on SNS.
3.2.6. The Cost of Protecting Privacy and Behaviors of
Privacy Disclosure. From users’ point of view, Zhang, L.
＆ McDowell, W. C. (2009) proved that although setting up
complex codes or changing codes frequently can increase
the level of users’ privacy safety, few people actually act in
this way because it is hard to remember the complicated
codes and it takes times to change codes [40]. Also, when
chatting or posting a moment on SNS, it is troublesome to
grouping contacts. Furthermore, even when annoyed by the
platform on privacy issues, the cost of switching to another
platform is high.

The cost of protecting privacy means the protective
actions people take when using social network applications.
Privacy protection actions, such as grouping contacts,
setting up complex passwords, and switching to a more
secure social software will weaken the ease of using SNS,
and replacing social software will result in the loss of social
capital on social applications. And we attribute those
impacts of privacy protection behaviors as the cost of
protecting privacy. With the low cost of privacy protection,
people are more likely to the action to protect privacy.
Accordingly, the privacy disclosure behaviors will be
reduced. At the same time, if one’s privacy concern is high,
he or she would be more inclined to adopt these privacy
protection actions; therefore their intention to disclose

privacy as well as disclosure behavior would be reduced. At
last, we have a hypothesis:

H7: The cost of protecting privacy will be positively
related to the possibility of privacy disclosure behaviors,
while the privacy concern is negatively related to the
possibility of privacy disclosure behaviors.

4. Research Setting

We choose Wechat as the representative SNS in our
study. Up to the second quarter of 2016, the total number of
WeChat public accounts of each brand has exceeded 8
million, the number of mobile application connections
exceeds 85,000, advertising revenue has increased to RMB
3.679 billion, and WeChat payment users have reached
approximately RMB 400 million. WeChat is no doubt the
most potent Chinese multi-purpose messaging, social media
and mobile payment app.

We select university students from Songjiang
University Town as our survey population. Up to 2017, the
proportion of netizens in the 20-29 age group is the highest,
reaching 30.0% among the 277 million users, and
constitutes for 77.3% of SNS users according to CNNIC
[49]. Besides, this age group has higher consumer
propensities and more personalized spending habits, which
is the primary target SNS providers would like to retain and
attract. Most importantly, it is proved that university
students care more about personal information and privacy.
Songjiang University Town located in one of the most
highly developed and open cities -- Shanghai, and has
seven tertiary universities in diversified fields,
acknowledged as China's biggest tertiary education hub on
the mainland.

5. Research methodology

5.1 Questionnaire Design and the Sample

To test the hypotheses mentioned above, we design a
questionnaire to measure the different variables in our
research model. The questionnaire is divided into two parts.
The first part is about the personal information of the
participants, including gender, major and their grades in
universities. The second part is applied to measure the
seven variables. A five-point Likert scale is used to
measure different variables that will be described in the
following section. All questions for measurement are mixed
up and re-categorized into different topics of questions to
ensure the accuracy of the results.

To cater to the research subjects, who have habits of
surfing online, we invite university students to do the online
questionnaire on www.wjx.com, which is a popular website
among university students for the survey. The duration is
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about one month in January 2018. We collected 154 valid
data results altogether from the questionnaire.

5.2 Introductions of Variables and measurement

5.2.1 Perceived Risks. According to Xu H. and Dinev T.
(2008)’s definition for perceived risks [34], we designed
questions on how worried university students feel about the
potential threats of privacy self-disclosure, containing three
questions.
5.2.2. Privacy Concern. According to Lo J. and
Riemenschneider C (2010)’s definition of privacy concern
[24], we used eight questions to measure this variable.
5.2.3. Perceived Benefits. This variable is defined by
Forman et al. (2008) [45]. We asked the participants four
questions about how they feel while using SNSs such as
WeChat.
5.2.4. The intention of Privacy Self-disclosure. This
variable can be defined as the degree of users’ willingness
to disclose their private information. Based on this
definition, we get our measurement.
5.2.5. The behavior of privacy Self-disclosure. The
concept of the behavior of privacy Self-disclosure is
collected from Dwyer et al. (2007) [39]. To measure
university students’ privacy self-disclosure behavior, we
use eight questions to measure this variable.
5.2.6. The cost of protecting privacy. This variable can be
defined as how much effort a participant would like to
make to protect his or her privacy.
5.2.7. The credibility of SNS platform (WeChat). This
variable is defined as the degree of the participants’ trust in
SNS platforms, in this case, WeChat.

6. Construct Reliability and Validity of the
Variable Data

6.1 Construct Reliability of the Variable Data

Before applying the data directly, we need to test the
reliability of these measurements. If possible, we need to
implement a dimension reduction method for the data of the
seven variables.

The result shows that all the Cronbach's Alpha
coefficient for the seven variables is over 0.7, which
implies that the measurement is reliable.

6.2 Construct Validity and Apply Dimension
Reduction Method for the Data

We carried out explanatory factors analysis to test the
validity of the measurement. We measured the different
factors loading of the measurements, the degree of total
variance explained of the variables to test whether the

variable is suitable for the factor analysis and can represent
the majority to construct validity for the data.

From the test, the degree of total variance explained of
the variables relatively is over 60%, which implies that the
explanatory factor analysis is acceptable to reduce the
dimensions of the measures of variables. In addition, all the
KMO value for these variables are beyond 0.7, implying
that it is suitable to perform factor analysis here.

7. Data Analysis and Results

7.1 Data Analysis and Results

We use AMOS to test all the hypotheses. The results can be
shown in Figure 2. We rejected H1 (Privacy concern will
be negatively related to the intention of privacy disclosure)
and H5 (Perceived benefits will be positively related to the
intention of privacy disclosure) since their P values are
higher than 0.05, and other hypotheses are acceptable and
statistically significant. The intention of privacy self-
disclosure (IoPSD) positively influences (0.741) the
possibility of privacy self-disclosure behaviors (BoPSD)
(H2). Perceived risk (PR) positively influences (0.603)
privacy concern (PC) (H4). The credibility of the SNS
platform (CoP) positively influences (0.441) the intention
of privacy self-disclosure (IoPSD) (H6). Table 1. provides
detailed results.

Figure 2. Analysis Results of Formative
Measures

Table 1. Structural Model and Relation Paths
Hypothesis Relation Path Coefficient

Estimated
P
value

H1 PC ---
> IoPSD -0.052 0.073

H2 IoP
SD

---
> BoPSD 0.741 0.032

H4 PR ---
> PC 0.603 0.000

H5 PB ---
> IoPSD 0.019 0.056

H6 CoP ---
> IoPSD 0.441 0.002
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7.2 Confirmatory Mediation Analysis

To test the hypothesis 3, based on the theory of planned
behavior (1991) [25], we’ve already proved that there is no
significant correlation between privacy concern and the
intention of privacy self-disclosure, therefore, we conclude
that the variable of the intention of privacy cannot be
regarded as the mediator for the other two variables,
privacy concerns, and behaviors of privacy self-disclosure.

To test the hypothesis 7, we carried out an additional
two-step process. In the first step, we introduced the
moderating variable the cost of protecting privacy. We have
already tested that the intention of privacy self-disclosure
positively influences the possibility of privacy self-
disclosure behavior. Here we would like to explore if the
cost of protecting privacy can be the moderating variable of
the relation from H2. Then we determined the extent of the
interaction effect, which equals to the intention of privacy
self-disclosure multiply the cost of protecting privacy. The
result showed that the moderating effect is significant
(0.067). Here the path coefficient of the moderating effect
reaches 0.18 which shows a medium-sized moderating
effect according to Baron R. & Kenny D. (1986) [46]. In
addition, the R Square change after adding this interaction
raised by 0.021, which implies that 2.1% more related
objected can be explained by the relations of behaviors and
intention with the cost of protecting privacy. The following
table provides detailed results.

Table 2. Regression Analysis before and after
adding the interaction factor

8. Discussion and conclusion

8.1 Theoretical implications

This study strives to extend prior research on the
privacy paradox in China further. Through conducting
questionnaires, analyze the collected questionnaire data
statistically and using the structural equation analysis
method to verify the hypothesis, the verification results
show as follows.

First, this study provided the existence of privacy
paradox, since there is no significant correlation between
the privacy concern and the intention of privacy disclosure
(Coefficient Estimated = -0.052, p> 0.05=0.073).

Second, this study empirically unpacked and validated
the privacy paradox by privacy concern, the intention of

privacy disclosure, and the behavior of self-disclosure
based on the Theory of Planned Behavior. The results
show that the behavior of self-disclosure is mainly affected
by the intention of self-disclosure (Coefficient Estimated =
0.741, p< 0.05=0.032). That is to say, SNS users’ privacy
disclosure intentions have a substantial and significant
positive impact on their actual disclosure behaviors.

Third, this study combined the privacy calculus theory
with the TPB model. We found that perceived risks are
significantly positively related to the privacy concern
(Coefficient Estimated = 0.603, p< 0.05=0.000), while
perceived benefits are positively related to the intention of
privacy disclosure. In other words, when perceiving privacy
risks, SNS users will draw in stronger privacy concern.
However, it is worthwhile to note that perceived benefits
may not significantly affect the intention of privacy
disclosure (Coefficient Estimated = 0.019, p> 0.05=0.056 ).
This result differs from that of previous studies, partly
because WeChat is a more closed platform that only opens
to whom users have confirmed, and partly because there
may be other factors that can affect the intention of privacy
disclosure significantly. In our model, the credibility of
SNS could be one of the factors.

Fourth, this study found out the factor the credibility of
SNS that affects the intention of privacy disclosure
significantly (Coefficient Estimated = 0.441, p<
0.05=0.002). And since the intention of privacy disclosure
significantly affects the privacy self-disclosure behavior
(Coefficient Estimated = 0.741, p< 0.05=0.032), it can be
concluded that the more SNS users trust in the SNS
platform, the more possibility they tend to disclose their
privacy. Therefore, it is notable for SNSs like WeChat to
make efforts to further enhance rules and regulations
concerning privacy, and improve the level of privacy
protection to raise reputation and reliability of users. This
finding is consistent with the previous conclusion drew by
Iacob Cătoiu et al. (2014) [50] on Facebook and Twitter
based on the trust model. Furthermore, the consequence of
Facebook scandal once again emphasizes how the
credibility of SNS matters to the industry. According to a
YouGov and The Economist study that eMarketer cites, the
number of those who agreed that Facebook was protecting
their privacy dropped from 79% in 2017 to just 27% after
the Cambridge Analytica news broke, and trust is lowest
where Facebook has the most trouble attracting users: the
young. “Ultimately the problem here is one of trust,” said
Julian Sanchez, privacy and technology fellow at the Cato
Institute, “If users no longer believe the company is
responsibly handling their information or feel they cannot
understand the company's policies for sharing their data,
and even if they really are making genuine improvements,
as it appears they are, once that trust is gone, it's hard to get
back.”

Moreover, we found the high cost of privacy protection
contributes to the more significant gap between the

Regression Analysis

Change Statistics

R Square Change F Change df1 df2 Sig. F Change
Before .551 92.557 2 151 .000

After .021 .181 1 150 .067
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intention of privacy disclosure and the actual behavior, and
the result is the same as that of the research by Shen Qi in
2017. When users find it was troublesome to set up
complex passwords, to change codes more frequently, to
group contacts or to switch to another platform, they tend to
disclose privacy even if they intended not to disclose.
Under this circumstance, government and related SNS
providers should protect the users by reducing the cost of
protecting, therefore, formulating personal information
classification protection measures to simplify the process of
protecting the privacy of netizens according to individual
security needs is needed.

In conclusion, it is vital for SNS providers to notice that
the more SNS users trust in the SNS platform, the more
possibility they tend to disclose their privacy, in other
words, by improving the platform's rules and regulations,
reputation, and the level of privacy protection, SNS users
tend to disclose more personal information to SNS
providers, and it may cost much for users to switch to other
SNS. All these will improve SNS providers'
competitiveness and contribute to their sustainable
development.

In addition, since the data protection regulations in other
regions and countries up to now are less strict compared to
GDPR, that is to say, not only these regions and countries
should accelerate the pace on perfecting the act of personal
information protection, but also SNS supports like WeChat
should enhance self-regulation in the big data era.

8.2 Field interviewing implications

We also conducted a field interview with 20 college
students to go further to find out other reasons that may
cause the privacy paradox and try to learn more about how
they make decisions. The findings would contribute to the
field of privacy protection.

First of all, undergraduates do not have sufficient
knowledge of the privacy disclosure environment, in other
words, they cannot manage to perceive privacy risks since
nowadays many of services Internet companies provided
which ask for privacy in return are well-decorated and hard
to recognize. Therefore, even they have a high level of
privacy concern, this worry may not be converted into the
intention or act to protect their privacy. The user's lack of
awareness of the social networking environment can be
divided into two dimensions: space and time. The
insufficiency of any level will cause users to upload
personal information while claiming they understand the
privacy issues of the social networking sites like Wechat. S.
B. Barnes (2016) also pointed out in the relevant research
that the registration process of social networking sites, to
some extent, confused the users between public and private
space, which makes users mistakenly believe that it is safe
to disclose personal information on the platform [38]. To
solve this issue, college students need more related

education giving them the knowledge of how to recognize
certain risks and improve their media literacy.

Another reason is "Third Person Effect," which means
the users believe that the violation of personal and property
safety caused by disclosure of privacy is always far away
from him or her, and always happen upon other people.
Therefore, they may perceive the risks and have a high
level of privacy concern, but they do not tend to take
protective measures.

All in all, we would like to address again that it is true
that privacy is more and more challenging to protect
nowadays and we citizens are all helpless in front of the
invisible all-round threats. However, to protect privacy
from the source is the only method we can relive the
endless nightmare.

9. Limitations and future research directions

Based on self-reported data collection, the survey may
fail to adequately measure people's whole privacy
protection behaviors in every process. Moreover, the
number of the questionnaire we sent may be limited.

It is suggested later scholars can examine this model on
all age groups not only the college students. Besides, other
SNS needs to be taken into consideration such as Facebook.
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