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Abstract 
 

With a growing number of online reviews, consumers 

often rely on these reviews to make purchase decisions. 

However, little is known about managerial responses to 

online hotel reviews. This paper reports on a framework 

to integrate visual analytics and machine learning 

techniques to investigate whether hotel managers 

respond to positive and negative reviews differently and 

how to use a deep-learning approach to prioritize 

responses. In this study, forty 4- and 5-star hotels in 

London with 91,051 reviews and 70,397 responses were 

collected and analyzed. Visual analyses and machine 

learning were conducted. The results indicate most 

hotels (72.5%) showing no preference to respond to 

positive and negative reviews. Our proposed deep-

learning approach outperformed existing algorithms to 

prioritize responses. 
 

 

1. Introduction  

 
Online travel agencies (OTAs) such as 

Booking.com, Expedia, and TripAdvisor provide a 

platform where users can share subjective opinions, 

recommendations and ratings about their travel and 

accommodation experiences. Today, TripAdvisor, the 

largest travel platform in the world [49], has over 630 

million reviews and opinions with an average of 455 

million of monthly unique visitors1. In TripAdvisor, a 

managerial response becomes the final conversation on 

the review because only one registered manager can 

create such last response 2 . That means, managerial 

responses can have a significant impact on other 

potential guests who plan to book a hotel.  

In hospitality management, the customer-generated 

content such as hotel ratings and reviews could be a 

valuable source for identifying the consumption patterns 

and trends due to its active and real-time natures. 

                                                 
1 TripAdvisor Q1 2018 results, http://ir.tripadvisor.com/static-
files/90504393-5f9d-4ac8-a5d7-b67d8b4adb60  

Managerial responses to customer reviews may enhance 

existing customers’ loyalty and turn unhappy customers 

into loyal customers [34]. In a recent study, Schuckert 

et al. [37] conducted a content analysis to analyze 50 

articles from 2004 to 2013 relevant to hospitality and 

tourism online reviews and found that existing studies 

focus predominantly on analyzing secondary data, 

discovering the relationship between online reviews and 

sales including customer satisfaction [33], and opinion 

mining of online reviews. They further point out the 

limitations of current studies, which include the use of 

simple variables such as overall ratings and the number 

of reviews [11] for data analyses. Furthermore, prior 

research has focused mostly on a stand-alone fashion 

[43], analyzing either online reviews or managerial 

responses, which generate limited insights of the 

interrelated relationship between online reviews and 

managerial responses [46].  

This study fills the research gaps by taking 

dimensions such as aspect ratings, types of travelers, 

and time to respond to reviews into our data analyses. A 

novel approach to integrate deep-learning models and 

visual analytics techniques is then proposed. The overall 

results can be used to improve customer relationship 

management, make self-improvements [34] for 

response management managers, and generate decision-

making information for travelers.  

The remainder of the paper is organized as follows. 

First, starting with a brief literature review of online 

reviews and ratings, managerial response, artificial 

intelligence, and natural language processing. Second, 

drawing on our initial visual analytics, we select 

representative hotels to develop machine learning 

models. To achieve this, we develop an analytical 

framework including data crawling, visual analytics, 

and machine learning. We then conduct experiments 

with our proposed model and compare it with existing 

algorithms. Finally, we discuss the main findings, 

decision-making implications, limitations, and future 

research directions.  

2 The Final Word: TripAdvisor Management Responses, 
https://www.tripadvisor.com/TripAdvisorInsights/w637  
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2. Related work  

 
2.1 Online hotel reviews and ratings 

 

Today, tourists usually read online reviews to plan 

their trip and decide where to stay [30]. Traditional 

word-of-mouth (WOM) communications, oral 

messages between persons, have evolved into electronic 

word-of-mouth (eWOM) communications, online 

messages between users [30]. The proliferation of 

eWOM has been identified as a strong impact on 

consumers’ purchase decision [30], revisit intentions 

[50], search behaviors [21], and online sales [33].  

Consumers tend to search and compare tourism and 

hospitality products and services to reduce uncertainty 

[10] and potential risks associated with purchase [39].  

An average review rating is an important indicator 

leading to hotel sales. Noone and McGuire[32] 

examined the relation between online reviews and 

online hotel booking and found that higher average 

review ratings lead to higher numbers of hotel bookings. 

However, the overall ratings may not reveal customers’ 

real satisfaction, and more nuances of response 

strategies should be further studied [37].  

Hotel star ratings are used to classify hotels based on 

their quality approved by national or local governments 

or independent organizations [29]. The rating system 

classifies hotels differently in each country 3 . Prior 

studies have revealed that a positive correlation between 

a hotel’s star rating and hotel’s sales [19]. Martin-

Fuentes [29] collected a sample of more than 14,000 

hotels in 100 cities from Booking.com and TripAdvisor 

to examine the star-rating classification system of hotels, 

room price, and user satisfaction measure from user 

ratings. The analysis result confirms that hotel stars 

indicate the overall quality of hotels and a hotel price is 

related to hotel stars and user satisfaction.  

 

2.2 Managerial response 
 

Due to an exponential increase in online reviews 

being available in social media platforms, managerial 

responses have become a new form of customer 

relationship management (CRM) [13]. Law et al. [24]  

analyzed 111 hospitality-related articles from March to 

August 2017 and found that hospitality CRM research 

has grown from a marketing to social CRM concept. 

They further point out that technology plays an 

indispensable in such process and artificial intelligence 

can generate new knowledge in this rapidly growing 

field and thus foster customer relationship [24].  

                                                 
3 What do star ratings for hotels mean?, 

https://www.tripadvisorsupport.com/hc/en-us/articles/200614057-
What-do-star-ratings-for-hotels-mean-  

Today, managing online reviews for hotels has 

become an important task for hospitality management 

[25] and scholars have urged hotel managers to respond 

to online reviews proactively [39]. Existing studies [28] 

reveal that deficient service does not but rather improper 

responses lead to dissatisfied customers because most 

customers recognize imperfect service [38]. More 

recently, Sparks et al. [39] adopted an experimental 

approach based on Kardes’s consumer inferences theory 

[18] to examine organizational responses to negative 

eWOM and found that a timely response yielded 

favorable customer inferences. 

According to the service recovery theory [3], 

managerial responses to negative reviews can identify 

service failures and enhance customer satisfaction [45]. 

Kim et al. [19] collected online reviews and responses 

from 128 hotels in 45 states in the U.S. and found that 

overall ratings and responses to negative comments are 

the most salient predictor of hotel performance. Seeking 

effective approaches to manage eWOM, especially 

negative ones, is a widely recognized challenge for 

hospitality management [39].  

 

2.3 Artificial intelligence (AI) 
 

Understanding and responding to massive online 

reviews is a time-consuming and exhausting task. A 

customer review may contain both positive and negative 

information, which make the in-depth analysis of online 

reviews even more challenging. To automate the 

analysis process with several millions of data records, 

AI techniques can be used. 

AI enables machines (computers) to perform 

intelligent and cognitive processes. The popular 

subfields of AI include search and planning, reasoning 

and knowledge representation, perception, computer 

vision, machine learning, and natural language 

processing [36]. For example, AI and opinion mining 

techniques [37] have been used to facilitate data analysis 

and identify the reviews that require immediate attention 

from a review management manager. If managers can 

respond to reviews successfully and promptly, they have 

an opportunity to turn unsatisfied customers into loyal 

customers [34].    

Machine learning and data mining techniques enable 

computers to learn and thus make predictions or 

discover hidden patterns from the collected data. 

Machine learning includes supervised [1], which 

requires a set of predefined categories or tagging labels, 

and unsupervised methods, which does not require data 

labeling. Supervised machine learning algorithms such 
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as Naïve Bayes [17], regression analysis [52], decision 

trees [41], k-nearest neighbors [9], and Support Vector 

Machine (SVM) [5] have been used to conduct 

sentiment analysis and classification for online reviews 

and tourism research. For example, Dey et al. [9] used 

Naïve Bayes and K-Nearest Neighbor to perform 

sentiment analysis of hotel and movie reviews and 

Chang et al. [5] adopted a novel SVM approach to 

conduct aspect-based sentiment analysis of hotel 

reviews and visualize the result.   

One of the popular unsupervised learning algorithms 

is the k-means clustering algorithm [22], which group 

data points that are found to possess similar features. 

Zhang and Yu [51], for example, use a Word2Vec tool, 

a deep-learning tool proposed by Google, k-means 

clustering algorithm, and ISODATA, a clustering 

algorithm based on k-means, to conduct the experiments 

of sentiment analysis on hotel reviews and found a slight 

performance improvement by using Word2Vec together 

with ISODATA. Neural networks, imitating the 

function of the human brain, can be either a supervised 

or unsupervised approach [40]. Chong et al. [7], for 

example, use a neural network approach to investigate 

the use of online reviews , online promotional strategies, 

and sentiments from user reviews to predict product 

sales and found a positive relationship as a result.  

 

2.4 Natural language processing (NLP) 
 

NLP is an important technique to process textual 

data and advance research fields such as digital 

government, management science, political science, 

marketing, and hospitality management, which 

concerned with consumer and public opinions. NLP is 

an interdisciplinary field of AI, computer science, and 

computational linguistics, which can be used to process 

digital text or speech [27]. Liu et al. [27] analyzed 238 

articles in Information Systems (IS) between 2004 and 

2015 and revealed that an evident increasing trend of 

NLP research in IS.  

NLP applications such as sentiment analysis, topic 

modeling, and document summarization require 

preprocessing tasks for structuring the text and 

extracting features [42]. Widely used NLP tasks 

includes tokenization, part-of-speech (POS) tagging, 

stop words removal [26], noun phrase extraction, named 

entity recognition, stemming, parsing, coreference 

resolution, and disambiguation [42]. Popular NLP tools 

and frameworks used in research projects to analyze 

user reviews include Java-based tools such as general 

architecture for text engineering (GATE) 4 , Mallet 5 , 

                                                 
4 GATE, https://gate.ac.uk/  
5 Mallet, http://mallet.cs.umass.edu/  
6 CoreNLP, https://stanfordnlp.github.io/CoreNLP/  
7 openNLP, https://opennlp.apache.org/  

CoreNLP6, and openNLP7, Python-based tool such as 

NLTK8, and R packages9.  

In tourism research, NLP techniques have been 

applied to conduct sentiment analysis [2] and topic 

modeling [15]. For example, Guo et al. [15] use topic 

modeling - Latent Dirichlet Analysis (LDA), which 

combines machine learning and NLP techniques to 

extract dimension of customer satisfaction from 

266,544 online reviews for 25,670 hotels in 16 countries. 

Both Chang et al. [5] and Akhtar et al. [2] have used 

more advanced NLP techniques to detect aspect-based 

sentiment from hotel reviews and ratings, which extract 

fine-grained opinions toward hotel reviews.   

This study differs from previous tourism research on 

analyzing hotel reviews and responses. We integrate 

visual analytics and deep-learning techniques and 

include nuances such as time, types of travelers, aspect 

ratings, sentiments of reviews in addition to overall 

ratings, star, the number of reviews to gain deeper 

insights.  

 

 

3. Methodology  

 
We develop an analytical framework (see Figure 1) 

by integrating five major components: data selection, 

data collection & crawling, data cleaning & 

preprocessing, visual analytics, and machine learning. 

Next, deep-learning models were developed to analyze 

hotel reviews including review titles and contents and 

managerial responses using novel machine learning and 

NLP techniques.  

 

3.1 Analytical framework 

 
Figure 1. Analytical framework for hotel review 

& response analysis 

8 NLTK, https://www.nltk.org/  
9 CRAN Task, https://cran.r-

project.org/web/views/NaturalLanguageProcessing.html  
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3.1.1 Data selection 

According to Mastercard Global Destination Cities 

Index 201710, London has been one of the most popular 

cities for international travelers among 132 top 

destination cities. London is being selected for this study 

because it is an English-speaking city and the most 

visited city in Europe and Northern America cities based 

on the volume of visitors.  

London is among the 18 Hilton Top Destinations11 

listed in Hilton’s official website. Each top destination 

includes detailed guidance to the city and a list of hotels. 

We selected 43 Hiltons hotels, up to 25 miles from 

London, in 2017 based on Hilton’s website12. Only 4- 

and 5-stars hotels were selected, because luxury hotels 

are more likely to provide better experience and service 

to guests. Three Hampton hotels have lower or no star 

ranking are eliminated from our data analysis. This 

results in a total of 40 hotels used in this study. 

 

3.1.2 Data collection & crawling 

Relying on an automatic web crawler, we collected 

user review, manager response, and hotel rating data 

from TripAdvisor. For each hotel, we collected hotel 

name, star, the number of excellent, good, average, 

poor, and terrible reviews, an average of a price range, 

hotel address, amenities, type of rooms, and 

description13. For each hotel review, we collected the 

hotel name, review title, review content, manager 

response, overall rating, aspect ratings, types of 

travelers, and review date. The data were collected from 

the earliest date (January 2010) that the rating data were 

available for the selected hotels to the date (October 

2017) that data analyses were conducted. A total of 

91,051 reviews were collected. Among them, 70,397 

reviews contain managerial responses, resulting in an 

overall 77% response rate.  

 

3.1.3 Data preprocessing 

The collected raw data cannot be used for visual 

analytics and machine learning immediately. To 

preprocess the collected data, we first join two datasets 

- hotel data and review data to have a holistic view of 

the data. Here are the major steps used to preprocess 

diverse types of data.  

- Keyword extraction. To simplify the short phrase 

such as ‘traveled with family’ and ‘traveled with a 

coupled’, we extract the five keywords Family, 

Solo, Couple, Friends, Business to represent types 

                                                 
10 Mastercard Destination Cities Index, 
https://newsroom.mastercard.com/wp-

content/uploads/2017/10/Mastercard-Destination-Cities-Index-

Deck.pdf  
11 Hilton Top Destinations, http://www.hilton.com/top-destinations/  

of travelers and Unknown is used to fill up 

unknown travelers.  

- Value extraction. We split and extract multi-value 

data such as aspects “|Value-5|Location-5|Rooms-

5|Cleanliness-5|Service-5|” for our data analysis. In 

this example, the numerical value 5 is extracted to 

the corresponding aspects Value, Location, Rooms, 

Cleanliness, and Service.   

- Data classification. TripAdvisor uses a 1 (terrible) -

5 (excellent) scale, a bubble rating, for visitors to 

rate each hotel. A 4 - 5 rating indicates a positive 

review, while a 1 - 3 rating indicates a negative 

review. A similar classification approach has been 

used in existing studies [43]. An additional, binary 

dimension ‘Response or Not’ is also created to 

indicate whether a review contains a managerial 

response.  

3.2 Visual analytics and discussion 
 

Visual analytics tools are useful to facilitate 

exploratory data analysis [6]. Social media data tend to 

be large and unstructured and contain multiple 

dimensions. In this study, we use exploratory data 

analysis (EDA) which includes an iterative process to 

examine summary statistics and data visualizations [35] 

with more than 20 dimensions such as sentiment, aspect 

rating, managerial response, review time, response time, 

latitude, longitude, and type of traveler. The purpose of 

this visual analytics is to produce sensemaking through 

rapid analysis, synthesis, deduction, induction, 

barnstorming, and refinement [6].  

 

3.2.1 Clustering analysis 

Öğüt and Taş [33] conduct a study to compare hotels 

from London and Paris on booking and reveal that hotel 

star ratings significantly affect room prices and 

customer ratings. That is, star ratings are correlated with 

room prices and frequently used to rate hotel quality. 

Glauber Eduardo [12] further discovers that cleanliness, 

location, and facilities in 8,000 hotels worldwide are 

relevant to hotel quality and price differences. Ye et al. 

[47] found that a good reputation is related to a higher 

hotel price. We repeat the clustering analysis based on 

the result of the number of clusters and between- and 

within-group sum of squares. A larger value of the 

between-group sum of squares indicates a better 

separation between clusters, while a smaller value of the 

12 Hilton Hotels in London, http://www.hilton.com/top-
destinations/london-hotels  
13 Sample hotel data – Conrad London St. James, 

https://www.tripadvisor.com/Hotel_Review-g186338-d2309633-
Reviews-Conrad_London_St_James-London_England.html  
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within-group sum of squares indicates more cohesive 

clusters.  

Aspect ratings, which cannot improve the clustering 

result, are excluded from our clustering analysis. For 

example, the location aspect is excluded because all 

hotels are in London. The facilities are not used as an 

input variable because there is no such rating in 

TripAdvisor. We, accordingly, use the overall ratings, 

average minimum and maximum price in U.S. dollars, 

and the aspect rating of cleanliness to generate a 

balanced result.  

The default k-means algorithm with a normalized 

scaling is used to conduct clustering analysis for a given 

of 3 clusters. The algorithm then partitions the given 40 

hotels into 3 clusters (see Figure 2) with blue, orange, 

and green stars, respectively. Each star represents a 

hotel and the label shows either a 4- or 5-star hotel. A 

medium with quartiles reveals that the average 

minimum and maximum price is $103 and $255, 

respectively. Table 1 shows the summary diagnosis of 

the clustering results. We found that three 5-star and 

four 4-star hotels have been placed in the same cluster 

(Cluster 3 - green stars) with the highest overall and 

cleanliness aspect ratings. The blue stars (Cluster 1) 

indicate hotels with higher overall and cleanliness 

ratings, compared to hotels with lower ratings in orange 

stars (Cluster 2).  

The rest of aspect ratings such as the average 

location, service, sleep quality, and value ratings were 

also examined for three clusters. The overall result 

shows that cluster 3 has the highest aspect ratings among 

three clusters. Business service ratings and check-in 

ratings were excluded from our analysis because of null 

values. For example, the business service rating was no 

longer available on TripAdvisor.  

 

 

 
Figure 2. Clustering analysis of 40 hotels in 

London 

Table 1. Summary diagnostics of clustering 
results 
Summary Diagnostics 

Number of Clusters: 3 

Number of Points: 40 

Between-group Sum of Squares: 7.1949 

Within-group Sum of Squares: 3.5811 

Total Sum of Squares: 10.776 

 
Clusters 1 2 3 

# of Clusters 23 10 7 

Avg. Min Price 97.51 91.50 176.16 

Avg. Max Price 230.48 214.09 413.87 

Avg. Overall Ratings 4.12 3.47 4.35 

Avg. Cleanliness Ratings 4.50 3.85 4.61 

 

3.2.2 Response rate analysis 

We are particularly interested in managerial 

responses in each hotel. A table is awkward for 

comparisons among all 40 hotels because we have to 

compare the number of responses and non-responses to 

gain a deeper insight into managerial responses. 

Additionally, each hotel review is classified into the 

positive or negative review based on overall hotel 

ratings. To facilitate our comparison, we use bar charts 

together with table calculations. A table calculation, 

provided by Tableau, is a transformation of values based 

on the dimensions within the level of details.  

Figure 3 shows the number of reviews with (blue 

color) and without (orange color) managerial responses. 

Two hotels DoubleTree by Hilton Hotel Woking and 

Hilton London Green Park stand out in this visualization 

because both hotels have a relatively higher non-

response rate (>80%), compared to the rest of hotels. 

Following by the hotels DoubleTree by Hilton Hotel 

London – Kensington, DoubleTree by Hilton Hotel 

London – Tower of London, and DoubleTree by Hilton 

London – Westminster have a non-response rate above 

48%. The non-response rate of three 5-star hotels is 

below 27%. Five hotels such as Hilton London Bankside, 

DoubleTree by Hilton Dartford Bridge, Hilton London 

Angel Islington, Hilton London Olympia, and Hilton 

London Hyde Park have a very low non-response rate 

(<3%).  

Next, the sentiment attribute, based on overall 

ratings, is added to our visual analysis. Due to a lengthy 

list of data, we only provide a brief description of the 

visualization results. Not surprisingly, two hotels 

DoubleTree by Hilton Hotel Woking and Hilton London 

Green Park have a high non-response rate (>79%) for 

both positive and negative reviews. Based on this visual 

exploratory, we classify hotels into three categories: 

negative-review-response preference, positive-review-

response preference, and neutral preference.  

We then tested on whether hotel managers have a 

preference for their response strategies. The one sample 
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t-test of the response preference shows that there is no 

difference between responses to positive reviews and 

responses to negative reviews (t=0.09, p>0.05, 95CI: [-

0.03-0.03]). We count the hotel as a neutral preference 

on response strategies when its z-score of the mean 

difference between positive response rate and negative 

response rate between -1 and 1. Surprisingly, 29 hotels 

(72.5%) are classified as a neutral preference, 6 hotels 

(15%) as a negative-review-response preference, and 5 

hotels (12.5%) as a positive-review-response preference.  

Prior research has emphasized that consumers are 

likely to pay more attention to negative reviews when 

making purchase decisions [4], specifically negative 

reviews could increase consumer awareness of hotels 

[44]. However, our result shows that 72.5% of hotels in 

our study have a neutral preference of response strategy, 

implying that the hotel managers put an equal amount of 

effort to respond to customers’ positive and negative 

reviews. As negative reviews indeed reduce purchase 

likelihood and sales [4], our finding suggests that 

managers should provide detailed strategies to respond 

to negative and positive reviews. 

When the time dimension added to the response rate 

analysis, the result shows that the managerial response 

rates are similar in each month. However, we did notice 

that unknown travelers receive a relatively lower 

response rate (<60%), compare to other types of 

travelers (>75%). Therefore, travelers are recommended 

to specify a travel type to increase the response rate 

when leaving reviews. 

 

 
Figure 3. The number of managerial responses 

& non-responses from 40 hotels in London 

 

                                                 
14 https://nlp.stanford.edu/projects/glove/  

4. Machine learning  

 
Learning managerial responses of high-quality 

hotels is crucial for CRM. The decision to respond to a 

review may increase transaction costs and labor costs  

[37] and not to respond to a review may lose 

opportunities to retain customers [48]. Liu et al. [28] 

recommend that hotel managers adopting targeted 

response management to increase hotel ratings. 

Therefore, it is important to prioritize the responses to 

online reviews. Leung et al. [25] also recommend hotel 

managers to respond to online reviews and encourage 

scholars to further investigate managerial responses [31].  

In this research, we compile a hotel response dataset 

from 7 hotels of cluster 3 in Figure 2 since they present 

the highest overall and cleanliness aspect ratings. In fact, 

the cluster 3 also demonstrates the highest aspect ratings 

of all six aspects among three clusters. To learn the 

priority of managerial responses, we based on 

manager’s response time (i.e. the time difference 

between a hotel review and its response) to define two 

response types – critical and trivial. We adopt a quartile 

approach for response time to discriminate the priority 

of managerial responses. A hotel review belongs to a 

critical response if it is responded in the response time 

of Q1 and Q2. Otherwise, it is a trivial response (i.e. Q3, 

Q4, and non-response). Finally, 19,491 hotel reviews 

are kept and divided into the training set and the test set, 

containing 9,745 and 9,746 articles, respectively. 
Distribution of the dataset is shown in Table 2. 

 
Table 2. Descriptive statistic of the hotel 

response dataset 

Type # Training # Test Total 

Critical 4,497 4,577 9,074 

Trivial 5,248 5,169 10,417 

Total 9,745 9,746 19,491 

 

To detect a priority of managerial responses 

effectively, we proposed a deep-learning-based 

approach that integrated multiple convolutional neural 

networks [20] (CNN) for text classification. We utilize 

GloVe pre-trained word embeddings14, an unsupervised 

learning algorithm, to transfer hotel reviews as the 

document matrix, the rows of which are word vector 

representations of each token. Following Collobert and 

Weston [8], we can effectively treat the document 

matrix as an image and perform convolution on it.  

Figure 4 shows the architecture of our proposed 

method. First, we depict three filter region sizes: 3, 4 and 

5, each of which has 256 filters. Filters perform 
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convolutions on the document matrix and generate 

feature maps. Next, the generated feature maps are 

refined through 128 filters with above different region 

sizes; 1-max pooling is performed over each map to 

capture the largest value from each feature map. Finally, 

we concatenate these features which are extracted from 

pooling layer as the input of dense layer with 512 

dimensions for the penultimate layer. The final softmax 

layer then receives this feature vector as an input and 

uses it to classify the hotel review; here we assume a 

binary classification and hence depict two possible 

output states. We implemented the CNN model using 

Keras15, a Python deep-learning library. The maximum 

document length is set to 100, where longer documents 

were truncated, and shorter documents were padded 

with zeros. The 100 dimensions pre-trained word 

embeddings are used for document matrix generation. 

The training lasts for at most 100 epochs or when the 

accuracy of the validation sets starts to drop. 

 

 
Figure 4. Illustration of a CNN architecture for 

detecting priority of managerial responses 

 

6. Experimental results and discussion  

 
A comprehensive performance evaluation of the 

proposed CNN-based approach with other methods is 

provided. Word embeddings-based approaches which 

represent each hotel review as the average of word 

embeddings (100-dimension embeddings) and 

classified by the SVM (denoted as SVM). Next, we 

further compare our method to the document modeling 

method that utilizes embeddings of keywords to perform 

text classification [16] (denote as DKV). In addition, the 

bi-directional recurrent neural network method [23] 

(denoted as RNN) is also included in the comparison. To 

serve as a standard for comparison, we also included the 

results of Naïve Bayes (denoted as NB) and k-nearest 

neighbors [14] (denoted as KNN) as baselines. 

 

 

                                                 
15 https://keras.io/  

Table 3. Performance evaluation on detecting 
priority of managerial responses 

Sys. 
Critical Trivial Aμ 

Precision, Recall, F1-score (%) 

NB 50.88/53.64/52.22 56.88/54.15/55.48 53.91/53.91/53.91 

KNN 45.96/29.06/35.60 52.61/69.74/59.98 50.64/50.64/50.64 

SVM 53.01/36.97/43.56 55.98/70.98/62.59 55.01/55.01/55.01 

DKV 54.20/32.29/40.47 55.85/75.84/64.33 55.39/55.39/55.39 

RNN 54.68/48.89/51.62 58.52/63.31/60.82 56.72/56.54/56.63 

Our 

method 
60.25/48.12/53.51 61.38/71.05/65.86 60.85/60.82/60.56 

 

Table 3 displays the system performances for 

recognizing the priority of managerial responses. In 

general, each method in this experiment can achieve an 

overall F1-score around 50%. As a baseline, the k-

nearest neighbors method simply calculates document 

similarity in the bag-of-word feature space which can 

only accomplish a mediocre performance. The Naïve 

Bayes classifier is a keyword statistics-based approach 

which can further improve the performance with about 

54% F1-score. The word embeddings-based methods 

(i.e. SVM and DKV) is more effective in finding 

representative keywords, they exhibit a more evenly 

distributed performance among both categories. It is 

worth noting that the NB classifier indicates keyword 

information represented by the bag-of-words model, 

which is crucial in detecting the priority of managerial 

responses, a higher overall performance than RNN. Our 

CNN-based approach can further improve the 

performance through the combination of multiple CNNs, 

thus achieving the best overall F1-score of 60.56%.  

Our visual analysis results reveal that most hotel 

managers respond to positive and negative reviews 

equally and do not prioritize the responses. This is, in 

turn, lower down the performance of machine learning 

algorithms. We recommend that more research on 

response strategies should be studied and hotel 

managers should respond to positive and negative 

reviews strategically and prioritize the responses based 

on online review features such as sentiment, overall 

rating, aspect rating, and type of traveler. 

 

7. Conclusion and future research  

 
This study breaks new ground in several ways. We 

developed a data crawler to collect data automatically 

and presented a novel approach to integrating visual 

analytics and deep-learning models to gain insights into 

various aspects of hotel review and response data. The 

study result produces managerial, decision-making, and 

technical contributions. First, hotel managers can 

prioritize response orders and gain insights into online 
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reviews and responses to make self-improvement. 

Second, the overall results also provide decision-

making information for travelers to select 4-star hotels 

and enjoy 5-star service and environment based on our 

clustering analysis. Finally, we are among the first to 

integrate visual analytics and deep-learning models to 

analyze hotel reviews and responses. This can be 

justified by our experimental results, which indicate our 

proposed approach outperforms existing machine 

learning methods such as NB, KNN, SVM, DKV, and 

RNN. 

There are several limitations to this study. First, this 

study only took the response time, response rate, and 

hotel rating in response data analysis. The nuances of 

response strategies need to be further studied. This will 

provide practical decision-making information for hotel 

managers when they respond to positive and negative 

reviews using different response strategies. Another 

limitation was that the sample represented only 40 

Hilton-affiliated hotels in London. The performance of 

the deep-learning models needs to be tested in future 

research by including more cities, hotel brands, and 

hotels. This will provide additional insights into data 

analysis.  

Not all eWOMs are equally important. After 

analyzing the textual features of the hotel reviews and 

managerial responses, future research can focus on the 

social network among those hotel questions and 

answers. The analytical framework applied in this study 

can be expanded to include social network analysis, 

which can show how the structure of social ties may 

influence the hotel reviews and manager’s response 

strategy. For each hotel, a small social network can be 

generated based on the communication between 

customers. If one customer answers another customer’s 

question, this indicates one directional tie between these 

two customers. Based on these conversation ties, a small 

social network of each hotel can be generated. This 

leads to an interesting question: if the structural 

cohesion of social network will influence the hotel 

reviews and response strategy. An equally intriguing 

question is whether the structural holes in each network 

will cause a different impact on the hotel reviews and 

response strategy. 
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