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Abstract 
 

Predicting adverse events in a war theater has been an 

active area of research. Recent studies used machine 

learning methods to predict adverse events utilizing 

infrastructure development spending data as input 

variables. The goals of these studies were to find 

correlation and disclose the main factors between 

adverse events and human-social-infrastructure 

development projects, and reduce the occurrence of the 

adverse events. The predictions still have large errors 

compared with the real values using the existing 

methods. The reason could be that some significant 

variables are removed to comply with constraints in a 

soft computing model such as neural networks, fuzzy 

inference systems (FIS) and adaptive neuro-fuzzy 

inference systems (ANFIS) that work well with a 

smaller number of variables. In this paper, a data 

stream approach using three data stream regression 

algorithms, AMRules, TargetMean and FIMTDD, is 

proposed to predict the adverse events so that much 

more input variables could be included. The results 

show that the data stream methods generate better 

results than machine learning methods used in the 

previous studies, thus helping us better understand the 

relationship between infrastructure development and 

adverse events. In addition the data stream methods 

also outperform the traditional linear regression 

model. An important advantage in using data stream 

methods is the ability to create and apply predictive 

models with a relatively small amount of memory and 

time. Finally, the use of data stream methods provides 

an additional advantage by allowing the user to 

observe error distribution over time for more accurate 

assessment of the performance of the resulting models.  

 

1. Introduction  

Adverse events are caused by terrorist activities in a 

war theater in countries such as Afghanistan. The 

Human Social Culture Behavior (HSCB) modeling 

program [2, 14] was developed by the U.S. Department 

of Defense (DoD) to help the military to undertake 

infrastructure development efforts to stabilize the 

country, and consequently to decrease the number of 

terrorist events that mainly affect the civilian 

population.  

Recently many methods such as linear regression, 

neural networks, FIS, ANFIS, fuzzy overlay models 

were applied in various studies to predict adverse 

events (the number of killed, the number of wounded, 

the number of hijacked, and the number of events) 

using infrastructure development spending as input 

variables in an active war theater in Afghanistan [6, 7, 

8, 9, 10, 11]. Infrastructure development included areas 

such as Education, Community Development, 

Governance, Transport, and Agriculture. These studies 

used the data sets provided by the HSCB program 

management of the U.S. DoD. The mean absolute error 

(MAE) and the mean absolute percentage error 

(MAPE) were used to evaluate the prediction results. 

Although machine learning methods are applied to 

predict the adverse events, the MAE and MAPE values 

in former studies were still large. The possible reason 
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could be that some significant input variables were not 

included when FIS and ANFIS were used in the 

studies. On the other hand, if too many input variables 

are retained, these models might not work normally 

due to the limitation of the memory for data sets 

including over 30000 instances and 100 variables. For 

example, in the study [6], the exhaustive search 

function was used for selecting input variables in 

ANFIS modeling using MATLAB. After an exhaustive 

search, only 1–4 input variables from a large set of 

inputs were picked. For a large data set with high 

dimensionality, the use of these traditional machine 

learning algorithms to process these types of data can 

present challenges and fail to produce desirable results. 

If some significant variables are removed as input 

variables, the prediction performance would suffer. In 

this study, feature selection techniques retained 

between 6 and 20 variables, depending on the scenario 

used. 

Since data stream methods can run in a limited 

amount of memory and a limited time for a large data 

[4], the study [15] proposed the use of data stream 

methods to classify incidents in the aviation safety 

from incident reports. The data sets in the research 

include over twenty attributes which were extracted 

from a narrative field in the incident reports and over 

168,227 instances. The results show that data stream 

methods can improve the classification accuracy for a 

larger data set with a high dimension. 

Up to now, most data stream studies mainly focus 

on classification algorithms, and few studies have 

closely examined data stream regression methods. In 

the paper, we will investigate the use of the data stream 

regression models for the large data sets for the adverse 

events in an active war theater. We compare the 

performance of three data stream algorithms: 

AMRules, TargetMean and FIMTDD to the traditional 

linear regression and, due to space constraints, to only 

one of the previous studies [8]. The paper is organized 

as follows. Section 2 describes the error measures for 

data streams and the three data stream regression 

algorithms. Section 3 introduces the data set used in 

the simulations. Section 4 discusses the experiment 

results for the traditional linear regression, the three 

data stream algorithms, and the previous study. Finally, 

section 5 draws a conclusion. 

 

2. Methods 

2.1. The Measure Methods for Data Streams 

The data stream environment is different from the 

traditional batch setting. The main significant features 

of the data stream methods are the following:  (1) 

process an instance at one time, (2) use a limited 

amount of memory and a limited time, and (3) classify 

or predict the instance at any time [3, 4]. Thus, a data 

stream approach allows one to analyze the data 

continuously in real time. In a data stream setting 

Prequential method was used to test the model using 

each instance before the instance is used for training, 

and incrementally update the accuracy of the model. 

The data stream approach allows one to capture the 

accuracy profile of the model over time. In a real 

application, a sliding window or a fading factor 

forgetting mechanism is used for evaluating a classifier 

or a regression model by testing then training with each 

instance in order. In the study, the data stream 

regression algorithms are used for the adverse events 

data sets. MAE and RMSE are used for measuring the 

performance of the data stream regression algorithms. 

 
2.2 AMRules and TargetMean 

Adaptive Model Rules (AMRules) algorithm 

developed by [1, 12] is an incremental algorithm for 

rules-based learning and is a popular data stream 

regression algorithm. AMRules can add and remove 

the rules as the data stream evolves. The form of the 

rule is the following [5]: 

C → M  

In the above rule C represents the antecedent which is 

a conjunction of literals and M represents a model that 

can predict value a. The literal is a condition such as 

A = a, or A ≤  v or A ≥  v, where A is a discrete 

attribute and a is one of its values, and A can also be 

continuous and v is a numerical value. M is a 

regression model. The AMRules algorithm has three 

types of regression models: (1) the mean values of the 

target attribute; (2) a linear combination of the 

attributes; and (3) a choice between (1) and (2), 

resulting in a regression model with a lower mean 

absolute error according to the recent instances.  

AMRules has some different features from decision 

trees. For example, a decision tree model includes a set 

of exclusive and complete rules, whereas AMRules 

uses a set of rules that are neither exclusive nor 

complete. The rules need not cover all instances and 

that an instance may be covered by a set of rules. 

AMRules supports a set of ordered or unordered rules. 

If the rules are ordered rules, the prediction result of an 

instance is that of the first rule. If the rules are 

unordered, all rules that cover an instance are used and 

the algorithm averages their predicting results. A 

critical feature of AMRules is to create new rules, 

extend existing rules, and remove useless rules. 

TargetMean is also a rules-based learning algorithm 

derived from AMRules. It uses the mean of the target 

variable calculated from the instances covered by the 

rule as the decision strategy. It is a special form of 
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AMRules. TargetMean is more robust as it can work 

with the nominal and numeric input variables. 

However, AMRules can work only with numeric input 

variables. 

 

2.3   FIMTDD 

FIMTDD [13] is a decision tree for streaming 

regression from data streams with drift detection. It is 

an extension of the Hoeffding Tree algorithm. 

FIMTDD has some features similar to Hoeffding Trees 

for classification, but it is used for data stream 

regression. It has some interesting features [5]: (1) 

variance reduction is used; (2) numeric attributes are 

processed using an exhaustive binary tree algorithm; 

(3) perceptrons are used at the leaves to adapt to drifts; 

(4) the Page-Hinkley method is applied to detect 

changes in the error rate at the inner nodes of the 

decision tree; (5) if a subtree is underperforming, a 

new tree is grown with new incoming instances; it 

replaces the subtree with the new tree that has better 

performance; and finally (6) it uses some pruning rules 

to avoid storing too many values of the outcome. One 

of the limitations of FIMTDD is that it does not work 

well with sparse data.  

 

2.4. The framework of data stream 

methods 

Figure 1 shows the framework for detecting adverse 

events using data stream methods. In the study, the 

three data stream algorithms are used to predict the 

adverse events for the whole dataset: Dead, Wounded, 

Hijacked and Events and for the sub datasets, one for 

each of the seven regions. The framework includes the 

two main steps: input variables selection and 

Prequential measurement for the data stream regression 

algorithms. 

 

Whole DataSet

Input Variable 
Selection

AMRules TargetMean FIMTDD

Prequential 
Mearsurement

Data SubSets for 
Seven Regions

 
 

 

3. Data Set 

In this study, the data sets about Afghanistan 

provided by the HSCB program management are 

applied. Some infrastructure development variables are 

used as input variables, and the number of killed, the 

number of wounded, the number of hijacked, and the 

number of events are used as the four output variables. 

They are organized as the four data sets, each with one 

dependent variable representing the number of Dead, 

Wounded, Hijacked and the number of Events 

(Event_Nu(t)) at time t. The input variables in the four 

datasets also include the population density, province, 

Figure 1. The Framework of Data Stream Methods for Detecting Adverse Events 
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city, district, project types and their number, and allocated budget information for different projects such 

as Education, Community Development, Governance, 

Transport, and Agriculture over the period of three 

years. There are 101 attributes and 33,600 records 

collected between 2002 and to 2010.  

In the data sets, the input variables are the sum of 

budget allocated to 14 project types represented in this 

study by symbol B and their number represented by 

symbol A at years t (i.e., the year of event), t−1 (one 

year before), and t−2 (two years before). The 14 

project types include: 1. Commerce and Industry; 2. 

Community Development; 3. Education; 4. Emergency 

Assistance; 5. Energy; 6. Environment; 7. Gender; 8. 

Governance; 9. Health; 10. Security; 11. Transport; 12. 

Water and Sanitation; 13. Agriculture; and 14. 

Capacity Building. Apart from these project types, 

other input variables are Urban male population 

density, Urban female population density, Rural male 

population density, Rural female population density, 

Number of killedt-1, Number of woundedt-1, Number of 

hijackedt-1 and Number of eventst-1, where subscript t-1 

represents the previous month. For example, A1(t-2) 

means the number of  projects regarding Commerce 

and Industry at two years before. B14(t-1) means the 

sum of budget of the project type regarding Capacity 

Building at one year before. Number of killedt-1 means 

the number of killed at one month before. 

 

4. Simulation and Discussion of the Results 

A forward stepwise least squares regression in SAS 

Enterprise Miner (SAS EM) was applied to the whole 

data set to select a subset of variables from all the 

variables according to R-square values. For the Dead, 

Wounded and Events data sets, minimum R-square 

was set to 0.005. However, for the Hijacked data set, 

which is a sparse data including target variable with 

many 0’s, minimum R-square was set to 0.0005. After 

computing the square correlation coefficient, between 

6 and 14 variables were retained depending on the 

category of the adverse event (Table 1). 
Massive Online Analysis (MOA) [4], used in this 

study, is an open source platform for data stream 

machine learning, which includes a lot of classification 

and regression algorithms. In the study, AMRules, 

TargetMean and FIMTDD were selected as the three 

data stream regression algorithms and the traditional 

linear regression was chosen as a benchmark. We also 

ran computer simulation for more advanced machine 

learning algorithms such as support vector machines 

(SVM), bagging, and boosting. However, SVM could 

not run in a reasonable time, whereas bagging and 

boosting produced results comparable to linear 

regression. Due to space constraints, those results for 

bagging and boosting are not presented in this study. In 

the simulations using the whole data set, the sample 

frequency was set to 200, and the window size was set 

to 100, 500 and 1000 respectively.  

Table 1 lists the output variables and input variables 

for the four data sets. Among others, the input 

variables always include project number representing 

Education (A3). Region, a nominal variable 

representing region, is included in the data sets. Except 

for the Region variable, other input variables are 

numeric. Because the AMRules model does not 

support the input variables with nominal values, 

Region is removed from the data set when AMRules 

model is used. When we use the linear regression, 

TargetMean and FIMTDD models, the Region variable 

is retained. 

 
Table 1. Output and Input Variables 

Output Input 

Dead Region, A3(t-2), A3(t-1), Dead(t-1), Wounded(t-1), Event_Nu(t-1) 

Wounded 
Region, A3(t-2), A3(t-1), Urban Male Population Density, Urban Female Population Density,  

Wounded(t-1), Event_Nu(t-1) 

Hijacked 
Region, B5(t-2), A2(t-2), A3(t-2), A6(t-2), A12(t-2), B6(t-1), B14(t-1), A3(t-1), A9(t-1), Rural 

Male Population Density, Wounded(t-1), Hijacked(t-1), Event_Nu(t-1) 

Events 
Data_year, Region, A3(t-1), A5(t), Urban Male Population Density, Urban Female Population 

Density, Event_Nu(t-1) 

 

Table 2. MAE and RMSE Results of Linear Regression for 10 folds and MAE Reported in [8] 

 
Linear Regression 

Previous 

Study [8] 

Output MAE RMSE MAE 

Dead 0.5633 1.9296 2.0177 

Wounded 0.8934 3.7623 4.3022 

Hijacked 0.1594 1.2239 0.5051 

Events 0.3215 0.7845 0.9352 

Page 1167



 

The traditional linear regression is used for the four 

data sets to establish a benchmark. In the simulation, 

the ten-fold cross validation technique is applied. Table 

2 shows the MAE and RMSE results, which are taken 

as the baseline to be compared with the three data 

stream algorithms. The maximum values of MAE and 

RMSE are 0.8934 and 3.7623 for Wounded. The 

minimum values of MAE and RMSE are 0.1594 for 

Hijacked and 0.7845 for Events. The MAE values 

reported in [8] are several times larger than the MAE 

values depicted in Tables 2 and 3. 

     Table 3 shows the MAE and RMSE results using 

AMRules, TargetMean and FIMTDD for the Dead, 

Wounded, Hijacked and Events. Different window 

sizes 100, 500, and 1000 are set when the data stream 

methods are used. For example, for Dead, the MAE 

and RMSE of TargetMean are 0.1277 and 0.5457 when 

window size is 100, the MAE and RMSE are 0.1338 

and 0.7571 when window size is 500, and the MAE 

and RMSE are 0.1346 and 0.8132 when window size is 

1000. When the window size is larger, the values of 

MAE and RMSE are slightly worse. But the AMRules 

model is different. When the window size is larger, its 

MAE values are slightly better, and RMSE values are 

worse. The AMRules algorithm uses the regression 

models by selecting a lower mean absolute error 

between the mean values of the target attribute and a 

linear combination of the attributes, and TargetMean 

uses only the model with the mean values of the target 

attribute. When window size is larger, the mean values 

of the target attribute could increase, the MAE values 

for TargetMean will be worse. 

Compared with the MAE and RMSE of the linear 

regression model, the MAE and RMSE of the 

TargetMean model are better for all the data sets. For 

example, for Dead, the MAE and RMSE of the linear 

regression are 0.5633 and 1.9296, and the MAE and 

RMSE of the TargetMean model with window size 

1000 are 0.1346 and 0.8132. For Hijacked, the MAE 

and RMSE of the linear regression are 0.1594 and 

1.2239, and the MAE and RMSE of the TargetMean 

model with window size 1000 are 0.0464 and 0.4852. 

For AMRules, some results are better than those of the 

linear regression, and some are worse than the linear 

regression. For FIMTDD, most results are better than 

the results of the linear regression, except for the 

Hijacked data set. Hijacked is a very sparse dataset, in 

which the vast majority of values of the output variable 

are 0’s. Among the three data stream algorithms, the 

TargetMean model is the best. 

Table 3. MAE and RMSE Results for the Three Data Stream Methods 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Output 
Window 

Size 
Measurement AMRules TargetMean FIMTDD 

Dead 

100 
MAE 

RMSE 

0.9242 

1.9545 

0.1277 

0.5457 

0.2353 

 0.8116 

500 
MAE 

RMSE 

0.8885 

2.0595 

0.1338 

0.7571 

0.2490 

1.0475 

1000 
MAE 

RMSE 

0.8770 

2.0612 

0.1346 

0.8132 

0.2524 

1.1158 

Wounded 

100 
MAE 

RMSE 

0.7227 

2.5740 

0.2131 

0.9301 

0.4575 

1.6633 

500 
MAE 

RMSE 

0.7174 

3.2696 

0.2608 

1.9282 

0.5909 

3.5496 

1000 
MAE 

RMSE 

0.7122 

3.4409 

0.2716 

2.2506 

0.6357 

4.2512 

Hijacked 

100 
MAE 

RMSE 

0.1381 

0.7116 

0.0620 

0.4005 

0.2639 

0.9079 

500 
MAE 

RMSE 

0.1198 

0.8142 

0.0504 

0.4647 

9.1203 

197.7790 

1000 
MAE 

RMSE 

0.1127 

0.8392 

0.0464 

0.4852 

11.3323 

348.6402 

Events 

100 
MAE 

RMSE 

0.3088 

0.7230 

0.1137 

0.3542 

0.1203 

0.3549 

500 
MAE 

RMSE 

0.2991 

0.7188 

0.1243 

0.4478 

0.1351 

0.4156 

1000 
MAE 

RMSE 

0.2933 

0.7091 

0.1253 

0.4617 

0.1378 

0.4316 
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Figure 2 shows the MAE values of Dead, Wounded, 

Hijacked and Events using the linear regression, 

AMRules, TargetMean and FIMTDD when window 

size is set to 100. In the figure, we can see that the 

performance of TargetMean model is the best for all 

datasets. The performance of FIMTDD is the second. 

The figure is consistent with the results in Table 2. 

TargetMean and FIMTDD are better than the linear 

regression and AMRules for the four data sets.  

Figure 3 shows the MAE values of Dead, Figure 3 

shows the MAE values of Dead, Wounded, Hijacked 

and Events using TargetMean when window size is set 

to 100. The MAE values for Dead and Events are 

lower than those for Wounded. For Hijacked, in most 

points, the MAE values are very low, but in some 

observations between 20000 and 25000, the MAE 

values are very high. The results could be caused by 

the sparse data. 

 

Figure 2. MAE Results of Dead, Wounded, Hijacked and Events Using the Four Methods for Window Size 100 

 

 

Figure 3. MAE Results of Dead, Wounded, Hijacked and Events Using TargetMean for Window Size 100 

Figure 4 shows the MAE results of Dead, 

Wounded, Hijacked and Events using TargetMean 

when window size is set to 1000. The curves are 

smoother than those in Figure 3. The MAE results of 

Dead, Hijacked and Events are better than those of 

Wounded. The MAE values of Hijacked are lowest. 

When window size is set to 1000, the big fluctuations 

of errors disappeared. In the simulations in the seven 

regions, we only show the MAE and RMSE when 

window size is set to 1000. In addition, Figures 3 and 4 

all show that the MAE values increase with the 

instances. The reason could be that with instances, the 

percentage of adverse events occurrence increases, the 

MAE values also increase. In Figure 4, for Dead, 

Hijacked, and Events, the MAE values are lower for 

before 12000 observation, which is under 0.1.  The 

MAE values are over 0.1 after 15000 observation for 

Dead, Wounded, and Events. The MAE values are 

highest for Wounded and the MAE values are lowest 

for Hijacked. 
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Figure 4. MAE Results of Dead, Wounded, Hijacked and Events Using TargetMean for Window Size 1000 

 
The same variable selection method, a forward 

stepwise least squares regression in SAS EM, was used 

for rejecting insignificant variables for the seven 

regions: Central, Eastern, Northeastern, Northwestern, 

Southeastern, Southwestern and Western. Depending 

on the region and the category of the adverse event, 

between 5 and 20 variables were retained. Every region 

has the four data sets: Dead, Wounded, Hijacked and 

Events.  The input variables are the ones selected by 

evaluating the R-square. After the selection of the 

significant variables, AMRules, TargetMean and 

FIMTDD are used for the data set of the seven regions. 

In the simulations, all the window size values are set to 

1000, and the sample frequency is set to 30. The reason 

for that is that the size of every data set by region is 

about 1/7 of the whole data set.  

Table 4 shows the MAE and RMSE values using 

the linear regression, AMRules, TargetMean, 

FIMTDD, and MAE from [8] for Dead, Wounded, 

Hijacked, and Events in the seven regions. The MAE 

values reported in [8] are very high. The MAE and 

RMSE values of AMRules and TargetMean are better 

than those of linear regression and FIMTDD for almost 

all the four data sets in the seven regions. For example, 

in Central, for Dead, the MAE and RMSE values for 

AMRules are 0.2984 and 1.5783, the MAE and RMSE 

values for TargetMean are 0.3146 and 1.5828, the 

MAE and RMSE values for Linear Regression are 

0.4764 and 1.6207, and the MAE and RMSE values for 

FIMTDD are 0.7542 and 2.3625. The performance of 

AMRules model and that of TargetMean are very 

close, and in some region AMRules has the best 

performance, and in some region TargetMean is the 

best. 

Among the seven regions, the MAE and RMSE 

values of the four methods in Northwestern for Dead, 

Wounded, Hijacked and Events are lowest. For 

example, in Northwestern, for Dead, the MAE and 

RMSE values for Linear Regression are 0.1355 and 

0.5378, the MAE and RMSE values for AMRules are 

0.0789 and 0.3516, the MAE and RMSE values for 

TargetMean are 0.0703 and 0.3510, and the MAE and 

RMSE values for FIMTDD 0.1103 and 0.4312. The 

MAE and RMSE values of the four methods in 

Southwestern for Dead, Wounded, Hijacked and 

Events are highest. In the Southwestern region, for 

Dead, the MAE and RMSE values for Linear 

Regression are 1.4060 and 3.6975, the MAE and 

RMSE values for AMRules are 1.2925 and 3.4602, the 

MAE and RMSE values for TargetMean are 1.3013 

and 3.4988, and the MAE and RMSE values for 

FIMTDD 1.7959 and 5.7678. 

Figure 5 shows the histogram of MAE values of 

Dead, Wounded, Hijacked and Events for the seven 

regions using AMRules when window size is set to 

1000. One can see that in the Northwestern region, the 

MAE values are lowest. In the Southwestern region, 

those are highest. These results are consistent with 

those of Table 4. 

Figure 6 shows the MAE results of Dead using 

Linear Regression, AMRules, TargetMean and 

FIMTDD in the seven regions. One can see that 

AMRules and TargetMean are very close in some 

regions and AMRules models have better performance 

than TargetMean. In some regions, TargetMean 

models are better. They both have better performance 

than Linear Regression and FIMTDD.   
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Table 4. MAE and RMSE Results Using the Four Methods and MAE Reported in [8] for Seven Regions 

Region 
Output 

Variable 

Error 

Measures 
Regression AMRules TargetMean FIMTDD 

Previous 

Study [8]  

Central 

 

Dead 
MAE 

RMSE 

0.4764 

1.6207 

0.2984 

1.5783 

0.3146 

1.5828 

0.7542 

2.3625 

1.1566 

 

Wounded 
MAE 

RMSE 

1.4620 

5.4126 

0.2345 

0.7153 

0.2569 

0.7367 

0.4313 

2.7501 

4.9301 

Hijacked 
MAE 

RMSE 

0.1170 

0.5323 

0.0554 

0.3690 

0.0560 

0.3689 

0.1453 

0.5603 

0.3982 

Events 
MAE 

RMSE 

0.2526 

0.6645 

0.2345 

0.7153 

0.2569 

0.7367 

0.4313 

2.7501 

0.9763 

Eastern 

Dead 
MAE 

RMSE 

0.3567 

1.0726 

0.2370 

0.8951 

0.2321 

0.8927 

0.3770 

1.0390 

0.7458 

Wounded 
MAE 

RMSE 

0.9408 

4.8827 

0.5622 

3.5716 

0.5602 

3.5724 

1.2136 

6.0860 

2.6807 

Hijacked 
MAE 

RMSE 

0.1633 

0.7468 

0.0771 

0.5453 

0.0772 

0.5453 

0.1566 

1.2132 

0.4412 

Events 
MAE 

RMSE 

0.3306 

0.6210 

0.2400 

0.5165 

0.2393 

0.5141 

0.3547 

1.1407 
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Figure 5. MAE Results of Dead, Wounded, Hijacked and Events for Seven Regions Using AMRules for Window Size 1000 

 

 
Figure 6. MAE Results of Dead Using the Four Methods for Window Size 1000 

 

5.  Conclusions 

Currently most studies use traditional linear 

regression models or machine learning models for 

predicting the adverse events in an active war theater. 

The performance of these models is rather poor and 

can be improved. In our study, we use a new approach, 

based on data stream methods, to improve the 

prediction results.  First, a forward stepwise least 

squares regression was applied to select the significant 

variables from over 100 input attributes for the four 

data sets: Dead, Wounded, Hijacked and Events.  Then 

traditional linear regression, and three data stream 

regression algorithms, AMRules, TargetMean and 

FIMTDD were used on the four data sets. The results 

show that the data stream algorithm TargetMean has 

the best performance in the four data sets and its MAE 

values are the lowest. FIMTDD also has a fairly good 

performance in most scenarios, but for Hijacked, a 

sparse dataset, it has the worse results. This shows that 

FIMTDD may not be suitable for sparse data. The 

AMRules method does not show a good performance. 

It may be caused by the fact that we removed a 

nominal attribute: Region, since AMRules cannot 

support nominal attributes. When window size is set to 

100, 500 and 1000, the MAE values curves become 

smoother for window size 1000. 

With more instances, the percentage of adverse 

events occurrence increases, which could be the reason 

that the MAE values increases.  Data stream methods 

show the MAE and RMSE values as new data arrive, 

thus allowing us to take snapshots for the prediction 

model at any time to see the changing performance of 

the model. This is in contrast to linear regression, 

where one can only see the final mean MAE and 

RMSE values.  

In the analysis by region, significant variables are 

selected using the forward stepwise least squares 

regression. Similarly, linear regression and the three 

data stream methods are used on the four data sets, 
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Southeastern, Southwestern and Western. The MAE 

and RMSE results of data stream methods AMRules 

and TargetMean have better performance than 

traditional linear regression in all the four data sets in 

the seven regions.  The MAE values are lowest in 

North Western, and those are highest in Southwestern.  

From the past studies, we can find that the percentage 

of adverse events occurrence is the lowest in the 

Northwestern and the percentage of adverse events 

occurrence is highest in the Southwestern. In the 

simulations by region, one can find that the 

performances of AMRules and TargetMean are very 

close. The improvement of performance of AMRules 

can be explained by the fact that in the analysis by 

region there is no longer a nominal attribute (i.e., 

Region). For the entire country and for seven regions 

MAE values reported in one of the previous studies [8] 

are much worse than those presented in this study. 

Our results show that data stream methods 

demonstrate their advantages in improving the 

performance and providing a dynamic observing 

window for the models. In the future, it may be 

interesting to observe the performance of soft 

computing algorithms in the data stream setting, 

understand key factors of influence on the adverse 

events and find a general framework for adverse events 

not only used in an active war theater but also in other 

areas such as healthcare and aviation safety. 
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