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Abstract: 

The increasing demand for business analytics and cybersecurity professionals provides an exciting job outlook for 
graduates of information systems programs. However, the rapid proliferation of devices and systems that spurred this 
trend has created a challenging ethical dilemma for the individuals responsible for educating future generations of 
information technology professionals. Many firms collect and store as much data as possible in the hope that 
technology might uncover useful insights in the future. This behavior results in an ever-increasing challenge for those 
charged with protecting organizational assets and exerts pressure on executives seeking an analytical edge to remain 
profitable in a hyper-competitive marketplace. With this dilemma in mind, a recent panel discussion at the 14th Annual 
Midwest Association for Information Systems Conference explored the delicate balance between unleashing the 
power of analytics and securing the sensitive data it consumes while respecting consumer privacy. This paper reports 
on that discussion and its insights. 
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1 Introduction 

The increasing demand for business analytics and cybersecurity professionals provides an exciting job 
outlook for graduates of information systems (IS) programs (Mandviwalla, Harold, & Purnama, 2019). 
Despite daily headlines about data breaches and governmental inquiries into questionable behavior by 
some of the world’s most recognizable companies, the collective appetite for data has not slowed down. 
Many firms collect and store as much data as possible in the hope that technology might uncover 
meaningful insights in the future (LaValle, Lesser, Shockley, Hopkins, & Kruschwitz, 2011). This 
phenomenon results in an ever-increasing challenge for information security personnel charged with 
protecting organizational assets (Rawat, Doku, & Garuba, 2019) and consumer privacy (Barocas & 
Nissenbaum, 2014) while at the same time intensifying the mounting pressure for executives seeking an 
analytical edge to remain profitable in a hyper-competitive marketplace (LaValle, Hopkins, Lesser, 
Shockley, & Kruschwitz, 2010). 

Several challenges propagate from these competing forces that have implications for industry and 
educators as we prepare business analysts and information security experts for the workforce. For 
example, many companies believe they protect consumers by anonymizing sensitive data. Despite these 
efforts, advanced analytical techniques can possibly reattribute anonymized data to specific individuals 
(Barocas & Nissenbaum, 2014; Sweeney, Abu, & Winn, 2013). 

Decision makers might also rely too heavily on analytics and, thus, interpret data in biased, incorrect, or 
harmful ways. Many people naively view analytics as a magic bullet that will unlock the mysteries of the 
universe, which drives their appetite to consume even more data. However, if one does not recognize how 
bias can undermine results, one will find oneself wanting to collect more data than one should while 
simultaneously making decisions drawn from errant conclusions. Depending on the context, these 
decisions could have disastrous implications for privacy, security, and individual liberty.  

The rapid proliferation of devices and systems that spurred these trends has created a challenging ethical 
dilemma for the individuals responsible for educating future generations of information technology (IT) 
professionals. With this dilemma in mind, we organized a panel that included faculty with expertise in 
cybersecurity, analytics, and law to discuss these issues. In this paper, we report on that discussion and 
bring forward the culminating thoughts to the broader community in hopes to continue the dialogue. 

2 Motivation 

The impetus for exploring these issues began when several panel members, all management information 
systems faculty at Bradley University, began to revise an undergraduate curriculum in 2016 in response to 
industry needs. As a result, the faculty added concentrations and minors in business analytics and 
cybersecurity to the curriculum from the 2018-2019 academic year. Throughout the curriculum-
development process, the faculty had to address issues at points where the two programs converge. The 
questions lack straightforward answers, and, with the programs underway, the discussion continues. 

The faculty identified several trends and issues while developing the program. First, organizations want 
more employees to have access to data to help them make operational, tactical, and strategic decisions. 
However, to use data analytics in a way that often best leverages its power—that is, to discover seemingly 
unrelated relationships—employees need access to various data and information sources that might fall 
outside the scope of their job titles. Yet, information security professionals need to protect and control 
access to data and information. For example, many data science and business intelligence techniques 
create insights by leveraging non-obvious relationships, but doing so requires one to bring together 
disparate data sources to be effective and provide meaningful insights. Potential conflict with information 
security access policies can hinder the value that an organization’s analytics program provides. Thus, 
organizations need to understand how they can identify and deploy a balance between providing 
employees access to data and mitigating potential harm. 

Further, due to the rapid rise in data and increased analytical power, fresh graduates from analytics 
programs commonly find that their organizations already consider them de facto experts, not apprentices. 
Although new hires can bring expertise in applying contemporary analytical techniques, they will likely lack 
the ability to foresee long-term consequences due to their limited experience. This reality led some panel 
members to struggle with touting analytics’ power and capabilities given its potential threats to privacy and 
security. Although the MIS faculty at Bradley University recognized the clear need to develop highly skilled 
analytics professionals, they feared producing graduates who would become the next poster child for 
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unethical or negligent behavior. Thus, they felt it would irresponsible to develop any curriculum, analytics 
or otherwise, without exposing students to these issues throughout the program. Clarke (2016) explains 
this responsibility in his paper on the risks associated with big data: 

Computer science and information systems academics and professionals have direct 
responsibility in relation to the technical aspects of data collection, storage and access. Our 
responsibility in relation to data analysis is shared with other disciplines and professions, but not 
to the extent that our responsibility is extinguished. The human aspects inherent in big data 
risks can, on the other hand, only be addressed through risk assessment and risk management, 
by ensuring that business process design incorporates safeguards, compliance audits and 
enforcement activities. Once again, computer science and information systems researchers and 
professionals bear some of the responsibility to ensure that problems are identified, publicized 
and addressed. We have moral responsibility, potentially translated by the courts into legal 
responsibility, to blow the whistle on hyperbole, and on undue reliance on technology. (p. 88) 

Therefore, we conducted the panel to ensure that we do not duck our responsibility as educators to 
prepare students to anticipate and address emerging ethical issues related to analytics and big data as we 
train future data analytics experts. Ultimately, we must answer the following question: how do we ensure 
that we fully equip our graduates to perform cutting-edge work while ensuring that they do not contribute 
to the next data breach or consumer privacy scandal? 

3 Panel Organization 

The panel discussion took place on May 21, 2019, at the 14th Annual Midwest Association for Information 
Systems Conference, which the University of Wisconsin Oshkosh hosted. To provide a panel that could 
address the multi-faceted perspective necessary to have a robust discussion, the lead author recruited a 
diverse group of panelists with overlapping relevant expertise in analytics, security, business law, and IS 
curriculum design. The panel focused on exploring the delicate balance between unleashing the power of 
analytics and protecting the sensitive data it consumes. 

To tackle this organizationally complicated and potentially politically charged issue, we organized the 
panel discussion into four primary themes: privacy, security, legal considerations, and ethics. We provide 
the themes and related questions in Table 1. In the following subsections, we synthesize the overarching 
issues in each area before providing potential solutions for industry and implications for curriculum 
development in the following sections. 

Table 1. Identified Themes and Related Questions 

Theme Questions 

Privacy 

1) What role does education play in helping consumers (the tracked) understand the value of 
their data to those collecting it? 

2) How can organizations better communicate to consumers what data is being generated 
and how it is collected or stored? 

3) What does privacy mean in the face of ubiquitous tracking and analytics? 

Security 

1) What are the potential information security issues created by the lack of standardization 
and the use of open source tools by data analytics professionals? 

2) Does using analytics in security introduce any risks to employees (e.g., considering a pro-
social whistleblower a threat to the organization)? 

Legal 

1) Where do current laws fall short on each side? 
2) How do the two sides (analytics and cybersecurity) currently further their respective 

interests while abiding by current laws? 
3) To what extent should analytics and cybersecurity professionals be responsible for 

ensuring the intended goals behind privacy laws are met? 

Ethical 

1) What responsibility does a company have for disclosing to consumers how they use 
customer data? 

2) Is collecting everything ethical? Should we prohibit some data sets/types? 
3) While analytics data generally falls outside an institutional review board’s purview, should 

it? 
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4 Privacy 

In security, we frequently teach that the greatest security vulnerability in any organization constitutes the 
people who work there. Social engineering, mistakes, and insider threats all work together to counteract 
technical and policy measures that organizations implement. We might also say that people constitute the 
greatest threat to their own privacy. For example, studies on the privacy paradox show that people 
consistently overstate how much they care about privacy when compared to their privacy-related 
behaviors (e.g., Barnes, 2006; Kang, Dabbish, Fruchter, & Kiesler, 2015). To mitigate this weakness, 
people need to learn about the dangers associated with large amounts of personal data residing on 
networks throughout the Internet. Additionally, they must understand how data aggregation impacts their 
personal privacy and security. 

4.1 Consumer Education 

While one customer data point may have little value on its own, millions have significant value to an 
organization. Most individuals recognize the former but not necessarily the latter and, therefore, find it 
difficult to understand why organizations view their personal information all that valuable. This perception 
leads consumers to hold largely agnostic opinions toward providing personal data. Since they do not know 
enough to feel concern, they will likely choose convenience over privacy when they want something 
immediately. 

Consumer education can help individuals understand how widely organizations collect data, how they use 
it, and how they exchange it with other parties. Individuals may then better understand the true value of 
their personal information and want to have more control over it. A knowledgeable citizen can then make 
informed decisions about privacy and security. 

In addition, by understanding how, when, and what kind of personal data they give away, when 
organizations use their personal data, and the consequences associated with such usage, consumers 
may develop more trust in organizations. Consumers want to know how and when organizations 
sell/exchange their personal data and what implications the transactions may have. Consumers will be 
able to more accurately assess the trust they place in organizations once they better understand the 
tradeoff between convenience and risk. Efforts to enhance consumer awareness will also empower 
consumers to make informed decisions, protest against unethical data practices, regain control of their 
data, and seek help when necessary. 

4.2 Consumer Awareness through Communication 

Unless governments force organizations to educate consumers, they will not likely do it. If (or when) most 
consumers demand such education, first-mover organizations might see an opportunity for competitive 
advantage. Until that time, organizations will see reduced transparency as an advantage (for evidence, 
one need only look at the differences between transparency practices in the US versus Europe). When 
organizations can self-regulate, they choose not to better communicate with consumers. 

To protect users’ privacy, one must first teach them how valuable companies find their data. The quote “if 
you are not paying for the product, you are the product” can often help users understand their data’s 
value. While one may most commonly hear this refrain in technology circles relating to Facebook and 
Google’s user data collection, it also applies to many services across the Web given that user tracking, 
profiling, and advertising form their primary revenue source. In any case, what form the education takes 
and who does it remain topics up for debate. Further, the education needs to consider how individuals 
learn and their needs (Wisniewski, Knijnenburg, & Lipford, 2017) or it will be ineffective.  

Companies can—and should—take steps to educate users on how they will use their data. Presenting a 
privacy policy by default (Steinfeld, 2016) in language that average users can clearly understand (Milne, 
Culnan, & Greene, 2006) will help them make informed decisions about their data. Besides the language 
itself, privacy policies and terms of service should present the information users care about in a way they 
can understand. Organizations often write these policies in order to defend themselves legally, which 
means they seldom include what users care about. Services such as “Terms of Service; Didn’t Read” 
(https://tosdr.org/) can help users make informed decisions about their data and privacy but only if users 
know about and care enough to use it. 

Currently, companies provide little to no communication on how they specifically use personal data. 
Companies should start conversations regarding who owns, controls, or grants access to this data and 
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acknowledge the problems that exist with existing practices, which range from collecting personal data 
that goes far beyond traditional marketing needs to explaining the poor security and privacy management 
efforts that led to past data breaches. The issue also extends to underregulated buy/sell/trade practice 
guidelines from law and government. The “fine print” on the bottom of the page fails to fully inform 
consumers, and organizations should think about how they can better communicate key information 
effectively. 

4.3 What Does Privacy Mean Today? 

Most technologies default to open access to personal data. When asked, most consumers opt for 
convenience over privacy and security. Unless individuals learn to value their privacy more than 
convenience, privacy may become a quaint concept from history. In the US, we currently have an open 
season on privacy. The real question concerns what happens when the backlash occurs? Will consumers 
become so fed up with the unregulated landscape to the point the pendulum will swing in the other 
extreme direction? Can we anticipate a future where the government or other parties control data 
collection so much that it loses its value to organizations? Unregulated data collection and use leads to 
abuse. As an example, robocalls have become so intrusive that many have begun to scrutinize the 
technology itself. If given a choice, organizations would prefer regulated tracking and analytics over these 
activities becoming illegal someday. 

Innovation always involves risks. With the development of location-based tracking technology and 
aggressive data collection, privacy requires rigorous security measures for primary usage. Any other 
activities that involve transferring or trading data would need to extensively anonymize individuals’ identity. 
All these procedures should also have accordant governing mechanisms such as policies and regulations. 
The consumer should comprehensively understand how organizations will use their data when they opt-in 
to data collection and be allowed to maintain complete control over the data that the organizations collect 
thereafter. 

Unfortunately, we already have wearable devices, the Internet of things (IoT), auto manufacturers that can 
track vehicles, and smart home devices. The data that these embedded systems generate presents a 
direct threat to user privacy and security. The news is littered with reports of hacked devices and 
compromised information. For example, smart watches capture so much data on user behavior that they 
will even ask individuals why they deviate from their normal patterns when they do so, such as not going 
to work. We have also seen ubiquitous tracking and analytics introduce tremendous threats to military 
operational security. In November, 2017, Strava, a fitness tracking company, revealed secret U.S. military 
bases and patrol routes to the world when three trillion individual GPS data points of Fitbit workout data 
that users uploaded were displayed on a heat map (Hern, 2018). In this case, anyone could readily 
access the open source data. Such situations highlight the privacy concerns that emerge when petabytes 
of tracking information get into the wrong hands. 

5 Security 

In addition to the apparent privacy concerns related to consumer data, using analytics might also 
introduce new security issues. In this section, we discuss how poor standardization and reliance on 
certain indicators might result in unanticipated negative outcomes. 

5.1 Technology Standardization Issues 

Data analytics professionals use various tools in their work. However, the technologies and software that 
support data analytics lack standardization both in and across industries, which creates potential 
information security issues. For example, consider database management systems. Organizations may 
use many different databases and database products. Database administrators play the dual role of 
security and analytics professionals. These professionals must follow database-hardening best practices 
that cover a plethora of activities designed to secure databases.  

Database administrators need to define user roles, set permissions, and maintain password hashes. They 
also look after management and reporting policies. At the same time, database administrators must 
provide analytic professionals with timely access to data to help them make decisions. Once analysts 
have the data in their hands, load it into different software applications, and manipulate it, data 
administrators no longer directly control it. And, if the data source models combine external and internal 
data sources, analysts do not necessarily know how systems might share internal data with external 
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sources. Today’s cloud environment for database platforms adds even more information security 
implications. 

The inherent challenges with performing analytical work are not limited to the lack of standardization for 
analytical tools. Generally, data mining/analytics requires large data sets to derive patterns to predict new 
data points. The process itself does not concern any single data point in the training data set. However, 
large data sets introduce more risks, even with anonymization. Sometimes analytics can identify data 
points without identifiers. At the same time, one can often access so much information about that data 
point (profiling, educated guess, etc.). The challenge lies in the amount of data available. Different data 
sets potentially contain many common identifiers, which makes anonymization extremely difficult if not 
impossible. 

5.2 Security Analytics: Risks to Employees 

Many employees already understand that their workplaces monitor their activities. On the other hand, 
typical employees likely do not accurately understand what their organization monitors and how it may use 
the information it gathers against them in unanticipated situations (Krouse, 2019). 

For example, some employees might trust their organization’s in-house “anonymous hotline” only to find 
out the individuals they talk about can retroactively identify them. The increased rate at which 
organizations collect and store logs to feed into security information and event management (SIEM) 
systems could result in organizations identifying and retaliating against more whistleblowers, especially 
since organizations need such data to identify true insider threats (Agrafiotis et al., 2015). Obviously, all 
forms of whistleblower retaliation are unacceptable, but especially since organizations also run the risk of 
retaliating against the wrong employee if they rely too much on analytics. In any case, whistleblowers 
must weigh and consider the fact that someone may discover their identity. However, in the US, the courts 
and government agencies do offer some protection for whistleblowers. Under the False Claims Act, the 
Department of Justice can pay rewards to whistleblowers. Further, some law firms such as The 
Employment Law Group specialize in protecting whistleblower rights i. 

Despite offering these legal protections, many whistleblowers suffer mental and emotional anguish while 
navigating through costly court battles before they have a chance to receive a reward or vindication 
(Alford, 2001). Therefore, they must successfully raise their concerns anonymously to truly avoid 
retaliation. Unfortunately, naive technology users may find it extremely difficult to maintain their anonymity 
in today’s information age (Marcum & Young, 2019). Ultimately, the rapid advancement in data analytics 
has the potential to further silence individuals who can put a stop to unethical behavior before it gets out of 
control. 

6 Legal 

The privacy and security issues we discuss above should have legal consequences, but we also rarely 
see significant judgments. Many companies who have violated consumer privacy or failed to protect 
sensitive data continue to conduct business as usual often without a noticeable change in their business 
practices. In this section, we discuss the shortcomings of existing laws and explore responsibilities for 
analytics and cybersecurity professionals. 

6.1 Legal Shortcomings 

Data analytics and cybersecurity have competing interests. The laws supposed to protect the information 
each side values for different reasons are largely ineffective even when present. Currently, the US does 
not have an overarching federal cybersecurity law, nor does it have an overarching information privacy 
law. Rather, the sectoral approach regulates information and data privacy, which means that different laws 
that overlap in some areas and leave gaps in others affect each economic sector. As a result, one often 
does not know how and when certain laws apply. For example, the Health Insurance Portability 
Accountability Act (HIPAA) and the Family Educational Rights and Privacy Act (FERPA) have generated 
confusion when it comes to school healthcare providers disclosing protected health information. In some 
situations that involve the same providers, HIPAA applies, and, in other situations, FERPA applies. 
Further, each law defines basically the same information in different ways and includes multiple 
exceptions, which muddies the waters further. 
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Adding to the confusion, over 21 different federal statues mandate that organizations disclose or provide 
notice in some form to consumers about how they use their data.  Data privacy regulations that prescribe 
“mandated disclosure” or “notice and choice” have many pitfalls. When purchasing something such as a 
house or software or applying for credit, the law requires organizations to make a dizzying array of 
disclosures. These disclosures use language in such a way that people who need to know the information 
cannot learn it simply by being told. For example, speaking on credit card disclosures, U.S. Senator 
Elizabeth Warren said: “I teach contract law at Harvard Law School and I can't understand my credit card 
contract. I just can't. It's not designed to be read.” (Brancaccio, 2009). Lawmakers can easily mandate 
disclosure and then claim consumers have notice. Yet, it does not actually solve the problem. 

6.2 Legal Responsibilities for Analytics and Cybersecurity Professionals 

Regulation best comes from within. Even when external regulations do not mandate that organizations 
protect consumers’ privacy, organizations should still do for several reasons. First, it represents the ethical 
choice. Many consumers simply do not have the time, patience, or knowledge to take steps to protect their 
privacy, and companies have the best position to protect sensitive data. Second, in anticipation that 
lawmakers will implement more comprehensive privacy laws, companies can beat the curve by upping 
their standards. The General Data Protection Regulation (GDPR) that the European Union implemented in 
2018 is an overarching data privacy regulation that marks an important evolution in data privacy 
regulations and rules. Under the GDPR, all companies that handle E.U. citizen data must comply with a 
single set of regulations no matter where they reside. By default, the GDPR mandates that consumers 
must opt-in and give consent to companies to use their data in contrast to the preexisting law that 
mandated companies send customers notices that gave them the option to opt-out. In anticipation of the 
GDPR, many companies implemented changes to get a head start on compliance. 

7 Ethical 

Our discussion thus far leads to several ethical questions, especially as it pertains to collecting and using 
consumer data. How should organizations disclose what they do with consumer data? What restrictions 
should they follow when collecting data? How might institutional review boards (IRBs) assist in 
strengthening protections? 

7.1 Company “Use of Data” Disclosure Policy 

Given what we know about customer behavior, it seems clear that people will allow organizations to use 
their data for all kinds of activities if they feel they will benefit from it. As such, an organization can easily 
exploit users’ trust (or lack of awareness) and gain access to data users may not even understand. The 
analysts and the companies using this data must have some ethical obligations towards the individuals 
whose data they analyze. While an organization may be legally in the clear with an appropriately worded 
privacy policy, ethics should extend beyond the legal minimums. Organizational policies such as the now-
deprecated Google slogan “don’t be evil” can help guide decisions even if a legal reason not to do 
something does not exist. Organizations could share, in clear language designed for consumer reading, 
the ways in which and the business model behind how they will use data. In doing so, organizations could 
clearly and positively define their data goals. 

7.2 Restrictions on Data Collection 

Since collecting data and using data refer to two different things, informed consent must account for both. 
If organizations collect data with users’ consent (even via the fine print nobody reads), it should be ethical 
provided that they use the information in ways in which users intended. From a research perspective, if 
organizations implement rigorous protocols, such as being approved by an institutional review board 
(IRB), there should not be any limitation on dataset/types. However, the issue is consumers often do not 
understand how organizations could use their data. That said, while some organizations want to collect 
everything about everyone because they can do so relatively easily and cheaply or because they see an 
opportunity for monetization, collecting everything is neither desirable nor ethical. 

Dave Eggers’ dystopian fiction novel The Circle shows where such behavior might lead. The book 
features a powerful technology company called The Circle whose founders advocate for complete 
transparency and universal lack of privacy in order to discourage individuals from acting unethically. 
However, when reading the book, one slowly learns that the founders seek to monopolize the market, 
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collect all data, and monetize it. Compare that to the public messages from companies in the real world. 
One can possibly see The Circle as a response to Google’s original mission statement (“Our mission is to 
organize the world’s information and make it universally accessible and useful”) and mantra “don’t be evil”. 
Despite Google’s stated intentions, its critics likely see its behavior as matching The Circle’s founders’ 
behavior. 

Unfortunately, as a society, we have not given these issues enough attention. When a company asks 
people to voluntarily submit their DNA and the marketing professionals at these firms present it to them as 
a wonderful thing, too few loudly object. Organizations should have some limits on what data they can 
collect, and our best minds should provide some guidance in that regard. These concerns will have to 
trickle down to the public conscience and onto the plates of local, state, and federal legislators, but 
change would require a long and drawn out process, and practice proceeds policy by years. 

7.3 Analytics Data and the Institutional Review Board (IRB) 

Data analytics opens new possibilities for discovery. For example, Cerner conducted analytics on 
healthcare data that resulted in reducing sepsis cases in hospitals across the country. Analytics has also 
proven useful at predicting the survival rate of cancer patients with comorbidities (Zolbanin, Delen, & 
Hassan Zadeh, 2015). While both studies produced positive outcomes and their authors redacted 
patients’ personally identifiable information (PII), researchers need to stay vigilant to prevent unintended 
adverse outcomes. IRBs can help in this area by helping researchers understand the negative 
consequences associated with analyzing HIPAA-controlled data. Of course, we need to make sure those 
who serve on our IRBs understand analytics’ true power and capabilities or they will not be able to 
recognize the risks to human subjects. At some point, someone will make a mistake and PII or leak 
patient healthcare information, which could harm not only patients but also researchers and academic 
institutions. 

8 Proposed Solutions 

Given our rapid technological progress, much technical content we teach today may become obsolete 
tomorrow. Consequently, we need to prepare our graduates for lifelong learning. Therefore, we took a 
holistic approach in identifying possible solutions. Ultimately, we organized them into the following 
categories: curricular, technical, and legal/ethical. We address each category by offering proposed 
solutions for both academia and practice (see Table 2). 

Table 2. Proposed Solutions for Academia and Practice 

Category Proposed solutions for academia Proposed solutions for practice 

Curricular 

• Increase attention on data ethics 

• Improve multi-disciplinary integration 

• Provide leadership from curriculum task 
forces and accrediting bodies 

• Account for culture differences 

• Renew focus on continuing education 

• Create and deploy graduate certificate 
programs 

• Administer Implicit Association Test 

• Develop and provide mindfulness training 

Technical 

• Develop data taxonomy 

• Increase research on anonymization and 
privacy enhancing technologies, such as 
zero-knowledge systems, end-to-end 
encryption, and self-sovereign identity 

• Conduct behavioral research on consumer 
privacy 

• Formally assess privacy practices 

• Follow best practices for security and data 
anonymization 

• Perform privacy and security audits and 
embrace bug bounty programs 

• Adopt a privacy-by-design approach 

• Become less financially dependent upon 
consumer data 

• Leverage analytics to identify and protect 
against threats to information assurance 

Legal/ethical 

• Assist lawmakers in better understanding 
current and emerging technology 

• Future-proof legislation 

• Mandate privacy and security audits and bug 
bounty programs 

• Improve on and expand the use of IRBs 

• Strengthen and enforce codes of ethics 

• Empower professional organizations to hold 
practitioners responsible for unethical behavior 

• Develop global industry standards for the 
analytics profession 
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8.1 Curricular 

In this section, we suggest possible curricular solutions to enhance traditional academic programming. 
First, we suggest integrating data ethics throughout the curriculum and pursuing multi-disciplinary 
opportunities. We also call on special interest groups and accrediting bodies to provide leadership on 
ethics education. Second, we encourage educators to better inform practice by offering additional 
continuing education opportunities. 

8.1.1 Academia 

Analytics professionals have learned to understand and work with data. However, we have rarely seen 
analytics programs in the US mention ethics. While some textbooks include chapters on ethics in big data 
and analytics, many instructors skip such chapters to make more time for technical content. Ethical 
concerns must either rise in importance so that they rank higher than, say, a programming course, or 
instructors must integrate them in some way into every class and each topic. 

We can enhance the extent to which data sciences programs cover ethics and, thus, the extent to which 
students understand ethical principles and issues by identifying how analytics professionals should act 
when handling sensitive data and integrating that knowledge into these programs’ key learning 
objectives.. These should be key learning objectives in programs about data science. Instructors could 
teach material in a standalone ethics course, incorporate it into discussions in other applied courses, or, 
ideally, both. Further, students in data analytics courses could benefit from briefly discussing the ethical 
implications related to the practices and techniques that they cover. Researchers have already begun to 
publish papers on how to better incorporate these discussions into curricula (Lester & Dalat-Ward, 2019). 

While not desirable, the current situation does present a perfect opportunity to work across disciplines to 
develop curricula on the ethics of big data and analytics. We need to systematically ensure the overall 
curriculum for both analytics and cybersecurity helps students recognize these dilemmas and learn how to 
balance it (legally and ethically). Since many graduates will likely face ethical dilemmas early in their 
career, we cannot trust that industry will protect them from making poor decisions. For example, the 
Facebook-Cambridge Analytica scandal had its roots in academic research on quantifying personality 
traits that the University of Cambridge’s Psychometrics Centre developed (Kosinski, Stillwell, & Graepel, 
2013; Schwartz et al., 2013). Shortly thereafter, Christopher Wylie, at age 24, began using this research to 
profile individuals for both elections and psychological operations for the United Kingdom’s Ministry of 
Defense and the U.S. Department of Defense (Cadwalladr, 2018). Through its parent company SCL 
Elections, Cambridge Analytica actively participated in over 100 election campaigns in over 30 countries 
(Ghoshal, 2018). However, Cambridge Analytica did not become a household name until 87 million 
unassuming Americans had their data used in micro-targeted advertising campaigns to influence likely 
voters leading up to the 2016 election (Isaak & Hanna, 2018). 

While various parties used targeted marketing in political campaigning before the Cambridge Analytica 
scandal, it demonstrates how technological capabilities outpace the general public’s ability to recognize 
evolving threats (Privacy International, 2017). The documentary The Great Hack and the testimony that 
witnesses provided to the House of Commons in the UK about Cambridge Analytica highlight the global 
impact that pervasive collection and unethical use of data can have on society. Our graduates will likely 
face similar ethical dilemmas early in their careers. Therefore, we must find a way to ensure that every 
syllabus for data science and analytics courses includes ethics as a key component. We should look at 
cross-functional curricular-development teams that include analytics and security professionals along with 
business ethicists. When one couches data ethics as information security, analytics professionals will 
likely pay more attention simply because they care about data access, quality, and reliability. They should 
understand that data security represents an important facet of their work. Additionally, the literature has 
suggested ways to educate analytics students about privacy (Schwieger & Ladwig, 2016). Therefore, we 
encourage faculty to give these issues more attention in their programs. 

Unfortunately, programs have limited capacity, and many educators see data ethics issues, no matter how 
important, as tangential to developing content focused on the knowledge, skills, and abilities needed for 
the profession. Thus, it will likely require a concerted effort by the Association for Information Systems 
Special Interest Group for Education (AIS SIGEd) or the Association for Computing Machinery’s (ACM) 
curriculum task force to synthesize and integrate such suggestions into a cohesive model curriculum. Top-
down leadership from accrediting bodies, such as the Association to Advance Collegiate Schools of 
Business (AACSB) and the Accreditation Board for Engineering and Technology (ABET), would further 
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strengthen these efforts. Applying ethics across a data science (or any IT) curriculum can help students 
realize ethics constitutes more than a one-course topic and that they must consider ethical issues 
throughout their careers. 

Lastly, educators must account for varying privacy perspectives across cultures and governments. 
Individuals in Western-style democracies view privacy differently to individuals in other parts of the world 
(Bellman, Johnson, Kobrin, & Lohse, 2004). For example, some privacy advocates see China’s plan to 
establish a social credit system to evaluate its citizens’ everyday activity and render rewards or 
punishments based on observed behavior as troubling (Botsman, 2017; Kobie, 2019; Liang, Das, Kostyuk, 
& Hussain, 2018). While privacy and legislation concerns have risen since China launched the social 
credit system back in 2014, the country has continued to use the system with a wide scope (Chen & 
Cheung, 2017). However, from a cultural perspective, Chinese citizens are more likely to accept these 
developments since they have a lower desire for privacy and stand to gain a safer overall public 
environment (Chen & Cheung, 2017). On the other hand, research suggests that Japanese citizens 
exhibit higher privacy concerns than Americans due to societal differences in relational mobility (Thomson, 
Yuki, & Ito, 2015). Therefore, educators need to address these cultural differences to ensure they prepare 
students for the global marketplace. 

8.1.2 Practice 

We initially decided to conduct our panel due to a need to revise an undergraduate IS curriculum. 
However, we recognize that academia’s role in society must extend beyond delivering traditional higher 
education programs. In particular, the IS discipline needs to contribute to society in as many ways as 
possible given technology’s rapid development and proliferation. Much content in undergraduate 
programs can become obsolete in a decade. Therefore, we believe that IS educators and researchers 
also have a responsibility to inform practice more efficiently. We contend that IS faculty should make 
external outreach a higher priority to provide continuing education to local constituents. Offering additional 
continuing education opportunities and graduate certificate programs, which have lower time and financial 
commitments, would allow working professionals to remain aware of current trends and issues. 

For example, academics can assist today’s data analytics professionals with respect to bias. The results 
that analysts derive from data analytics depend on their own interpretations more than people realize. On 
one single dataset, different analysts could have completely different models, algorithms, and results 
based on personal preferences and parameter settings. Clearly, research has demonstrated that data 
analysts, who explain analytical results to decision makers, can let bias interfere with their interpretations 
(e.g., Kahan, Peters, Dawson, & Slovic, 2017). Unconscious bias affects every decision we make, but the 
opportunity for bias has increased now that organizations mandate data-driven decision making. Data-
driven decision making possibly has some unwarranted credibility simply because it relies on data. 
However, the data, the analysis, and the credibility that go with data-driven decision making can result in 
harm to others if not handled properly. 

Before analysts can take steps to mitigate unconscious bias, they must first recognize its existence. For 
example, one can use the implicit association test to demonstrate the presence of bias (Greenwald, 
McGhee, & Schwartz, 1998). Recognizing when bias may be present or what situations could trigger bias 
can help individuals consciously mitigate it rather than unconsciously applying it. Mindfulness training may 
be another effective way to help medical practitioners overcome their biases (Teal, Gill, Green, & 
Crandall, 2012). Academics can provide such training to today’s analytics professionals through 
continuing education programs to help mitigate bias. 

8.2 Technical 

The appetite for big data has resulted in organizations storing massive databases, which only increases 
their attractiveness to malicious actors. We have seen the damage that significant data breaches can 
cause, such as with Equifax and the U.S. Office of Personnel Management. Many data issues we face 
today result from poor practices established well before the Internet age that technology has exponentially 
expounded. 

For example, various agencies in the US have long used social security numbers (SSN) to both identify 
and authenticate individuals, but such use does not match its original intended purpose. Had agencies not 
adopted SSNs as the de facto universal identifier for Americans, a SSN breach would not be as 
devastating as it is today. It will require drastic action to resolve these deeply embedded business 
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practices once and for all. For example, the U.S. Social Security Administration could publish all SSNs by 
a certain date and, thus, render them useless as a form of identification or authentication (Chapple, 2019). 
As such, organizations would have to replace the use of SSNs with contemporary identification and 
authentication methods, which would ultimately increase privacy and security for everyone. 

In this section, we discuss how researchers can push for these much-needed changes through continued 
research on anonymity and privacy enhancing technologies. For practice, we encourage organizations to 
consider new approaches to managing data. In our recommendations for practice, we first encourage IT 
professionals and business leaders to rethink their market strategy and revenue models to become less 
dependent on exploiting consumer data by adopting a zero-knowledge approach. Second, we discuss 
controls necessary to minimize the impact of data breaches before touching on how analytics can help 
organizations protect assets and reduce the chance that breaches will occur. 

8.2.1 Academia 

In collecting primary data, researchers can find it difficult to maintain subjects’ confidentiality. If 
researchers use data in ways beyond its original purpose and a common identifier exists across different 
data sets, the risks associated with confidentiality and integrity grow exponentially. We contend that 
researchers should develop a taxonomy of data types. They should strictly predict certain types, such as 
sensitive personal information. Other types of data have less sensitivity. Once they have established such 
a taxonomy, they should develop different standards for each data type. Analysts can then decouple the 
common identifier or de-identify the data for any usage other than the original purpose, such as buying, 
selling, or trading. However, they need to anonymize the data properly. 

First, to protect against de-anonymization, analysts need to recognize that the issue exists. When Netflix 
first released its Netflix prize dataset, it anonymized the data from its perspective by removing identifying 
information. However, it failed to consider other public datasets with similar information (such as IMDb), 
which meant one could identify some of the data (Narayanan & Shmatikov, 2008). In particular, analysts 
must consider de-anonymization threats and process data accordingly in situations where they share raw 
data or have small sample sizes. 

Since data analysts look at full datasets (the forest, not the individual trees), they typically do not focus on 
individual privacy and anonymity in their day-to-day work. Yet, analytic professionals do often clean and 
prepare data to ensure data quality and reliability. We believe that the data preparation and cleansing 
process should also include a privacy and security audit. The audit would ensure the data that analysts 
make available to others meets organizational security requirements and complies with privacy policies. 
Further, supplementing formal audits with continuous bug bounty programs would allow analytics 
professionals to swiftly address unforeseen issues. Therefore, we encourage researchers to regularly 
assess data-anonymization techniques to ensure they still achieve their stated goals and to help guard 
against analytics professionals becoming complacent. 

In addition, we encourage researchers to evaluate privacy practices, such as following the methodology 
that “Terms of Service; Didn’t Read” employ, which would provide consumers with simplified 
assessments. Organizations that receive poor marks could be publicly shamed to encourage reform. 
Behavioral researchers should continue to assess consumer and organizational attitudes towards privacy 
and assess approaches to privacy awareness training and education (Crossler & Bélanger, 2019; 
Kokolakis, 2017; Lowry, Dinev, & Willison, 2017; Smith, Dinev, & Xu, 2011). As the general population 
becomes more aware either through negative experiences or privacy education, the demand for privacy-
enhancing technologies (PET) will grow. We recommend that researchers continue pushing forward 
concepts such as zero-knowledge proof systems (Goldwasser, Micali, & Rackoff, 1989), privacy by design 
(Cavoukian, 2009, 2012), self-sovereign identity (SSI) (Tobin, Reed, Windley, & Foundation, 2017), and 
the Dark Internet Mail Environment (DIME) (Levison, 2018). When implemented, these efforts empower 
users to reclaim privacy control. 

8.2.2 Practice 

First, professionals must use the same security controls to protect analytic data  as they would in securing 
any other data. For confidentiality, data must be encrypted. Organizations must adhere to system-
configuration requirements and have a policy in place to enforce their commitment to security. For 
integrity, organizations must use backups and strong hash functions to ensure that no one manipulates 
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the data. Unfortunately, since most organizations will not adhere to those controls, breaches will occur, 
and they will lose data (Posey, Raja, Crossler, & Burns, 2017). 

Since network intrusions and data breaches will inevitably occur, despite our best efforts to prevent them, 
the best strategy involves reducing their impact. Employing a zero-knowledge, end-to-end encryption, and 
privacy-by-design approach all but eliminates the risk of exposing customer information. For example, 
services such as ProtonMail (protonmail.com) and MySudo (mysudo.com) do not access customer 
information. Both companies rely on paid accounts to fund their operations rather than exploit valuable 
user data. As such, users need to complete the necessary steps to back up their account and/or set up 
recovery options since neither company will be able to restore access. While this approach eliminates the 
opportunity for the company to perform analytics on consumer data, it is far more private and secure for 
the user, which builds trust and eliminates the temptation for the company to engage in unethical 
behavior. Of course, if a company fails to uphold their promise, they would damage their reputation. As 
data breaches continue to pile up, the market demand for zero-knowledge alternatives to popular services 
will continue to grow, which provides an excellent opportunity for organizations to establish themselves 
early and leverage privacy by design as a market differentiator. 

Second, with the vast amounts of information traversing today’s organizational information infrastructures, 
organizations will need analytics to process it all. Analytics can assist new security controls by quickly 
processing network data and identifying trends in real time. Understanding where the data came from, 
where it goes, who had access to it, and what routes it traversed while in transit all represent complex 
issues that will require data analytics. 

Some organizations already use such data to prevent failure. For example, organizations can use data 
that they collect from production processes to design better products and prevent manufacturing errors. 
Error prevention can be a labor-intensive and expensive process. Engineers have traditionally used a 
process called failure modes and effects analysis (FMEA) to prevent product failures in the field. It has 
been a difficult, cumbersome, and labor-intensive but necessary process. Organizations now collect data 
in the field and machine learning and artificial intelligence (AI) to replace human-driven FMEA. The results 
save time and money and more effectively prevent design errors over time. 

Information security requires real-time analysis, threat assessment, and prevention. Involving people in 
this process makes the error prevention in information security difficult. Organizations can apply machine 
learning and AI to information security just as they apply it to product design and manufacturing. We can 
easily imagine a scenario in which organizations use data to prevent failures in information security. With 
that said, AI itself could cause problems for organizations given its complexity. 

8.3 Legal / Ethical 

When analyzing the latest data breach or consumer privacy scandal in hindsight, we find it easy to criticize 
organizations while they undergo their public shaming on television and social media. Obviously, 
organizations would ideally regulate themselves especially since the patchwork of existing laws 
complicates the situation. However, if organizations could easily regulate themselves and learn from 
others’ mistakes, we should see poor security and privacy practices decrease, not increase. Clearly, we 
need to do things differently. In this section, we discuss the role academics can play in these reforms and 
call on professional organizations to better educate their membership and hold practitioners responsible 
for unethical behavior. 

8.3.1 Academia 

Unfortunately, due to industry’s failure to self-regulate, we have seen legislative chambers give increased 
attention to these areas. The U.S. Congress has tried since the 1970s to pass a more comprehensive 
federal privacy law that would supersede state privacy laws. Lobbying succeeded in ensuring these laws 
only applied to the government and not the private sector. As of 2019, congress has begun its fourth 
attempt, which the Cambridge Analytica scandal has spurred on. In the 2019 congress session, 
lawmakers have introduced at least six data privacy protection bills. 

At the state level, California passed the California Consumer Privacy Act in 2018, which took effect in 
2019, to make it clear that consumers have a right to know what personal information organizations collect 
about them, to know whether they sell that information, to say no to organizations selling their information, 
and to access their information. However, this law has received criticism for building on mandated 
disclosure. 



596 A Panel Report on the Competing Interests of Analytics and Security 

 

Volume 46 10.17705/1CAIS.04624 Paper 24 

 

In recent years, numerous countries around the world have passed laws and rules addressing personal 
data protection and data security. China, for example, much like the US, does not have a single 
comprehensive omnibus data protection law in place. Rather, various laws and regulations create a 
complex framework. In June, 2017, China implemented the first national-level law addressing 
cybersecurity and data privacy protection, the People’s Republic of China (PRC) Cybersecurity Law (DLA 
Piper, 2019). In Europe, countries continue to work on implementing the General Data Protection 
Regulation (GDPR) that came into effect in 2018. 

With these legislative efforts ongoing, academics have an opportunity to help lawmakers better 
understand the relevant technology and emerging issues. Without such collaboration, legislative 
processes will likely not effectively resolve or prevent undesirable outcomes. First, we encourage 
legislators to require organizations to undergo regular security and privacy audits and incentivize bug 
bounty programs. In doing so, they should avoid limiting legislation to issues we face today. Instead, 
legislators should future-proof laws by mandating that organizations conduct audits in accordance with 
current best practices, which would allow the law to evolve with technology as auditors can tailor their 
security and privacy assessments to contemporary threats. 

Second, we believe that more organizations besides research institutions should use and improve on 
IRBs. An independent body should have to review how all organizations collect consumer data collect, 
use, and store that data. Knowledgeable professionals that can recognize weaknesses in proposed 
activities should conduct these reviews. Organizations should also ensure that their IRBs perform 
thorough reviews and do not simply become a rubber stamp process. 

8.3.2 Practice 

We believe professional organizations can do a lot more to better hold their members accountable. First, 
they can begin by requiring their members to adhere to a code of ethics. A code of ethics adds value to 
any profession. For example, the well-known Hippocratic Oath forms the basis for the code of ethics that 
medical practitioners must adhere to. In accounting, the Institute of Management Accountants and the 
Institute of Internal Auditors both follow a code of ethics based on four tenets: confidentiality, integrity, 
objectivity, and competency. These codes can help professionals ensure they act ethically. At a minimum, 
adopting a code of ethics will help organizations and professionals slow down and at least think about 
what they do. Just because they can exploit analytics for competitive gain does not necessarily mean they 
should. 

Certified ethical hackers (so-called “white hat” hackers) also accept a code of ethics that includes such 
principles as being honest about their limitations and ensuring activities follow the law 
(https://www.eccouncil.org/code-of-ethics/). It would be a great idea for the data science community to 
identify similar principles that one should follow when analyzing, interpreting, and reporting data. Just as 
white hat hackers look for vulnerabilities in systems and networks, white hat data analysts can identify 
potential unintended consequences for organizations that have large data sets. They could then advise 
the organizations on ways to properly handle the data. 

Second, professional organizations can provide training on their respective codes and educate their 
members using ethical scenarios drawn from the real world. Requiring a code of ethics review for 
continuing professional education (CPE) credits would encourage professional members to undergo 
regular training. Finally, they can make it clear in their by-laws that members who do not adhere to the 
code will lose their certification and be expelled from the association. However, the IT industry currently 
lacks an authoritative accrediting body, which limits the effectiveness of a code of ethics because formal 
sanctions would have little to no effect. This reality makes ethics a particularly important issue at the 
organizational level for IT (Ponelis & Britz, 2012). 

We can see the challenges associated with fostering ethical behavior particularly in data science where 
formal training continues to emerge since many practitioners might have learned the art without going 
through a program that includes ethical components. While professional associations can adopt a code of 
ethics and encourage compliance, they currently lack the power to provide any meaningful enforcement 
across the industry. To gain that power, organizations would need to recognize and reward an accrediting 
body that includes and enforces a code of ethics. 

Lastly, to truly protect against undesirable outcomes, such as biased analyses, we recommend that each 
industry adopt specific guidelines because generalizability may suffer from personal biases, contexts, and 
cultures. However, we need to answer several questions in developing such guidelines. Should 
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organizations require that multiple analysts interpret results? Must analysts consult external experts for 
critical decisions? We need to consider all techniques to reduce bias in analysis and decision making, but 
data’s ubiquity poses a challenge. 

9 Conclusion 

We recognize that the IS discipline and the analytics profession face many challenging issues. Although 
we might be late in addressing the dilemmas that the big data explosion has spawned, we know we can 
do more to ensure future generations of analytics professionals can make better decisions. Above all, we 
believe that we need to pay more attention to ethically using information technology. Rather than 
relegating ethics to a chapter in a textbook, we must find ways to embed these lessons throughout our 
academic programming. While we do not claim to have a perfect solution to these problems, we hope that 
our panel discussion will help other faculty develop curricula at their institutions and, as a result, 
responsible IT professionals. 
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