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Experimental and theoretical investigation of the electronic structure
of Cu20 and CuO thin films on Cu(110) using x-ray photoelectron
and absorption spectroscopy
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THE JOURNAL OF CHEMICAL PHYSICS 138, 024704 (2013)

The electronic structure of Cu,O and CuO thin films grown on Cu(110) was characterized by X-
ray photoelectron spectroscopy (XPS) and X-ray absorption spectroscopy (XAS). The various ox-
idation states, Cu®, Cut, and Cu?*, were unambiguously identified and characterized from their
XPS and XAS spectra. We show that a clean and stoichiometric surface of CuO requires special
environmental conditions to prevent loss of oxygen and contamination by background water. First-
principles density functional theory XAS simulations of the oxygen K edge provide understanding
of the core to valence transitions in Cut and Cu?*. A novel method to reference x-ray absorption
energies based on the energies of isolated atoms is presented. © 2013 American Institute of Physics.

[http://dx.doi.org/10.1063/1.4773583]

. INTRODUCTION

Copper and its oxides are widely studied because of
their importance in many applications. These include catalytic
processes such as methanol synthesis,""?> methanol steam
reforming,>* and NOy reduction.’ Copper oxides are promis-
ing photocatalysts for water splitting to produce H, under
visible light irradiation.®” They are also used as electrode ma-
terials in solar cells and lithium ion batteries.’!* Recently,
several groups have studied low dimensional Cu oxide mate-
rials for applications as gas sensors.'"? Finally, copper oxide
is an ideal model system to study strongly correlated electron
phenomena in cuprate high-temperature superconductors.'3
To understand and improve these properties it is crucial to pre-
cisely determine the electronic structure of Cu in its various
oxide forms, a task that is particularly important with regard
to the oxide surface, where structure and composition play a
crucial role in determining its properties.

X-ray photoelectron spectroscopy (XPS) and X-ray ab-
sorption spectroscopy (XAS) are powerful techniques to in-
vestigate the electronic structures of materials. In general, the

) Current address: Dalian Institute of Chemical Physics, Chinese Academy
of Sciences, 457 Zhongshan Road, Dalian 116023, China.

b)Current address: Canadian Light Source Inc., 44 Innovation Boulevard,
Saskatoon, SK Canada, STN 2V3.

9 Current address: Research Institute of Theoretical and Applied Physical
Chemistry (INIFTA), National University of la Plata, CONICET, 1900 La
Plata, Argentina.

dCurrent address: Department of Chemistry and Biochemistry, University of
Delaware, Newark, Delaware 19716, USA.

©)E-mail: MBSalmeron@Ibl.gov.

0021-9606/2013/138(2)/024704/6/$30.00

138, 024704-1

probing depth of XAS in the fluorescence yield mode is larger
than XPS due to the shorter mean free path of electrons com-
pared with x-rays, which means XAS provides more bulk in-
formation. XAS can be made surface sensitive by operating in
the electron yield mode where secondary electrons produced
from the core-hole de-excitation are measured.'* In the to-
tal yield mode (TEY) electrons of all energies are collected,
whereas in partial yield mode (PEY) electrons in certain en-
ergy range are collected. There have been numerous X-ray
spectroscopic studies of Cu in Cu,O (cuprous) and in CuO
(cupric) forms over the past decades.' 3% However, due to in-
strumental limitations, it is difficult to combine XPS and XAS
to characterize one sample under exactly the same conditions.
As a result, for many XAS measurements the surface clean-
liness is poorly known, while reported XPS peak positions in
the literature vary also substantially,?! which makes identifi-
cation of the chemical state difficult. Another controversial
issue in the O1s XPS spectra of oxide surfaces is the presence
of additional features at the high binding energy side of the
main peak, which are tentatively attributed to the formation
of hydroxide or chemisorbed oxygen.'®?!

From the theory and simulation perspective, CuO
presents a challenge for standard density functional the-
ory (DFT) due to its open-shell 34° electronic configura-
tion, in contrast to the (nominally) closed-shell 3d'% Cu,0.
While both materials are semiconducting with band gaps of
1.3-1.7 eV3>% and 2.1 eV,?! respectively, standard local and
semi-local approximations to DFT underestimate the band
gap of Cu,O and render CuO a metal. Self-interaction cor-
rected DFT studies have succeeded in opening a band gap

© 2013 American Institute of Physics
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in CuO (1.43 eV*! or 2.2 eV#?), while DFT with Hubbard
potential (DFT+U) leads to a 1.48 eV (U = 7.0 eV) band
gap.3 In this work, we adopt the self-consistent linear re-
sponse approach to DFT+U** to derive the Hubbard on-site
correlation strength, U, for CuO.

Beyond ground state electronic structure we also sim-
ulate the x-ray absorption spectra using a constrained-
DFT approach,*® which has proved successful in predicting
the K-edge spectra of both isolated and condensed phase
systems.*”*® Accurately reproducing the relative energies of
excitation of different condensed phases in an efficient man-
ner is desirable for both interpretation and prediction of mea-
surements on chemically heterogeneous or dynamical sys-
tems. Recently, we have developed a new atomic alignment
scheme*® suitable for pseudopotential DFT calculations un-
der periodic boundary conditions, which we apply here to es-
timate the x-ray absorption onset energies of both CuO and
CUQO.

In this paper, we report studies on Cu,O and CuO films
grown on Cu(110). We show that by combining XPS and
XAS techniques, careful energy calibration, and state-of-the-
art XAS calculations, the identity and electronic structures of
bulk and surface of Cu,O and CuO can be determined unam-
biguously.

Il. EXPERIMENTAL DETAILS

The experiments were performed using the ambient pres-
sure photoemission endstation at beamline 11.0.2 of the Ad-
vanced Light Source in Berkeley.’*>? The system consists of
an ultrahigh vacuum (UHV) preparation chamber connected
to an ambient pressure analysis chamber, where a combina-
tion of electrostatic focusing and differential pumping makes
possible to collect XPS and XAS (partial electron yield) sig-
nals in situ at pressures of up to several Torr.

The Cu(110) single crystal used in this work was cleaned
by cycles of Ar" sputtering and annealing until a sharp
1 x 1 LEED pattern was obtained and no contamination was
observed by XPS. A Cu,O thin film was prepared by thermal
reduction (550 K) of a sacrificial CuO film formed by heating
at 475 K for 10 min under 10 Torr of O,. A new CuO film was
later formed by thermal oxidation of Cu(110) under 1 Torr O,
at 700 K. It should be noted that in order to avoid the hydroxy-
lation and reduction of CuO, the XPS and XAS measurements
were made under 1 Torr O, at 700 K, while for Cu and CuO,
the spectra were measured under UHV conditions.

The photon energies used for XPS measurements of the
O 1s and Cu 2p core levels were 835 eV and 1235 eV, respec-
tively, which makes the kinetic energy (300 eV) of the pho-
toelectrons the same for both species, thus ensuring a similar
probing depth. Energy calibration is crucial for XPS because
the photon energy and work function of the analyzer are pa-
rameters that might change in different experiments and in
different ambient conditions. To address these issues an inert
gold foil was mounted in electrical contact with the Cu sam-
ple and used as Refs. 53 and 54 by assigning the value of 84.0
eV and 335.0 eV to the binding energies of its 4f7, and 4ds),
core levels. In the experiments reported here, 4f and 4d spec-
tra were measured at each experimental condition using the
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same gas pressure, sample temperature, and beamline set-up
parameters. The overall energy resolution is & 0.1 eV.

Unfortunately the Au foil cannot be used as calibration
standard for XAS measurements as it lacks sharp core level
absorption edges in the soft- x-ray region. For that reason we
used literature values of the Cu L3 edge energies of 933.7 eV,
933.7 eV, and 931.3 eV, for metallic Cu, Cu,0, and CuO, re-
spectively, and 532.5 eV and 530.1 eV for the oxygen K edge
in CuO and CuO, respectively.’>?%25 The kinetic energies
for PEY mode were 500 eV and 300 eV for Cu L; and O K
edges, respectively, with a pass energy set at 100 eV.

Ill. COMPUTATIONAL DETAILS
A. Ground-state electronic structure

Cu,0 is simulated in the bulk crystalline (antifluorite)
phase with a 4.27 A lattice constant. CuO is simulated us-
ing the structure and antiferromagnetic ordering outlined in
Ref. 42 with lattice constants a = 4.68 A, b = 342 A,
c =513 A o =90, = 99.54°, y = 90°. Ultrasoft
pseudopotentials®> were employed under periodic boundary
conditions and a plane-wave basis set with a kinetic energy
cutoff of 31 Ry (33 Ry) for Cu,O (CuO). The Cu sublattice
pseudopotential is based on a core electronic configuration of
15225%2p®3s23p® while the O pseudopotential employed a 1s?
core configuration. We use the generalized-gradient approxi-
mation of Perdew, Burke, and Ernzerhof® to the exchange-
correlation potential. We employ the self-consistent linear
response DFT+U approach*** in the case of CuO, which
would be (erroneously) metallic without the addition of on-
site correlation which favors integer occupancy of localized
electronic states (with Cu 3d-character in this case). We deter-
mined a self-consistent U = 4.5 eV, with a magnetic moment
of 0.80 ug, which is an overestimate with respect to the exper-
imental estimate of 0.64 up, and an underestimated band gap
of 0.8 eV. Electronic structure calculations were performed
using the Quantum-ESPRESSO package.’

Currently, Cu L, 3 edge simulations are not considered
with our current XCH-DFT approach. We foresee that 2p
core-level excitations of this kind can be modeled from
first principles by solving the Bethe-Salpeter equation for
electron-hole excitations with explicit inclusion of multiplet
effects (although they may be quite small for these oxides).
This approach has only been applied to early transition metal
L-edges thus far.>%

B. X-ray absorption simulations

The X-ray absorption spectra were simulated at the
oxygen K-edge for both Cu;O and CuO using constrained
DFT under the excited electron and core-hole (XCH)
approximation.*® Currently, Cu L, 3 edge simulations are not
possible with our current XCH-DFT approach, as it can-
not simulate multi-configurational excited states necessary to
model the transition metal L;3-edges. Such strongly corre-
lated excited states can be modeled from first principles by
solving the Bethe-Salpeter equation for electron-hole exci-
tations with explicit inclusion of multiplet effects, although
this has only been applied to early transition metal L-edges
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thus far.’®° The XCH approach uses a supercell impurity
model to simulate the lowest energy core-excited state, by
considering one excited atom within the supercell, whose
ground-state pseudopotential is replaced with a core-excited
pseudopotential (derived from the constrained electronic con-
figuration 1s'2s?2p° in the case of the oxygen atom) and
the excited electron is placed in the first available un-
occupied state. The electronic structure is relaxed under
these constraints to model the final state and the result-
ing self-consistent-field used to derive the entire spectrum
of higher excited states non-self-consistently. Transition ma-
trix elements are calculated within the projector-augmented
wave approximation® and the Fermi’s Golden Rule expres-
sion for the X-ray absorption cross-section is accumulated.
Efficient numerical convergence of the XAS is achieved
with respect to Brillouin zone sampling using a gener-
alized implementation®' of the Shirley k-space interpola-
tion scheme,’> which was extended to include both elec-
tron spin and on-site Hubbard correlation, U. Lowest-energy
core-excited states were simulated using core-hole pseudo-
potentials within supercells of 162 (192) atoms for Cu,O
(CuO) and spectra were converged by integration over a
5 x 5 x 5 k-point grid.

C. Atomic alignment scheme

Accurate theoretical predictions of the x-ray absorption
energies of materials are highly desirable, especially if we
consider novel materials, or materials in novel environments
(solvated, under bias, interfaced to another material, at high
pressure, etc.) or potential impurities in a given sample. Each
can present spectral features that have not yet been measured
or interpreted. We recently derived a solution to this prob-
lem within the context of pseudopotential DFT calculations
to compute accurate chemical shifts between various carbon-
containing species solvated in water.*’ For clarity, we reintro-
duce this approach in the following paragraphs.

At present, DFT estimates of the absolute energies of x-
ray core-level excitations are inaccurate and typically require
ad hoc shifts to align with experiment. By choosing a refer-
ence system, greater accuracy can be achieved using relative
energies, defined based on DFT total energy differences and
associated cancelation of errors. In the past this approach has
been employed to provide the relative spectral alignment for
simulations of XAS from various molecular dynamics snap-
shots under constant volume and particle number.*® In this
context, even pseudopotential calculations could be used in
the energy difference estimates, despite their lack of any abso-
lute energy scale. However, if we wish to use pseudopotential
calculations to provide accurate relative alignment between
simulated spectra of completely different systems — gas vs.
solid, or solid vs. solid as we have here — then we cannot rely
on preserving either particle number or volume, and so, an-
other scheme described next is required.

We define the relative first excitation energy of system
(2) with respect to system (1), within our constrained-DFT
approach, as

AE =[Excu(2) — Ecs(D] — [Excu(1) — Egs(D]. (1)

J. Chem. Phys. 138, 024704 (2013)

This expression is valid within a pseudopotential con-
text only if systems (1) and (2) share the same number of
particles and system volume (under periodic boundary condi-
tions). However, another set of energy differences, which are
generally accurate (even with pseudopotentials) without such
constraints, is atomization or formation energies. Let us con-
sider the difference in atomization energy of the core-excited
and ground states:

AHxcy — AHgs = Excn — ZEGs,i +€xcno
i#0

—1 Ecs — E €Gs,i T €Gs,0
i£0

= [Excn — €xcuo0l — [Egs — €6s,0

2

assuming that atom O is being core-excited, and atomic ener-
gies are indicated by €gg, ;, for atoms in their ground states,
and excy, ;, for atoms in their core-excited states. One can un-
ambiguously associate the core-excited state with only one
atom from the original system, while the remaining ground
state atoms drop out of the atomization energy difference.
Notice that Eq. (2) also expresses a relative excitation en-
ergy between the total system and the isolated atom, as de-
fined in Eq. (1). This energy difference is valid within the
pseudopotential context as a difference in formation energies,
even though it does not reflect a comparison between the ex-
citation energies of systems with identical numbers and types
of atoms. Therefore, having overcome this previous restric-
tion, we can now reference the core-excitation energy of a
given element in our chosen system to that of the isolated
atomic element. If our atomic estimates are also performed
under the same numerical constraints as the total system, viz.
the same periodic boundary conditions, we also gain some
cancelation of errors associated with our choice of numerical
representation (number of plane waves or k-points, for exam-
ple). In addition, by considering neutral excitations, we have
relatively small finite-size errors associated with the spurious
interaction between periodic images — at most, dipole-dipole
interactions, which scale as the inverse of the supercell di-
mension to the third power. Note that it is this spurious inter-
action that limits our discussion in this work to reproducing
the relative alignment of x-ray absorption spectra alone. On
the contrary, the XPS final state is charged, and to compare
systems with differing numbers of particles or supercell vol-
umes, we would require corrections to our energy estimates
to remove screened charge-charge interactions, which scale as
the inverse of the supercell dimension. For isolated systems,
where screening is absent at long-range, such corrections can
be easily derived using the approach of Makov and Payne,®
which has recently been demonstrated for a range of oxygen
containing organic species.* We are currently working on ad-
dressing this issue for XPS chemical shift estimates beyond
the gas phase, which must account for long-range screening
contributions.
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Finally, we choose an experiment on some system with
a clearly defined spectral feature for a given element, and
use the measured energy of that peak to align a constrained
DFT estimate of the same core-excited system. For this work,
we chose molecular gas phase O,, which exhibits a strong
7* transition at 530.82 eV.% Our own simulation of the gas
phase XAS of O, (not shown) agrees well with experiment
and we determine a constant shift in energy to align the 7 *
peak after already shifting the O, spectrum with respect to our
theoretically defined atomic O. This same constant is applied
to both Cu,O and CuO subsequent to their relative alignment
to atomic O and the resulting aligned spectra are presented
in Figure 2(a). Clearly, we achieve good agreement with the
experimental spectra, which lacked an absolute energy ref-
erence but were aligned independently based on previous
measurements.

IV. RESULTS AND DISCUSSION
A. X-ray photoelectron spectroscopy

Figure 1 shows the O 1s and Cu 2p core level XPS spec-
tra of metallic Cu, Cu,0, and CuO. The O 1s signal was ab-
sent in the metallic Cu spectrum indicating that, as expected,
the surface is clean. The binding energy of O 1s is 530.3 eV
for Cu,0, and 529.4 eV for CuO. It is important to note that
the CuO spectrum was acquired under 1 Torr O, at 700 K to
maintain the stoichiometry of CuO as it tends to decompose in
vacuum to Cu,O at high temperature, while the high temper-
ature is required to prevent species such as background H,O
from adsorbing onto the surface. The two peaks at around 538
eV are due to gas phase oxygen. A single O 1s XPS peak is
observed for CuO, indicative of the cleanliness of the CuO
surface. In previous studies a shoulder at about 1.8 eV higher
binding energy from the main peak was attributed to hydrox-
yls produced by water adsorption.'®?! The presence of O, gas
makes the system closer to real working conditions as com-
pared with high vacuum studies and is therefore of particular
significance in studies of environment chemistry, photochem-
istry, and catalysis. We also noticed that when the sample was

J. Chem. Phys. 138, 024704 (2013)

cooled to 375 K, a shoulder appeared around 531.0 eV, which
coincides with the OH peak, as checked by dosing H,O in-
tentionally (data not shown). We did not observe a similar
shoulder in the main peak for the O 1s spectra of Cu,O after
cooling, which indicates that the Cu,O surface is more inert
toward water than the CuO surface. A study of the different
adsorption behavior of H,O on CuO and Cu,O surfaces will
be reported separately.

In the Cu 2p3); core level XPS region we find the bind-
ing energies of Cu’ and Cu* to be very similar, about 932.4
eV, while that of Cu*t is 1.2 eV higher, at 933.6 eV. The full
widths at half maximum of the Cu 2ps/, spectra are also dif-
ferent for the three species: 2.8 eV for CuO, and 1.3 eV for
both Cu and Cu,0O. Furthermore, for CuO a satellite feature
is present at 942.0 eV that can be explained by the open 3d’
shell structure of Cu**. While it is more difficult to distin-
guish Cu® from Cu™, analysis of the spectra in Fig. 1 reveals
that Cu,O (Cu™) has small shake-up peaks at 946.0 eV and
938 eV. While the origin of the shake-up peaks is not yet un-
derstood it is clear that they are not present in metallic Cu.
For all the three surfaces, the spin-orbit splitting separation
between Cu 2ps, and 2p;; has the same value of 19.8 eV.

B. X-ray absorption spectroscopy

Figure 2 shows the O K-edge and the Cu L, 3 XAS spec-
tra normalized to the peak heights. The spectra are in good
agreement with previous reports.?>232>2° The oxygen XAS
in CuO has a strong peak at 530.1 eV, which is attributed to
transitions to conduction band states formed by hybridization
of O 2p with Cu 3d electrons. The other features at higher en-
ergies involve hybridized O 2p orbitals with the Cu 4sp band.
For Cu,0, there is one prominent peak at 532.5 eV and minor
features at higher energies.

Both CuO and Cu,0 have strong Cu L3 absorption edges
at 931.3 eV and 933.7 eV, respectively. Although it is in-
teresting to correlate the absorption with core level binding
energies, special care should be taken because of the uncer-
tainty of the absolute values of the energies.””> We notice
that the incident X-ray photon energies are uncertain within

(a) . O1s
CuO

3

s

£ | cu,0

8

£
Cu

(b) Cu2p
CuO 7%

Cu,0

Cu A

Binding Energy (eV)

—r 7T
542 540 538 536 534 532 530 528 526

970 960 950 940 930
Binding Energy (eV)

FIG. 1. (a) O 1s and (b) Cu 2p XPS spectra of Cu, Cuy0O, and CuO. To prevent loss of stoichiometry and water contamination, the CuO spectra were collected
in the presence of 1 Torr O, at 700 K. For Cu and Cu;O, the spectra were taken under UHV conditions.
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PEY Intensity (a. u.)

(a) Cue, O K-edge | ® Cu L-edge
CuO
Cu,0
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525 - 53T0 i 5;5 i 54'0 i 545 920 . 955 - 9;0 } 955 l 9;0 - 9;5 ) 9;0 . 9;5 i 960

Photon Energy (eV)

Photon Energy (eV)

FIG. 2. (a) O K-edge and (b) Cu L-edge XAS spectra of Cu, CuyO, and CuO. Simulated O K-edge spectra obtained using the excited core hole DFT approxi-
mation are shown by dashed lines (see text for details), with the character of states contributing to each major peak indicated. Dark and bright excitons in Cu; O

are indicated by solid and dashed vertical lines, respectively.

4 0.3 eV as a result of imprecise mechanical motion of the
grating monochromator when changing photon energy, espe-
cially for measurements carried out at different beam times.
However, the substantial shape differences between the XAS
spectra of CuO and Cu,O allow us to conclude that they can
be unambiguously used as reliable fingerprints to identify ox-
ide stoichiometry.

C. X-ray absorption simulations and interpretation

First-principles simulations of the x-ray absorption spec-
tra of Cu,0 and CuO at the oxygen K-edge are reported as
dashed lines in Figure 2(a). Spectral alignment is based on
comparison of simulated XAS of an isolated O, molecule (not
shown) with gas phase experimental data measured by Hitch-
cock and Mancini.®> One can see immediately that excellent
agreement with measurements is obtained. Upon resonant x-
ray excitation, we find that the core-hole modified DOS shows
an excitonic-like enhancement of features at the near-edge.
Using a reduced spectral Gaussian convolution of 0.1 eV this
produces sharp peaks at the oxygen K-edge for CuO, which
could be of use in resonant inelastic scattering measurements
to enhance the contribution to the x-ray emission. Analysis of
the electronic component of the excitonic states shows that it
involves coupling of O p-character to Cu eg-character, at the
bottom of the unoccupied Cu dy,.y» band of the spin-minority
channel. This is consistent with previous assignments.?* The
higher energy peak around 535 eV has been associated with
Cu 4s character, however, integrated density of states shows
that this peak also exhibits some Cu 3d character.

For Cu,0, we find good agreement with the current and
with previous measurements.” In that work, the projected
density of states of Cu,O was used to interpret spectral fea-
tures, with assignments that agree with our own work. The
asymmetry in the first peak was explained in Ref. 25 as re-
sulting from core-hole attraction and approximated with an
analytic final state rule. It is reproduced here with our XCH
approach and at higher resolution we see an additional feature

appear on the high-energy side of this peak, indicating some
additional band structure beyond the conduction band mini-
mum. This first peak results from hybridization between O 2p
and Cu 3d (e,) states.

Although states near the conduction band minimum have
significant Cu d,, or e, character, the presence of O s char-
acter at the conduction band minimum of Cu,O was already
indicated in Fig. 2 of Ref. 25. At 530.9 and 531.6 eV in the
simulated XAS we find two dark excitonic states, of O s char-
acter, lying 0.9 and 0.2 eV below the first, triply-degenerate
bright transition (dashed and solid vertical lines in Fig. 2(a)),
which may be detectable at elevated temperatures (to provide
enough phonon coupling) or by X-ray Raman spectroscopy at
large momentum transfer.

The calculated spectra show that the 2 eV oxygen chemi-
cal shift between Cu,0O and CuO is well reproduced using our
isolated atomic reference scheme® as compared to the mea-
sured difference in absorption edges of 2.4 eV (Figure 2(a)).
In addition, the absolute energy alignment (based on the O,
molecule) is correct within 0.2 eV, indicating that our theoret-
ical approach is both accurate and predictive.

V. CONCLUSIONS

The electronic structure of carefully prepared films of
Cu,0 and CuO grown on Cu(110) surfaces has been inves-
tigated by XPS and XAS. In situ measurements in O, gas en-
vironments in the Torr pressure range and high temperature
ensured that CuO was stoichiometric and close to thermody-
namic equilibrium. By using the Au core level photoelectron
energies as references to calibrate the energy scale, accurate
binding energies of the elements present in the surfaces could
be obtained for XPS. We have shown that the combination
of XPS and XAS provides unambiguous identification of the
various chemical species, while each technique alone would
be less conclusive. Our results, together with the interpreta-
tion and energy alignment from density functional theory cal-
culations using the XCH approach, provide the foundation for
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further investigations of important copper oxide related appli-
cations and basic phenomena under different environmental
and reaction conditions.
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