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## 1 Introduction

One of the most studied operators in $\mathcal{N}=4$ Super-Yang-Mills is the so called WilsonMaldacena loop (WML) operator [1, 2]

$$
\begin{equation*}
W(C)=\frac{1}{N} \operatorname{Tr} \mathcal{P} \exp \oint_{C} d \tau\left(i A_{\mu}(x) \dot{x}^{\mu}+|\dot{x}| n_{I} \Phi^{I}(x)\right) \tag{1.1}
\end{equation*}
$$

with $n_{I}$ a unit six-vector. It is a gauge invariant non-local operator which preserves half of the supersymmetries locally. Its expectation value on a straight line and for a constant $n_{I}$ is trivial and it is exactly known for a circle contour to all orders in the coupling $g_{Y M}$ and the number of colors $N$ by means of localization [3-5]. Of the many interesting results regarding this operator, one could mention for example those in [6] where they relate the logarithmic derivative of the expectation value of this Wilson loop, known exactly, to the function controlling the small angle cusp anomalous dimension. Moreover in [7, 8], by using a spin chain construction a TBA equation was given which determines the full cusp anomalous dimension controlling the divergences on a cusp of this Wilson loop. There exist many other interesting results related to this Wilson loop (see e.g. [9-13]).

In part for not being supersymmetric, much less attention was paid to the ordinary Wilson loop (WL) which contains no coupling to the adjoint scalars of the theory. In fact, most of the exact results described in the last paragraph are unknown for the ordinary operator. But as argued in [14], the ordinary Wilson loop is an interesting object in its own right even in the context of a supersymmetric field theory. There, it was shown that since the WML and the ordinary WL map through AdS/CFT to string worldsheets with Dirichlet and Neumann boundary conditions for world-sheet fields respectively, a renormalization
group flow should exist between both operators with the WL in the ultraviolet and the WML in the infrared. The coupling $\zeta$ is introduced in the modified operator

$$
\begin{equation*}
W^{(\zeta)}(C)=\frac{1}{N} \operatorname{Tr} \mathcal{P} \exp \oint_{C} d \tau\left(i A_{\mu}(x) \dot{x}^{\mu}+\zeta|\dot{x}| n_{I} \Phi^{I}(x)\right) \tag{1.2}
\end{equation*}
$$

such than $W^{(0)}(C)$ is the ordinary WL while $W^{(1)}(C)$ is the WML operator. Taking a circular contour and fixed $n_{I}=\delta_{I}^{4}$ one can think of the expectation value of this operator as the partition function of some one-dimensional defect quantum field theory on $S^{1}$ perturbed from its conformal points by a weakly relevant operator (the coupling to the scalar $\Phi^{4}$ ) which drives the renormalization flow. At the perturbative level, the $\zeta$ coupling has to be renormalized and the following renormalization flow is found [14]

$$
\begin{equation*}
\beta_{\zeta}(\lambda, \zeta)=\mu \frac{\partial \zeta}{\partial \mu}=-\frac{\lambda}{16 \pi^{2}} \zeta\left(1-\zeta^{2}\right)+\mathcal{O}\left(\lambda^{2}\right), \quad \lambda=g_{Y M}^{2} N \tag{1.3}
\end{equation*}
$$

which has fixed points at $\zeta=0$ and $\zeta= \pm 1$. From (1.3) we see that the ordinary WL is a UV fixed point while the WML is an IR fixed point.

The authors of [15] took a further step and made the explicit computation of the deformed Wilson loop (1.2) for the circular contour up to second order in perturbation theory using dimensional regularization. After rewriting the result in terms of the renormalized coupling $\zeta$ through (1.3) they obtained

$$
\begin{equation*}
\left\langle W^{(\zeta)}\right\rangle=1+\frac{1}{8} \lambda+\left(\frac{1}{192}+\frac{1}{128 \pi^{2}}\left(1-\zeta^{2}\right)^{2}\right) \lambda^{2}+\mathcal{O}\left(\lambda^{3}\right) \tag{1.4}
\end{equation*}
$$

We see that the result is independent of $\zeta$ at leading order and the first non-trivial result appears at second order. It matches the known expectation value for $\zeta=1,\left\langle W^{(1)}\right\rangle=$ $2 \lambda^{-\frac{1}{2}} I_{1}(\sqrt{\lambda})=1+\frac{\lambda}{8}+\frac{\lambda^{2}}{192}+\mathcal{O}\left(\lambda^{3}\right)$ and breaks uniform transcendentality at $\zeta=0,\left\langle W^{(0)}\right\rangle=$ $1+\frac{\lambda}{8}+\left(\frac{1}{192}+\frac{1}{128 \pi^{2}}\right) \lambda^{2}+\mathcal{O}\left(\lambda^{3}\right)$.

Other results can be related to (1.4). If we insist on the interpretation of an underlying one dimensional (defect) quantum field theory on $S^{1}$ or the straight line, as we will consider in this paper, interesting objects are correlators of gauge covariant operators defined by

$$
\begin{equation*}
\left\langle\left\langle O\left(\tau_{n}\right) \ldots O\left(\tau_{1}\right)\right\rangle\right\rangle^{(\zeta)}=\frac{\left\langle\operatorname{Tr}\left(\mathcal{P} O\left(\tau_{n}\right) \ldots O\left(\tau_{1}\right) e^{\int d \tau\left(i A A . \dot{x}+\zeta|\dot{x}| \Phi^{4}\right)}\right)\right\rangle}{\left\langle\operatorname{Tr} \mathcal{P} e^{\int d \tau\left(i A A \cdot x+\zeta|\dot{x}| \Phi^{4}\right)}\right\rangle} \tag{1.5}
\end{equation*}
$$

where a Wilson exponential is to be understood between the different operators. For the fixed points $\zeta=0, \pm 1$ these would be correlators in a one dimensional defect conformal field theory (CFT) and are particularly interesting since they could be used to understand another example of an $\mathrm{AdS}_{2} / \mathrm{CFT}_{1}$ duality like the ones discussed in [16, 17]. From conformal covariance on $\mathbb{R}$ one expects for an operator with dimension $\Delta$ that the two and three points correlators have a functional dependence on the insertion points given by (only for $\zeta=0, \pm 1)$

$$
\begin{align*}
\left\langle\left\langle O_{\Delta}\left(\tau_{2}\right) O_{\Delta}\left(\tau_{1}\right)\right\rangle\right\rangle_{\text {line }} & =\frac{B(\lambda)}{\left(\tau_{2}-\tau_{1}\right)^{2 \Delta}} \\
\left\langle\left\langle O_{\Delta}\left(\tau_{3}\right) O_{\Delta}\left(\tau_{2}\right) O_{\Delta}\left(\tau_{1}\right)\right\rangle\right\rangle_{\text {line }} & =\frac{C(\lambda)}{\left(\tau_{3}-\tau_{1}\right)^{2 \Delta}\left(\tau_{2}-\tau_{1}\right)^{2 \Delta}\left(\tau_{3}-\tau_{2}\right)^{2 \Delta}} \tag{1.6}
\end{align*}
$$

For the WML case and the operator $O=\Phi^{4}$ the two point function was explicitly computed in [18] obtaining for the dimension $\Delta_{4}=1+\frac{\lambda}{4 \pi^{2}}+\mathcal{O}\left(\lambda^{2}\right)$, while the operators $\Phi^{I}$ with $I \neq 4$ are protected. In fact the all loop spectral problem of operators in the WML was in principle solved in $[7,8]$ using integrability. For the WL case on the other hand, all single scalar operators have the same dimension given by $\Delta=1-\frac{\lambda}{8 \pi^{2}}+\mathcal{O}\left(\lambda^{2}\right)$. These results can also be checked by expanding the definition of the Wilson loop (1.2) and comparing it with its expansion (1.4) as done in [15]. There they were also able to use the Wilson loop expectation value to determine the leading order of structure constants appearing in the three point function (1.6) for the $\Phi^{4}$ operator. For recent works in non-supersymmetric Wilson loops and underlying defect CFTs see [19-22].

Motivated by these results we tackle the spectral problem of composite operators living in the Wilson loop which depends on the parameter $\zeta$. In the first place, we will derive and study the corresponding open spin chain Hamiltonian that controls the mixing of the set of all scalar composite operators of length $L$

$$
\begin{equation*}
\Phi^{I_{1}} \Phi^{I_{2}} \ldots \Phi^{I_{L}}(\tau) \tag{1.7}
\end{equation*}
$$

inserted in a straight Wilson line and characterized by a "word" of flavours $I_{l}=1, \ldots, 6$. This $\mathrm{SO}(6)$ sector includes the $\Phi^{4}$ scalar which interacts with the Wilson loop scalar insertion already at one loop. This constitutes a twofold generalization of the problem analyzed in [24]: (i) the Wilson loop specifying the one-dimensional defect is the $\zeta$-deformed one and (ii) the composite operators are taken in the larger sector of $\mathrm{SO}(6)$. This is a sector which is big enough so that it includes non-trivial constraints for integrability but excludes other possible operators worth studying.

The lack of supersymmetry in the case of Wilson loops with $\zeta \neq \pm 1$ should not be considered a priori as an impediment to the integrability of the system. Although the fermionic symmetries of the superconformal $\operatorname{PSU}(2,2 \mid 4)$ are known to play a central role in the determination of integrable bulk scattering and reflection matrices, there are examples of $\mathcal{N}=4$ super Yang-Mills deformations that, while breaking supersymmetry completely, do not spoil integrability [25].

The work is organized as follows. In the next section we use the spin chain analogy and we establish the one loop Hamiltonian which is the mixing operator of the $\mathrm{SO}(6)$ closed sector in addition to some boundary terms. For this, we recycle known spin chain results and we compute the novel diagrams which contribute to the boundary Hamiltonian. In section 3 we obtain the energies (anomalous dimensions), scattering matrix and the reflection matrix - which will be dependent on the parameter $\zeta$ of the scalar insertions - for this spin chain by using the coordinate Bethe ansatz for one and two magnon excitations. After evaluating the boundary Yang-Baxter equation we find that it is only fulfilled as long as

$$
\begin{equation*}
\zeta=0, \quad \zeta= \pm 1 \tag{1.8}
\end{equation*}
$$

Thus, we see that system is one loop integrable only for the fixed points of the renormalization flow at one loop, that is, for the WML and for the ordinary WL where a one dimensional CFT underlying the correlators exists. Then, and looking for a more stringent
test of integrability, we consider $\mathrm{SU}(2 \mid 3)$ insertions in an ordinary $\zeta=0 \mathrm{WL}$ and verify that integrability holds in this other sector. Finally, we conclude in section 4 with a discussion of our results. Details of some contour integrals have been relegated to the appendix.

## 2 One loop bulk and boundary dilatation operator

We start by considering the set of all scalar operators of the form $O^{I_{1} \ldots I_{L}}=\Phi^{I_{1}} \ldots \Phi^{I_{L}}$ inserted in the straight Wilson line parametrized by $x^{\mu}=(\tau, 0,0,0)$. With a single scalar propagator given by $\frac{g_{Y M}^{2}}{4 \pi^{2}|x-y|^{2}}$ we obtain for the tree level planar two point function

$$
\begin{equation*}
\left\langle\left\langle O^{I_{1}, I_{2}, \ldots, I_{L}}(\tau) \bar{O}_{J_{L}, J_{L-1}, \ldots, J_{1}}(0)\right\rangle\right\rangle_{\text {tree }}=\left(\frac{\lambda}{8 \pi^{2}}\right)^{L} \frac{1}{\tau^{2 L}} \delta_{J_{1}}^{I_{1}} \ldots \delta_{J_{L}}^{I_{L}}=\mathcal{T}_{L}(\tau) \delta_{J_{1}}^{I_{1}} \ldots \delta_{J_{L}}^{I_{L}} \tag{2.1}
\end{equation*}
$$

which, due to the planarity of the scalar contractions, is proportional to the 'identity' $\delta_{J_{1}}^{I_{1}} \delta_{J_{2}}^{I_{2}} \ldots \delta_{J_{L}}^{I_{L}}$ in the flavour space.

At loop level, quantum corrections will appear in the form of divergencies which we choose to regularize with dimensional regularization. This amounts to turning integrals $\int d^{4} x \rightarrow \mu^{-2 \epsilon} \int d^{D} x$ with $D=4-2 \epsilon$ and using regularized propagators such as the real scalar and gluon one (in the Feynman gauge and omitting color/flavour indexes)

$$
\begin{equation*}
\left\langle\Phi^{I}(x) \Phi^{J}(y)\right\rangle=\frac{\Gamma(1-\epsilon) g_{Y M}^{2}}{4 \pi^{2-\epsilon}} \frac{\mu^{2 \epsilon} \delta^{I J}}{\left((x-y)^{2}\right)^{1-\epsilon}} \quad\left\langle A_{\mu}(x) A_{\nu}(y)\right\rangle=\frac{\Gamma(1-\epsilon) g_{Y M}^{2}}{4 \pi^{2-\epsilon}} \frac{\mu^{2 \epsilon} \eta_{\mu \nu}}{\left((x-y)^{2}\right)^{1-\epsilon}} \tag{2.2}
\end{equation*}
$$

with $\mu$ being 't Hooft mass. We will absorb divergencies in a renormalization matrix $\mathcal{Z}$ which mixes the operators $O_{\text {bare }}^{a}=\mathcal{Z}_{b}^{a} O_{\text {ren }}^{b}$, has a perturbative expansion $\mathcal{Z}=1+\lambda \mathcal{Z}^{(1)}+$ $\mathcal{O}\left(\lambda^{2}\right)$ and can be computed as minus the sum of the poles in the $\epsilon$ expansion of Feynman diagram contributions modulo the tree level contribution. The dilatation operator, which we aim to obtain and diagonalize, is given by

$$
\begin{equation*}
\mathcal{D}=\mu \frac{d}{d \mu} \log \mathcal{Z} \tag{2.3}
\end{equation*}
$$

and since $\mu$ will always appear in the form $\lambda \mu^{2 \epsilon}$ and at leading order $\log \mathcal{Z}=\mathcal{Z}^{(1)} \lambda+\mathcal{O}\left(\lambda^{2}\right)$ we may write

$$
\begin{equation*}
\mathcal{D}=\lim _{\epsilon \rightarrow 0}\left(2 \epsilon \lambda \frac{d}{d \lambda} \log \mathcal{Z}\right)=2 \epsilon \mathcal{Z}^{(1)} \lambda+\mathcal{O}\left(\lambda^{2}\right) \tag{2.4}
\end{equation*}
$$

thus, effectively, the one loop dilatation $\mathcal{D}^{(1)}$ operator is given by two times the simple pole of the $\mathcal{Z}^{(1)}$ renormalization constant.

In order to diagonalize the dilatation operator, we think of it as a Hamiltonian acting in a space which is the product of $L$ Hilbert spaces of the $\mathrm{SO}(6)$ vector representation. The dilatation operator will decompose in three types of contributions

$$
\begin{equation*}
\mathcal{D}^{(1)}=H^{(1)}(\zeta)=E_{0}+H_{\text {bulk }}+H_{\text {bdry }} \tag{2.5}
\end{equation*}
$$

The first contribution $E_{0}$ comes from the diagrams shown in figures 1(a) and 1(b). In those diagrams all the scalars from the operators are contracted as at tree level and we have


Figure 1. Feynman diagrams contributing to $E_{0}$ and $H_{\mathrm{bdry}}$. The thin vertical lines are the Wilson paths while the thick lines are scalar propagators. The dashed line is both a scalar and a gluon propagator. Operators are positioned at 0 and $\tau$. Small circular vertices are drawn in the scalar/gluon insertions of the Wilson loop.
propagators connecting the Wilson loop with itself. The reader might wonder whether these contributions should cancel with the expectation value normalization we used to define the correlator in (1.5). As explained in [18], the planarity restriction forbids us to connect the upper part of the diagram with its lower part and therefore this cancelation is not produced. Moreover, while the exchange of a scalar/gluon within the Wilson loop when we go all along the line does not have a logarithmic divergence, this exchange does have this kind of divergence when we can not go all along due to the obstruction produced by the inserted operators. Its contribution to the two point function is

$$
\begin{equation*}
\frac{\lambda}{4 \pi^{2}} \mathcal{T}_{L}(\tau) \delta_{J_{1}}^{I_{1}} \ldots \delta_{J_{L}}^{I_{L}} \int_{0}^{\tau} d \tau_{2} \int_{0}^{\tau_{2}} d \tau_{1} \frac{\zeta^{2}-1}{\left(\tau_{2}-\tau_{1}\right)^{2-2 \epsilon}}=-\frac{\lambda}{8 \pi^{2}}\left(\zeta^{2}-1\right) \frac{1}{\epsilon} \mathcal{T}_{L}(\tau) \delta_{J_{1}}^{I_{1}} \ldots \delta_{J_{L}}^{I_{L}}+\mathcal{O}\left(\epsilon^{0}\right) \tag{2.6}
\end{equation*}
$$

where $\mathcal{T}_{L}(\tau)$ was implicitly defined in (2.1). Thus, the contribution $E_{0}$ is just a constant and does not mix operators

$$
\begin{equation*}
E_{0}=\frac{\lambda}{8 \pi^{2}}\left(\zeta^{2}-1\right) \tag{2.7}
\end{equation*}
$$

such that it vanishes for $\zeta= \pm 1$, i.e. for the WML. It should be noticed that this 'vacuum energy' coming from diagrams which only involve the Wilson loop is not physical in the sense that it is gauge dependent. In particular, similar to what it was observed in [20], in the Yennie gauge this contribution would have been $E_{0}=\frac{\lambda}{8 \pi^{2}} \zeta^{2}$ thus vanishing for the ordinary WL instead.

The next set of contributions comes from the diagrams involving either self energy corrections of the scalar propagators or interactions between nearest neighbour scalar propagators. These corrections were already computed in [23] in the context of $\mathrm{SO}(6)$ single trace operators. The only difference in our case is that since our operators are not single trace (and thus our spin chain is not periodic), there are some extra diagrams since we do not have nearest neighbour interactions between the first and the last propagator. This was already observed in [24] where it was shown that this excess is compensated by a diagram in which there is an exchange of a gluon between the outermost scalar propagators and the Wilson loop. These contributions constitute the 'bulk Hamiltonian' of our open SO(6)
spin chain [23]:

$$
\begin{equation*}
H_{\mathrm{bulk}}=\frac{\lambda}{8 \pi^{2}} \sum_{l=1}^{L-1}\left(1-\mathcal{P}_{l, l+1}+\frac{1}{2} \mathcal{K}_{l, l+1}\right) \tag{2.8}
\end{equation*}
$$

where $\mathcal{P}_{l, l+1}$ is the permutation operator which acts as

$$
\begin{equation*}
\left(\mathcal{P}_{l, l+1}\right)_{J_{1} J_{2} \cdots J_{L}}^{I_{1} I_{2} \cdots I_{L}}=\delta_{J_{1}}^{I_{1}} \ldots \delta_{J_{l+1}}^{I_{l}} \delta_{J_{l}}^{I_{l+1}} \ldots \delta_{J_{L}}^{I_{L}} \tag{2.9}
\end{equation*}
$$

while $\mathcal{K}_{l, l+1}$ is the trace operator

$$
\begin{equation*}
\left(\mathcal{K}_{l, l+1}\right)_{J_{1} J_{2} \cdots J_{L}}^{I_{1} I_{2} \cdots I_{L}}=\delta_{J_{1}}^{I_{1}} \ldots \delta^{I_{l}, I_{l+1}} \delta_{J_{l}, J_{l+1}} \ldots \delta_{J_{L}}^{I_{L}} \tag{2.10}
\end{equation*}
$$

Up to this point we have the Hamiltonian of an $\mathrm{SO}(6)$ open spin chain which has been widely studied in the literature for different setups [26-28]. The specificity of our spin chain will come from the boundary conditions, which are characterized by the remaining $H_{\text {bdry }}$ piece. This piece comes from the contribution of the diagrams 1(c)-1(f). Notice that those diagrams involve contractions of the first/last or last/first scalars of the chain with a scalar insertion in the loop. This is possible since in the set of operators we are considering we include the possibility of having $\Phi^{4}$ in the chain. Notice also that this contribution will vanish if the first (or last) scalar in the operator is not $\Phi^{4}$. While diagrams 1 (c) and 1 (f) do not contribute because they are not divergent, the net contribution to the two point function from $1(\mathrm{~d})$ and $1(\mathrm{e})$ becomes

$$
\begin{align*}
2 & \times\left(\frac{\lambda}{8 \pi^{2}}\right)^{L+1} \frac{\zeta^{2}}{\tau^{2 L-2}}\left[\int_{0}^{\tau} d \tau_{2} \int_{0}^{\tau_{2}} d \tau_{1} \frac{1}{\tau_{1}^{2-2 \epsilon}\left(\tau-\tau_{2}\right)^{2-2 \epsilon}}\right] \\
& \times\left(\delta_{4}^{I_{1}} \delta_{J_{1}}^{4} \delta_{J_{2}}^{I_{2}} \ldots \delta_{J_{L}}^{I_{L}}+\delta_{4}^{I_{L}} \delta_{J_{L}}^{4} \delta_{J_{1}}^{I_{1}} \ldots \delta_{J_{L-1}}^{I_{L-1}}\right) \tag{2.11}
\end{align*}
$$

The integral is

$$
\begin{equation*}
\int_{0}^{\tau} d \tau_{2} \int_{0}^{\tau_{2}} d \tau_{1} \frac{1}{\tau_{1}^{2-2 \epsilon}\left(\tau-\tau_{2}\right)^{2-2 \epsilon}}=-\frac{1}{\tau^{2}} \frac{1}{\epsilon}+\mathcal{O}\left(\epsilon^{0}\right) \tag{2.12}
\end{equation*}
$$

So we finally obtain

$$
\begin{equation*}
H_{\mathrm{bdry}}=\frac{\lambda \zeta^{2}}{8 \pi^{2}}\left(\mathcal{Q}_{4}^{(1)}+\mathcal{Q}_{4}^{(L)}\right) \tag{2.13}
\end{equation*}
$$

where the operators $\mathcal{Q}_{4}^{(1)}$ and $\mathcal{Q}_{4}^{(L)}$ act as the identity when the corresponding site is occupied by a field $\Phi^{4}$

$$
\begin{equation*}
\left(\mathcal{Q}_{4}^{(1)}\right)_{J_{1} J_{2} \cdots J_{L}}^{I_{1} I_{2} \cdots I_{L}}=\delta_{4}^{I_{1}} \delta_{J_{1}}^{4} \delta_{J_{2}}^{I_{2}} \ldots \delta_{J_{L}}^{I_{L}}, \quad\left(\mathcal{Q}_{4}^{(L)}\right)_{J_{1} J_{2} \cdots J_{L}}^{I_{1} I_{2} \cdots I_{L}}=\delta_{4}^{I_{L}} \delta_{J_{L}}^{4} \delta_{J_{1}}^{I_{1}} \ldots \delta_{J_{L-1}}^{I_{L-1}} \tag{2.14}
\end{equation*}
$$

Therefore, the full one-loop dilatation operator for $\mathrm{SO}(6)$ insertions of length $L$ is

$$
\begin{equation*}
\mathcal{D}^{(1)}(\zeta)=\frac{\lambda}{8 \pi^{2}}\left[\left(\zeta^{2}-1\right)+\sum_{l=1}^{L-1}\left(1-\mathcal{P}_{l, l+1}+\frac{1}{2} \mathcal{K}_{l, l+1}\right)+\zeta^{2}\left(\mathcal{Q}_{4}^{(1)}+\mathcal{Q}_{4}^{(L)}\right)\right] \tag{2.15}
\end{equation*}
$$

To verify this result with a simple computation we can apply the dilatation operator on length $L=1$ operators. In this case there is no bulk term in $\mathcal{D}^{(1)}(\zeta)$ and the six
possible single insertions are eigenstates. We consider $i \neq 4$ and obtain

$$
\begin{array}{ll}
O^{i}=\Phi^{i} & \rightarrow \Delta=1+\frac{\left(\zeta^{2}-1\right)}{8 \pi^{2}} \lambda+\mathcal{O}\left(\lambda^{2}\right) \\
O^{4}=\Phi^{4} & \rightarrow \Delta=1+\frac{\left(3 \zeta^{2}-1\right)}{8 \pi^{2}} \lambda+\mathcal{O}\left(\lambda^{2}\right) \tag{2.16}
\end{array}
$$

As expected, we recovered the result for the WML for $\zeta= \pm 1$, i.e. the $\Phi^{i}$ are protected with dimension $\Delta=1$ while $\Phi^{4}$ is not with $\Delta=1+\frac{\lambda}{4 \pi^{2}}+\mathcal{O}\left(\lambda^{2}\right)$ [18]. On the other hand, as expected for the ordinary WL, for $\zeta=0$ the six scalar are on the same footing with dimension $\Delta=1-\frac{\lambda}{8 \pi^{2}}+\mathcal{O}\left(\lambda^{2}\right)$ [18]. It is interesting to notice that the dimension of the $\Phi^{4}$ field increases from its bare dimension for $|\zeta|>\frac{1}{\sqrt{3}}$ while it decreases for $|\zeta|<\frac{1}{\sqrt{3}}$.

Other examples are length $L=2$ operators, which can be constructed with relative ease to be eigenstates of $\mathcal{D}^{(1)}(\zeta)$. There are a total of 36 independent operators and the brute force computation involves diagonalizing a 36 by 36 matrix. Consider $i, j, k, l \neq 4$, we have

$$
\begin{array}{ll}
10 \text { op: } O_{A}^{i j}=\Phi^{i} \Phi^{j}-\Phi^{j} \Phi^{i} & \rightarrow \Delta=2+\frac{\left(\zeta^{2}+1\right)}{8 \pi^{2}} \lambda+\mathcal{O}\left(\lambda^{2}\right) \\
14 \text { op: } O_{S}^{i j}=\Phi^{i} \Phi^{j}+\Phi^{j} \Phi^{i}-\frac{2}{5} \delta^{i j} \delta_{k l} \Phi^{k} \Phi^{l} & \rightarrow \Delta=2+\frac{\left(\zeta^{2}-1\right)}{8 \pi^{2}} \lambda+\mathcal{O}\left(\lambda^{2}\right) \\
5 \text { op: } O_{A}^{i}=\Phi^{4} \Phi^{i}-\Phi^{i} \Phi^{4} & \rightarrow \Delta=2+\frac{\left(2 \zeta^{2}+1\right)}{8 \pi^{2}} \lambda+\mathcal{O}\left(\lambda^{2}\right) \\
5 \text { op: } O_{S}^{i}=\Phi^{4} \Phi^{i}+\Phi^{i} \Phi^{4} & \rightarrow \Delta=2+\frac{\left(2 \zeta^{2}-1\right)}{8 \pi^{2}} \lambda+\mathcal{O}\left(\lambda^{2}\right) \\
2 \text { op: } O_{ \pm}=\delta_{i j} \Phi^{i} \Phi^{j}+2\left(\zeta^{2}-1 \pm A(\zeta)\right) \Phi^{4} \Phi^{4} & \rightarrow \Delta=2+\frac{\lambda}{8 \pi^{2}}\left(\frac{1}{2}+2 \zeta^{2} \pm A(\zeta)\right)+\mathcal{O}\left(\lambda^{2}\right)
\end{array}
$$

where $A(\zeta)=\sqrt{\left(\zeta^{2}-1\right)^{2}+\frac{5}{4}}$. It is clear that the problem becomes increasingly difficult when the length of the operator increases.

## 3 Bethe ansatz and boundary Yang-Baxter equation

To study the integrability of this spectral problem we ask if it can be solved with a Bethe ansatz. In order to do so, we first define a vacuum $|0\rangle$ associated to the operator $Z^{L}$ with $Z=\left(\Phi^{5}+i \Phi^{6}\right) / \sqrt{2}$. Since $Z^{L}$ is symmetric, traceless and contains no $\Phi^{4}$ field it has $H^{(1)}(\zeta)|0\rangle=E_{0}|0\rangle$. From now on we shall use lower case Latin letters from the beginning of the alphabet $a, b, c, \ldots$ for flavour indexes that range from 1 to 4 . While one could work using complex fields, besides $Z$ we choose to keep real fields since our boundary conditions will be non-chiral.

On top of the vacuum we shall put impurities with flavours from 1 to 4 . We associate the operators to spin chain states as follows

$$
\begin{equation*}
Z \ldots Z \underbrace{\Phi_{a}}_{l} Z \ldots Z \rightarrow|l\rangle_{a}, \quad Z \ldots Z \underbrace{\Phi_{a}}_{l_{1}} Z \ldots Z \underbrace{\Phi_{b}}_{l_{2}} Z \ldots Z \rightarrow\left|l_{1}, l_{2}\right\rangle_{a b} \tag{3.1}
\end{equation*}
$$

and so on. We shall eventually use the state $|l\rangle_{\bar{Z}}$ which is given by a $\bar{Z}$ excitation in the $l$-th place since once we have at least two neighbor excitations the trace $\mathcal{K}$ will create them as in

$$
\begin{equation*}
\mathcal{K}_{l, l+1}|l, l+1\rangle_{a b}=\delta_{a b}\left(\delta^{c d}|l, l+1\rangle_{c d}+|l\rangle_{\bar{Z}}+|l+1\rangle_{\bar{Z}}\right) \tag{3.2}
\end{equation*}
$$

If the chain had no boundaries, one magnon excitations of the form

$$
\begin{equation*}
|\psi(p)\rangle_{a}=\sum_{l} e^{i p l}|l\rangle_{a} \tag{3.3}
\end{equation*}
$$

would be eigenstates of $H^{(1)}(\zeta)$ with eigenvalue $E_{0}+\varepsilon(p)$, where $\varepsilon(p)=\frac{\lambda}{2 \pi^{2}} \sin ^{2} \frac{p}{2}$.
In the presence of boundaries, eigenstates are obtained as superpositions of left moving and right moving magnons using the reflection matrix $R_{a}^{b}(p)$.

$$
\begin{equation*}
|\Psi(p)\rangle_{a}=|\psi(p)\rangle_{a}+R_{a}^{b}(p)|\psi(-p)\rangle_{b} \tag{3.4}
\end{equation*}
$$

This state is an eigenstate of $H^{(1)}(\zeta)$ for a specific reflection matrix. From the left boundary we find

$$
\begin{equation*}
R_{a}^{b}=R_{T}\left(\delta_{a}^{b}-\delta_{a}^{4} \delta_{4}^{b}\right)+R_{\|} \delta_{a}^{4} \delta_{4}^{b} \tag{3.5}
\end{equation*}
$$

this is, a different reflection matrix for 'transverse' (with flavours 1,2 and 3 ) and 'parallel' (with flavour 4) excitations. These are given by

$$
\begin{equation*}
R_{T}(p)=e^{i p} \quad \text { and } \quad R_{\|}(p)=-\frac{1+e^{i p}\left(\zeta^{2}-1\right)}{1+e^{-i p}\left(\zeta^{2}-1\right)} \tag{3.6}
\end{equation*}
$$

Notice that $R_{\|}=-1$ for the WML while $R_{\|}=R_{T}$ for the ordinary WL. The right boundary on the other hand provides us with the quantization conditions for the momenta. For transverse excitations we find $\left(R_{T}\right)^{2}=e^{2 i p(L+1)}$ while for parallel ones $\left(R_{\|}\right)^{2}=e^{2 i p(L+1)}$.

In order to obtain the scattering matrix for two magnon excitations we forget about the boundaries and focus on the bulk Hamiltonian. This one loop scattering matrix was obtained in [26] but there they were using complex fields and we now reformulate it in terms of real fields. Our coordinate Bethe ansatz for two excitations is

$$
\begin{equation*}
\left|\Psi\left(p_{1}, p_{2}\right)\right\rangle_{a b}=\left|\psi\left(p_{1}, p_{2}\right)\right\rangle_{a b}+S_{a b}^{c d}\left(p_{1}, p_{2}\right)\left|\psi\left(p_{2}, p_{1}\right)\right\rangle_{c d}+\sigma_{a b}\left(p_{1}, p_{2}\right)\left|\gamma\left(p_{1}+p_{2}\right)\right\rangle \tag{3.7}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|\psi\left(p_{1}, p_{2}\right)\right\rangle_{a b}=\sum_{l_{2}>l_{1}} e^{i\left(p_{1} l_{1}+p_{2} l_{2}\right)}\left|l_{1}, l_{2}\right\rangle_{a b} \quad \text { and } \quad\left|\gamma\left(p_{1}+p_{2}\right)\right\rangle=\sum_{l} e^{i\left(p_{1}+p_{2}\right) l}|l\rangle_{\bar{Z}} \tag{3.8}
\end{equation*}
$$

In other words, a term for the incoming magnons, a term for the scattered magnons and a term which looks as a decay to $\bar{Z}$ excitations with momenta $p_{1}+p_{2}$. This extra term is needed due to the presence in the Hamiltonian of trace $\mathcal{K}$ operators.

Applying $H_{\text {bulk }}$ to (3.7) we find it is an eigenstate with eigenvalue $\varepsilon\left(p_{1}\right)+\varepsilon\left(p_{2}\right)$ as long as the following equations are satisfied

$$
\begin{align*}
\Omega_{a b}^{c d}\left(p_{1}, p_{2}\right)+S_{a b}^{e f}\left(p_{1}, p_{2}\right) \Omega_{e f}^{c d}\left(p_{2}, p_{1}\right)+\sigma_{a b}\left(p_{1}, p_{2}\right) \delta^{c d} g\left(p_{1}, p_{2}\right) & =0  \tag{3.9}\\
e^{-i p_{1}} g\left(p_{1}, p_{2}\right) \delta_{a b}+e^{-i p_{2}} g\left(p_{1}, p_{2}\right) S_{a b}^{c d}\left(p_{1}, p_{2}\right) \delta_{c d}+\sigma_{a b}\left(p_{1}, p_{2}\right) f\left(p_{1}, p_{2}\right) & =0 \tag{3.10}
\end{align*}
$$

where

$$
\begin{align*}
\Omega_{a b}^{c d}\left(p_{1}, p_{2}\right) & =\left(e^{i p_{1}+i p_{2}}-e^{i p_{2}}+1\right) \delta_{a}^{c} \delta_{b}^{d}-e^{i p_{2}} \delta_{a}^{d} \delta_{b}^{c}+\frac{e^{i p_{2}}}{2} \delta_{a b} \delta^{c d} \\
g\left(p_{1}, p_{1}\right)=\frac{1+e^{i p_{1}+i p_{2}}}{2}, \quad f\left(p_{1}, p_{2}\right) & =g\left(p_{1}, p_{2}\right)\left(2 e^{-i p_{1}}+2 e^{-i p_{1}}-e^{-i p_{1}-i p_{2}}-1\right) \tag{3.11}
\end{align*}
$$

The solution for the scattering matrix of (3.9) is given by

$$
\begin{equation*}
S_{a b}^{c d}\left(p_{1}, p_{2}\right)=\frac{S\left(p_{1}, p_{2}\right)-1}{2} \delta_{a}^{c} \delta_{b}^{d}+\frac{S\left(p_{1}, p_{2}\right)+1}{2} \delta_{a}^{d} \delta_{b}^{c}+\frac{S\left(p_{2}, p_{1}\right)-S\left(p_{1}, p_{2}\right)}{4} \delta_{a b} \delta^{c d} \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
S\left(p_{1}, p_{2}\right)=-\frac{e^{i p_{1}+i p_{2}}-2 e^{i p_{2}}+1}{e^{i p_{1}+i p_{2}}-2 e^{i p_{1}}+1} \tag{3.13}
\end{equation*}
$$

is the $\mathrm{SU}(2)$ scattering phase. It is interesting to rewrite (3.12) in terms of $\mathrm{SO}(4)$ projectors

$$
\begin{equation*}
\mathbb{S}\left(p_{1}, p_{2}\right)=S_{\mathfrak{s u}(2)} \Pi_{S}+S_{\mathfrak{s u}(1 \mid 1)} \Pi_{A}+S_{\mathfrak{s l}(2)} \Pi_{T} \tag{3.14}
\end{equation*}
$$

where $\Pi_{S}$ is the symmetric traceless projector, $\Pi_{A}$ the antisymmetric projector and $\Pi_{T}$ the trace projector. They are given in components by

$$
\begin{equation*}
\left(\Pi_{S}\right)_{a b}^{c d}=\frac{1}{2} \delta_{a}^{c} \delta_{b}^{d}+\frac{1}{2} \delta_{a}^{d} \delta_{b}^{c}-\frac{1}{4} \delta_{a b} \delta^{c d}, \quad\left(\Pi_{A}\right)_{a b}^{c d}=\frac{1}{2} \delta_{a}^{c} \delta_{b}^{d}-\frac{1}{2} \delta_{a}^{d} \delta_{b}^{c}, \quad\left(\Pi_{T}\right)_{a b}^{c d}=\frac{1}{4} \delta_{a b} \delta^{c d} \tag{3.15}
\end{equation*}
$$

We defined $S_{\mathfrak{s u}(2)}=S\left(p_{1}, p_{2}\right), S_{\mathfrak{s u}(1 \mid 1)}=-1$ and $S_{\mathfrak{s l}(2)}=S\left(p_{2}, p_{1}\right)$ [29]. The $S$-matrix as written in (3.14) admits a very nice interpretation. It says that a pair of magnons scatter with a simple $\mathrm{SU}(2)$ phase if they are in a symmetric traceless representation of $\mathrm{SO}(4)$, with an $\mathrm{SU}(1 \mid 1)$ phase if they are in the antisymmetric representation of $\mathrm{SO}(4)$ and with an $\operatorname{SL}(2)$ phase if they are in singlet trace of $\mathrm{SO}(4)$.

The solution for the coupling to the $\bar{Z}$ excitations is given by

$$
\begin{equation*}
\sigma_{a b}\left(p_{1}, p_{2}\right)=-\frac{1}{2}\left(1+S\left(p_{2}, p_{1}\right)\right) \delta_{a b} \tag{3.16}
\end{equation*}
$$

The necessary and sufficient condition for the bulk hamiltonian to be integrable is that scattering of three or more magnons is factorized as products of two particle scattering matrices. A consistency condition for this factorization is the Yang-Baxter equation. In terms of $S$ and $\sigma$ this implies the constraints which appear for a three-excitations Bethe ansatz

$$
\begin{align*}
S_{a b}^{d f}\left(p_{1}, p_{2}\right) S_{f c}^{e i}\left(p_{1}, p_{3}\right) S_{d e}^{g h}\left(p_{2}, p_{3}\right) & =S_{b c}^{f d}\left(p_{2}, p_{3}\right) S_{a f}^{g e}\left(p_{1}, p_{3}\right) S_{e d}^{h i}\left(p_{1}, p_{2}\right) \\
\sigma_{a b}\left(p_{1}, p_{2}\right) & =S_{a b}^{c d}\left(p_{1}, p_{2}\right) \sigma_{c d}\left(p_{2}, p_{1}\right) \tag{3.17}
\end{align*}
$$

and it can be verified explicitly that they are satisfied.
It will be useful to consider the scattering matrix in terms of four different choices for the incoming and outgoing magnons. Let $a \neq b$, we could have equal or different flavour incoming or outgoing magnons (no sum implied for $a$ and $b$ )

$$
\begin{align*}
& S_{a b}^{a b}\left(p_{1}, p_{2}\right) \equiv S^{-}\left(p_{1}, p_{2}\right)=\frac{1}{2}\left(S\left(p_{1}, p_{2}\right)-1\right) \quad S_{a b}^{b a}\left(p_{1}, p_{2}\right) \equiv S^{+}\left(p_{1}, p_{2}\right)=\frac{1}{2}\left(S\left(p_{1}, p_{2}\right)+1\right) \\
& S_{a a}^{b b}\left(p_{1}, p_{2}\right) \equiv S_{D}\left(p_{1}, p_{2}\right)=\frac{1}{4}\left(S\left(p_{2}, p_{1}\right)-S\left(p_{1}, p_{2}\right)\right) \\
& S_{a a}^{a a}\left(p_{1}, p_{2}\right) \equiv S_{I}\left(p_{1}, p_{2}\right)=\frac{1}{4}\left(S\left(p_{2}, p_{1}\right)+3 S\left(p_{1}, p_{2}\right)\right) \tag{3.18}
\end{align*}
$$



Figure 2. Graphical representation of the boundary Yang-Baxter equation. $a, b, c, d=1, \ldots, 4$ are flavour indices while $p_{1}$ and $p_{2}$ are the magnon momenta.

The analogue of the bulk Yang-Baxter equation for the boundary exists. For the problem with boundaries, a consistency condition for integrability requires that the scattering matrix and the reflection matrix obey the equation

$$
\begin{equation*}
R_{a}^{c}\left(p_{1}\right) S_{c b}^{d e}\left(-p_{1}, p_{2}\right) R_{d}^{f}\left(p_{2}\right) S_{f e}^{g h}\left(-p_{2},-p_{1}\right)=S_{a b}^{c d}\left(p_{1}, p_{2}\right) R_{c}^{e}\left(p_{2}\right) S_{e d}^{f h}\left(-p_{2}, p_{1}\right) R_{f}^{g}\left(p_{1}\right) \tag{3.19}
\end{equation*}
$$

In figure 2 we have a graphical representation of this equation. Incoming magnons with flavours $a$ and $b$ can scatter and bounce in the boundary in two different ways which have to be equivalent. One can check that (3.19) is trivial for most of its components. In fact, if the incoming particles have different flavours, such that they involve the $S^{+}$and $S^{-}$ components of the $S$-matrix, (3.19) is trivially true. The only non-trivial components of equation (3.19) are those in which the incoming particles are parallel excitations ( $a=b=4$ ) and the outcoming ones are transverse excitations $(g=h=1,2,3)$ and vice versa. In this case the equation reads

$$
\begin{align*}
& R_{\|}\left(p_{1}\right)\left[S_{I}\left(-p_{1}, p_{2}\right) S_{D}\left(-p_{2},-p_{1}\right) R_{\|}\left(p_{2}\right)+R_{T}\left(p_{2}\right) S_{D}\left(-p_{1}, p_{2}\right) S_{I}\left(-p_{1},-p_{2}\right)\right] \\
& =R_{T}\left(p_{1}\right)\left[S_{I}\left(p_{1}, p_{2}\right) R_{\|}\left(p_{2}\right) S_{D}\left(-p_{2}, p_{1}\right)+S_{D}\left(p_{1}, p_{2}\right) R_{T}\left(p_{2}\right) S_{I}\left(p_{1},-p_{2}\right)\right] \tag{3.20}
\end{align*}
$$

Taking the difference between the l.h.s. and the r.h.s. of (3.20), substituting for $R_{\|}, R_{T}, S_{D}$ and $S_{I}$ and noting $z_{i}=e^{i p_{i}}$ we get

$$
\begin{equation*}
0=\left(S\left(z_{1}, z_{2}\right)+S\left(z_{2}, z_{1}\right)\right) \frac{z_{1} z_{2}\left(1-z_{1}^{2}\right)\left(1-z_{2}^{2}\right)\left(1-z_{1} z_{2}\right)}{\left(z_{1}+z_{2}-2\right)\left(2 z_{1} z_{2}-z_{1}-z_{2}\right)} \frac{\zeta^{2}\left(\zeta^{2}-1\right)}{\left(z_{1}+\zeta^{2}-1\right)\left(z_{2}+\zeta^{2}-1\right)} \tag{3.21}
\end{equation*}
$$

and therefore the complete boundary Yang-Baxter equation (3.19) is fulfilled only if

$$
\begin{equation*}
\zeta=0 \quad \text { or } \quad \zeta= \pm 1 \tag{3.22}
\end{equation*}
$$

which correspond to the ordinary WL or the WML respectively. Therefore we can claim that there is no integrability for arbitrary values of $\zeta$ and that there is 1-loop integrability
in the $\mathrm{SO}(6)$ sector for the ordinary WL and the WML only. For those cases the transverse and parallel reflection matrices become

$$
\begin{array}{lll}
R_{T}(p)=e^{i p}, & R_{\|}(p)=e^{i p} & \text { WL } \\
R_{T}(p)=e^{i p}, & R_{\|}(p)=-1 & \text { WML }
\end{array}
$$

## 4 One loop dilatation operator in the $\mathrm{SU}(2 \mid 3)$ sector

In order to further test the integrability of the boundary condition set by the ordinary WL with $\zeta=0$, we now consider the insertion of operators made of 3 complex scalar fields $\phi^{a}$ and 2 complex fermion fields $\chi^{\alpha}$. The three complex scalars are in a $\mathbf{3}$ of $\mathrm{SU}(3) \subset \mathrm{SU}(4)_{R}$ while the fermion $\chi$ is a singlet of that symmetry. On the other hand the fermion is a $\mathbf{2}$ of an $\operatorname{SU}(2)$ of the Lorentz group while the scalars are obviously invariant. It should be noticed that this sector makes sense as a closed sector in single trace operators while when inserted on the Wilson loop it will be closed only for $\zeta=0$ since the scalar in the general Wilson loop with $\zeta \neq 0$ is real and mixes $\phi^{a}$ with $\bar{\phi}^{a}$.

More precisely we consider insertions of the form $O^{A_{1} \ldots A_{L}}=W^{A_{1}} \ldots W^{A_{L}}$ where indices $A$ run from 1 to 5 and

$$
\begin{equation*}
W^{1}=\phi^{1}, \quad W^{2}=\phi^{2}, \quad W^{3}=\phi^{3}, \quad W^{4}=\chi^{1}, \quad W^{5}=\chi^{2}, \tag{4.1}
\end{equation*}
$$

As in the $\mathrm{SO}(6)$ sector, there will be three types of contributions to the 1-loop dilatation operator

$$
\begin{equation*}
\mathcal{D}^{(1)}=E_{0}+H_{\text {bulk }}+H_{\text {bdry }}, \tag{4.2}
\end{equation*}
$$

where the contribution $E_{0}$ is the same as before, $H_{\text {bulk }}$ is the 1-loop $\operatorname{SU}(2 \mid 3)$ spin chain Hamiltonian [30] and $H_{\text {bdry }}$ comes from the interaction between leftmost and rightmost fields of the insertions with the Wilson loop. As seen in the previous section, this interaction is vanishing for $\zeta=0$ and scalar fields occupying the sites 1 and $L$. So, it remains to determine the boundary terms for the case of fermion fields occupying the sites 1 and $L$. Such contribution can be inferred from the diagrams in figure 3 and will lead to diagonal boundary terms.

Thus, the resulting 1-loop dilatation operator would be of the form

$$
\begin{equation*}
\mathcal{D}^{(1)}=2 g^{2}\left[-1+\sum_{l=1}^{L-1}\left(1-\Pi_{l, l+1}\right)+\alpha\left(\mathcal{Q}_{F}^{(1)}+\mathcal{Q}_{F}^{(L)}\right)\right]+2 g^{3} H^{(3)}, \tag{4.3}
\end{equation*}
$$

where $g^{2}=\frac{\lambda}{16 \pi^{2}}$,

$$
H^{(3)}=-e^{i \beta} \epsilon_{\alpha \beta} \epsilon^{i j k}\left\{\begin{array}{c}
\alpha \beta  \tag{4.4}\\
i j k
\end{array}\right\}-e^{-i \beta} \epsilon^{\alpha \beta} \epsilon_{i j k}\left\{\begin{array}{c}
i j k \\
\alpha \beta
\end{array}\right\}
$$

and $\Pi_{l, l+1}$ is the graded permutation operator, i.e. it permutes the fields at sites $l$ and $l+1$ with an additional sign of both fields are fermionic. The symbol $\left\{\begin{array}{l}A_{1} A_{2} \cdots A_{n} \\ B_{1} B_{2} \cdots B_{m}\end{array}\right\}$ represents the action of replacing a sequence of consecutive fields $W^{A_{1}} W^{A_{2}} \cdots W^{A_{n}}$ anywhere along


Figure 3. Feynman diagrams contributing to $H_{\text {bdry }}$. We represent fermion and gluon propagators by dotted and wiggled lines. Blue bullets represent 1-loop self-energy corrections to the propagators.
the insertion by the fields $W^{B_{1}} W^{B_{2}} \cdots W^{B_{m}}$. Thus, (4.4) is a term that changes the length of the spin chain, since it converts three bosons into two fermions and vice versa.

The boundary operators $\mathcal{Q}_{F}^{(1)}$ and $\mathcal{Q}_{F}^{(L)}$ are now

$$
\begin{equation*}
\left(\mathcal{Q}_{F}^{(1)}\right)_{B_{1} B_{2} \cdots B_{L}}^{A_{1} A_{2} \cdots A_{L}}=\delta_{\alpha}^{A_{1}} \delta_{J_{1}}^{\alpha} \delta_{B_{2}}^{A_{2}} \ldots \delta_{B_{L}}^{A_{L}}, \quad\left(\mathcal{Q}_{F}^{(L)}\right)_{B_{1} B_{2} \cdots B_{L}}^{A_{1} A_{2} \cdots A_{L}}=\delta_{\alpha}^{A_{L}} \delta_{B_{L}}^{\alpha} \delta_{B_{1}}^{A_{1}} \ldots \delta_{B_{L-1}}^{A_{L-1}} \tag{4.5}
\end{equation*}
$$

A few comments are in order about the term $H^{(3)}$. Although its action is immaterial for the spectrum at 1-loop order, it does modify the Bethe ansatz wave-functions in an order that is intermediate between 1-loop and 2-loop. As a consequence of that, the YangBaxter equations will have an expansion including as well an order intermediate between 1-loop and 2-loop.

Concerning the boundary terms, we should emphasize that $\alpha$ is not a free parameter but uniquely fixed by the diagrams in figure 3. Diagrams 3(a) and 3(c) give

$$
\begin{equation*}
3(\mathrm{a})+3(\mathrm{c})=T_{\alpha}^{\dot{\alpha}}(\tau) \frac{g^{2}}{\epsilon}\left(\mathcal{Q}_{F}^{(1)}+\mathcal{Q}_{F}^{(L)}\right) \tag{4.6}
\end{equation*}
$$

where $T_{\alpha}^{\dot{\alpha}}(\tau)=\frac{i N}{4 \pi^{2}} \frac{\left(\sigma^{0}\right)_{\alpha}^{\dot{\alpha}}}{\tau^{3}}$ is the tree-level result (for more details see appendix). The other contribution is half the 1-loop correction to a fermionic propagator each time a fermion is at the edge of the operator next to the Wilson loop as shown in $3(\mathrm{~b})$ and $3(\mathrm{~d})$. The other half is used to construct $H_{\text {bulk }}$. They give

$$
\begin{equation*}
3(\mathrm{~b})+3(\mathrm{~d})=-\frac{1}{2} T_{\alpha}^{\dot{\alpha}}(\tau) \frac{g^{2}}{\epsilon}(1+3)\left(\mathcal{Q}_{F}^{(1)}+\mathcal{Q}_{F}^{(L)}\right) \tag{4.7}
\end{equation*}
$$

where the ' 1 ' in the sum comes from the gluon correction of the propagator while the ' 3 ' from the scalar triplet correction. Collecting both contributions we get

$$
\begin{equation*}
H_{\mathrm{bdry}}=2 g^{2} \frac{1}{2}\left(\mathcal{Q}_{F}^{(1)}+\mathcal{Q}_{F}^{(L)}\right) \tag{4.8}
\end{equation*}
$$

In other words, the 1-loop dilatation operator is the one given in (4.3) with $\alpha=\frac{1}{2}$.

As before, to diagonalize the dilatation operator we start by identifying the vacuum, which is again a chain of complex scalars of the same type: $\left(\phi^{3}\right)^{L}$. In this case, the magnon excitations that would propagate on top of it would transform in the fundamental representation of the residual symmetry $\mathrm{SU}(2 \mid 2)$.

In the presence of a boundary we determine the reflection matrix demanding that

$$
\begin{equation*}
|\Psi(p)\rangle_{A}=\sum_{l=1}^{L}\left(e^{i p l}|l\rangle_{A}+e^{-i p l} R_{A}^{B}(p)|l\rangle_{B}\right) \tag{4.9}
\end{equation*}
$$

is an eigenstate of $\mathcal{D}^{(1)}$. We find that $R_{A}^{B}(p)$ is diagonal with

$$
\begin{equation*}
R_{a}^{b}=R_{\phi}(p) \delta_{a}^{b}=e^{i p} \delta_{a}^{b}, \quad \quad R_{\alpha}^{\beta}=R_{\chi}(p) \delta_{\alpha}^{\beta}=-\frac{1+e^{i p}(\alpha-1)}{1+e^{-i p}(\alpha-1)} \delta_{\alpha}^{\beta} \tag{4.10}
\end{equation*}
$$

Although we have computed that $\alpha=\frac{1}{2}$, we keep as if it were unspecified in the boundary scattering phase for fermions. As we will soon see, the actual value of $\alpha$ turns out to be crucial for integrability to persist.

Let us now turn to the determination of the bulk scattering matrix. It is a wellknown fact that beyond the 1-loop order the Bethe ansatz for $\mathcal{N}=4 \mathrm{SYM}$ works only asymptotically. Strictly speaking the intermediate order term $H^{(3)}$ is beyond 1-loop and therefore the two-magnon wave-functions

$$
\begin{equation*}
\left|\Psi\left(p_{1}, p_{2}\right)\right\rangle_{A B}=\left|\psi\left(p_{1}, p_{2}\right)\right\rangle_{A B}+S_{A B}^{C D}\left(p_{1}, p_{2}\right)\left|\tilde{\psi}\left(p_{2}, p_{1}\right)\right\rangle_{C D} \tag{4.11}
\end{equation*}
$$

should incorporate some contact terms. Up to the order in (4.3), it is enough to correct the standard wave functions with contact terms in the following way

$$
\begin{align*}
\left|\psi\left(p_{1}, p_{2}\right)\right\rangle_{A B} & =\sum_{l_{1}<l_{2}}\left(\delta_{A}^{C} \delta_{B}^{D}+g^{l_{2}-l_{1}} F^{(1)}{ }_{A B}^{C D}\right) e^{i l_{1} p_{1}+i l_{2} p_{2}}\left|l_{1}, l_{2}\right\rangle_{C D}  \tag{4.12}\\
\left|\tilde{\psi}\left(p_{2}, p_{1}\right)\right\rangle_{A B} & =\sum_{l_{1}<l_{2}}\left(\delta_{A}^{C} \delta_{B}^{D}+g^{l_{2}-l_{1}} G_{A B}^{(1)}{ }_{A B}^{C D}\right) e^{i l_{1} p_{2}+i l_{2} p_{1}}\left|l_{1}, l_{2}\right\rangle_{C D} \tag{4.13}
\end{align*}
$$

In accordance with (4.3) and the ansatz (4.11)-(4.13), the $S$-matrix also has to be expanded

$$
\begin{equation*}
S_{A B}^{C D}=S^{(0)}{ }_{A B}^{C D}+g S^{(1)}{ }_{A B}^{C D}+\mathcal{O}\left(g^{2}\right), \tag{4.14}
\end{equation*}
$$

and taking into account the contributions from the perturbative corrections of the $S$-matrix and the contact term corrections, the wave functions can be re-arranged in the form of the following pertubative expansion

$$
\begin{equation*}
\left|\Psi\left(p_{1}, p_{2}\right)\right\rangle_{A B}=\left|\Psi\left(p_{1}, p_{2}\right)\right\rangle_{A B}^{(0)}+g\left|\Psi\left(p_{1}, p_{2}\right)\right\rangle_{A B}^{(1)}+\mathcal{O}\left(g^{2}\right) \tag{4.15}
\end{equation*}
$$

Since the eigenvalues of the eigenstates are expanded only in even powers of $g$

$$
\begin{equation*}
E=2 g^{2} E^{(2)}+\mathcal{O}\left(g^{4}\right) \tag{4.16}
\end{equation*}
$$

where $E^{(2)}=4 \sin ^{2} \frac{p_{1}}{2}+4 \sin ^{2} \frac{p_{2}}{2}-1$, we obtain the following conditions from the first two orders of the eigenvalue equation

$$
\begin{align*}
H^{(2)}\left|\Psi\left(p_{1}, p_{2}\right)\right\rangle_{A B}^{(0)} & =E^{(2)}\left|\Psi\left(p_{1}, p_{2}\right)\right\rangle_{A B}^{(0)}  \tag{4.17}\\
H^{(3)}\left|\Psi\left(p_{1}, p_{2}\right)\right\rangle_{A B}^{(0)}+H^{(2)}\left|\Psi\left(p_{1}, p_{2}\right)\right\rangle_{A B}^{(1)} & =E^{(2)}\left|\Psi\left(p_{1}, p_{2}\right)\right\rangle_{A B}^{(1)} \tag{4.18}
\end{align*}
$$

The condition (4.17) implies that the leading order components of the $S$-matrix are

$$
\begin{align*}
& S^{(0)}{ }_{a b}^{c d}\left(p_{1}, p_{2}\right)=\frac{S\left(p_{1}, p_{2}\right)-1}{2} \delta_{a}^{c} \delta_{b}^{d}+\frac{S\left(p_{1}, p_{2}\right)+1}{2} \delta_{a}^{d} \delta_{b}^{c} \\
& S^{(0)}{ }_{\alpha \beta}^{\gamma \delta}\left(p_{1}, p_{2}\right)=\frac{S\left(p_{1}, p_{2}\right)-1}{2} \delta_{\alpha}^{\gamma} \delta_{\beta}^{\delta}-\frac{S\left(p_{1}, p_{2}\right)+1}{2} \delta_{\alpha}^{\delta} \delta_{\beta}^{\gamma} \\
& S^{(0)^{b \alpha}}\left(p_{1}, p_{2}\right)=S_{\alpha a}^{\beta b}\left(p_{1}, p_{2}\right)=\frac{S\left(p_{1}, p_{2}\right)-1}{2} \delta_{a}^{b} \delta_{\alpha}^{\beta} \\
& S^{(0)}{ }_{a \alpha}^{\beta b}\left(p_{1}, p_{2}\right)=S_{\alpha a}^{b \beta}\left(p_{1}, p_{2}\right)=\frac{S\left(p_{1}, p_{2}\right)+1}{2} \delta_{a}^{b} \delta_{\alpha}^{\beta} \tag{4.19}
\end{align*}
$$

where $S\left(p_{1}, p_{2}\right)$ is $\mathrm{SU}(2)$ scattering phase given by (3.13) and all other components vanishing.

The condition (4.18) on the other hand is non-trivial only for a two-scalar or a twofermion state and can be satisfied establishing a linear relation between the contact factors $F^{(1)}{ }_{A B}^{C D}$ and $G^{(1)}{ }_{A B}^{C D}$

$$
\begin{equation*}
z_{2} F^{(1)}{ }_{\alpha \beta}^{i j}+z_{1} S^{(0)}{ }_{\alpha \beta}^{\gamma \delta} G^{(1)}{ }_{\gamma \delta}^{i j}=\frac{e^{i \beta} \epsilon_{\alpha \beta} \epsilon^{i j}\left(z_{2}+S\left(z_{1}, z_{2}\right) z_{1}\right)}{\left(1+z_{1} z_{2}\right)} \tag{4.20}
\end{equation*}
$$

and fixes the only non vanishing components of the $S$-matrix at order $g$

$$
\begin{align*}
& S_{\alpha \beta}^{(1)}=e^{i j} \epsilon_{\alpha \beta} \epsilon^{i j} P\left(z_{1}, z_{2}\right)=e^{i \beta} \epsilon_{\alpha \beta} \epsilon^{i j} \frac{\left(1-z_{1}\right)\left(1-z_{2}\right)\left(z_{2}-z_{1}\right)}{z_{1} z_{2}\left(1-2 z_{1}+z_{1} z_{2}\right)}  \tag{4.21}\\
& S^{(1)}{ }_{i j}^{\alpha \beta}=e^{-i \beta} \epsilon^{\alpha \beta} \epsilon_{i j} Q\left(z_{1}, z_{2}\right)=e^{-i \beta} \epsilon^{\alpha \beta} \epsilon_{i j} \frac{\left(1-z_{1}\right)\left(1-z_{2}\right)\left(z_{2}-z_{1}\right)}{\left(1-2 z_{1}+z_{1} z_{2}\right)} \tag{4.22}
\end{align*}
$$

where we use again $z_{j}=e^{i p_{j}}$.
We now reinstate the boundaries of the chain and ask about the integrability of the problem by evaluating the boundary Yang-Baxter equation. Since the boundary condition is not supersymmetric and scalar and fermions got reflected with different phases it is an interesting question whether the boundary Yang-Baxter equation is fulfilled or not.

At order $g^{0}$, the components of the boundary Yang-Baxter equation which are not trivially verified correspond to the cases in which the incoming particles are one bosonic and the other fermionic. In such cases the boundary Yang-Baxter condition reads ${ }^{1}$

$$
\begin{align*}
& \left(R_{\phi}\left(p_{1}\right) R_{\phi}\left(p_{2}\right)-R_{\chi}\left(p_{1}\right) R_{\chi}\left(p_{2}\right)\right)\left(S\left(p_{1}, p_{2}\right)-1\right)\left(S\left(-p_{2}, p_{1}\right)+1\right)  \tag{4.23}\\
& =\left(R_{\chi}\left(p_{1}\right) R_{\phi}\left(p_{2}\right)-R_{\phi}\left(p_{1}\right) R_{\chi}\left(p_{2}\right)\right)\left(S\left(p_{1}, p_{2}\right)+1\right)\left(S\left(-p_{2}, p_{1}\right)-1\right)
\end{align*}
$$

[^0]Although it looks non-trivial, for the scattering phases given in (4.10) this equation is satisfied, even without specifying the actual value of $\alpha$ which, as test for the integrability of our specific problem, does not seem so stringent.

However at order $g^{1}$, we find the boundary Yang-Baxter is not satisfied unless the parameter $\alpha$ takes some specific values. In particular, when two bosonic impurities of different flavour are in the in-going states we obtain the following condition

$$
\begin{align*}
& R_{\phi}\left(p_{1}\right)\left[Q\left(-p_{1}, p_{2}\right) R_{\chi}\left(p_{2}\right) S\left(-p_{2},-p_{1}\right)-R_{\phi}\left(p_{2}\right) Q\left(-p_{2},-p_{1}\right)\right]= \\
& \quad R_{\chi}\left(p_{1}\right)\left[Q\left(p_{1}, p_{2}\right) R_{\phi}\left(p_{2}\right)-R_{\phi}\left(p_{2}\right) Q\left(-p_{2}, p_{1}\right)\right] \tag{4.24}
\end{align*}
$$

which, after replacement of the scattering functions, implies that

$$
\begin{equation*}
(1-\alpha)(1-2 \alpha) \frac{\left(1+z_{1}\right)\left(1-z_{1}^{2}\right)\left(1+z_{2}\right)\left(1-z_{2}^{2}\right)\left(z_{1}-z_{2}\right)\left(1-z_{1} z_{2}\right)}{\left(1-2 z_{1}+z_{1} z_{2}\right)\left(2-z_{1}-z_{2}\right)\left(1-\alpha-z_{1}\right)\left(1-\alpha-z_{2}\right)}=0 \tag{4.25}
\end{equation*}
$$

Analogous conditions are obtained for other components. Therefore, only when the boundary term parameter is either

$$
\begin{equation*}
\alpha=1 \quad \text { or } \quad \alpha=\frac{1}{2} \tag{4.26}
\end{equation*}
$$

integrability can persist to this order. As we have seen from the perturbative computation, for the case of a boundary set by an ordinary $\zeta=0 \mathrm{WL}$, one has precisely $\alpha=\frac{1}{2}$ implying non-trivially that there is integrability up to this intermediate order.

## 5 Conclusions

In this paper we have derived the 1-loop dilatation operator for $\mathrm{SO}(6)$ scalar composite insertions in the straight $W^{(\zeta)}$ Wilson loop, which interpolates between the ordinary WL and the supersymmetric WML.

By considering the boundary Yang-Baxter equation we obtained the main result of our paper: the corresponding 1-loop spin chain is integrable for $\zeta= \pm 1$ and $\zeta=0$, the fixed points in the renormalization group flow of the one-dimensional defect CFT, while it is not integrable for other intermediate values. Although this is not conclusive evidence, this result is a compelling hint that the mixing of insertions in the ordinary non-supersymmetric Wilson loop might be an integrable problem.

In order to confirm such a remarkable property one could explore the action of the dilatation operator in more general sectors and to higher loop orders. Since the ordinary WL is non-supersymmetric, a more satisfying piece of evidence in favour of integrability would be if it persists when the inserted operators are built of fermions as well as bosons. Some steps towards this direction have also been taken in the present paper. More precisely we have derived the 1-loop dilatation operator for $\operatorname{SU}(2 \mid 3)$ composite insertions in the ordinary WL an verified that the boundary Yang-Baxter equations holds, even when $\lambda^{3 / 2}$ terms -which allow the number of fields in the composite insertions to change- are included.

If further evidence pointing towards integrability of the ordinary Wilson loop were found, one could proceed with a bootstrap program to determine the boundary reflection matrix. Moreover, it might be possible to develop a Thermodynamic Bethe Ansatz formalism to describe the corresponding cusp anomalous dimension, related to the quark/antiquark potential and the Bremsstrahlung function.
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## A Boundary contributions to the $\mathrm{SU}(2 \mid 3)$ Hamiltonian

In this appendix we derive the $\alpha=1 / 2$ value that occurs in the boundary part of the 1-loop Hamiltonian for the $\operatorname{SU}(2 \mid 3)$ chain. For this we have to compute the singularities of the contributions from a gluon exchange between the first/last fermion operator with the Wilson loop as in figure 3(a) and 3(c) and half the contribution of the self-energy diagrams of the fermion fields as in $3(\mathrm{~b})$ and $3(\mathrm{~d})$. We begin with the former contributions. We insert the operators and the Wilson loop gluon insertion at $x_{i}=\left(\tau_{i}, 0,0,0\right)$ in an orderly fashion. From Feynman rules we obtain

$$
\begin{equation*}
3(a)=\frac{i \lambda N \Gamma^{3}(1-\epsilon)}{4\left(4 \pi^{D / 2}\right)^{3}}\left(\sigma^{\mu}\right)_{\alpha}^{\dot{\alpha}}\left(\tilde{\sigma}^{0}\right)_{\dot{\alpha}}^{\beta}\left(\sigma^{\nu}\right)_{\beta}^{\dot{\beta}} \int_{\tau_{1}}^{\tau_{3}} d \tau_{2} \partial_{\mu}^{(1)} \partial_{\nu}^{(3)} \int d^{D} x_{0} \frac{1}{\left(x_{01}^{2}\right)^{1-\epsilon}\left(x_{02}^{2}\right)^{1-\epsilon}\left(x_{03}^{2}\right)^{1-\epsilon}} \tag{A.1}
\end{equation*}
$$

Using the identity

$$
\begin{equation*}
\left(\sigma^{\mu}\right)_{\alpha}^{\dot{\alpha}}\left(\tilde{\sigma}^{\rho}\right)_{\dot{\alpha}}^{\beta}\left(\sigma^{\nu}\right)_{\beta}^{\dot{\beta}}=\delta^{\mu \nu}\left(\sigma^{\rho}\right)_{\alpha}^{\dot{\beta}}-\delta^{\mu \rho}\left(\sigma^{\nu}\right)_{\alpha}^{\dot{\beta}}-\delta^{\rho \nu}\left(\sigma^{\mu}\right)_{\alpha}^{\dot{\beta}}+\epsilon^{\mu \nu \rho \sigma}\left(\sigma_{\sigma}\right)_{\alpha}^{\dot{\beta}} \tag{A.2}
\end{equation*}
$$

we may separate the contractions with the derivatives in terms of the direction of the Wilson-line, which we call 0 , and the other directions

$$
\begin{equation*}
\left(\sigma^{\mu}\right)_{\alpha}^{\dot{\alpha}}\left(\tilde{\sigma}^{0}\right)_{\dot{\alpha}}^{\beta}\left(\sigma^{\nu}\right)_{\beta}^{\dot{\beta}} \partial_{\mu}^{(1)} \partial_{\nu}^{(3)}=-\left(\sigma^{0}\right)_{\alpha}^{\dot{\beta}} \partial_{0}^{(1)} \partial_{0}^{(3)}-\left(\sigma^{i}\right)_{\alpha}^{\dot{\beta}}\left(\partial_{0}^{(1)} \partial_{i}^{(3)}+\partial_{i}^{(1)} \partial_{0}^{(3)}\right)+\left(\sigma^{0}\right)_{\alpha}^{\dot{\beta}} \partial_{i}^{(1)} \partial_{i}^{(3)} \tag{A.3}
\end{equation*}
$$

It is easy to see that the contribution from the mixed derivatives vanishes since it becomes the integral of an odd-function. On the other hand, it is possible to see that the contribution from the term with both derivatives in the transverse directions is finite. Thus we are left with

$$
\begin{equation*}
3(a)=-\frac{i \lambda N \Gamma^{3}(1-\epsilon)}{4\left(4 \pi^{D / 2}\right)^{3}}\left(\sigma^{0}\right)_{\alpha}^{\dot{\beta}} \int_{\tau_{1}}^{\tau_{3}} d \tau_{2} \frac{\partial}{\partial \tau_{1}} \frac{\partial}{\partial \tau_{3}} f\left(\tau_{1}, \tau_{2}, \tau_{3}\right) \tag{A.4}
\end{equation*}
$$

where $f\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$ is the result of the space-time integral in (A.1). We can further separate this last piece with the formula

$$
\begin{equation*}
\int_{\tau_{1}}^{\tau_{3}} d \tau_{2} \frac{\partial}{\partial \tau_{1}} \frac{\partial}{\partial \tau_{3}} f\left(\tau_{1}, \tau_{2}, \tau_{3}\right)=\frac{\partial}{\partial \tau_{1}} \frac{\partial}{\partial \tau_{3}} \int_{\tau_{1}}^{\tau_{3}} d \tau_{2} f\left(\tau_{1}, \tau_{2}, \tau_{3}\right)+\frac{\partial}{\partial \tau_{3}} f\left(\tau_{1}, \tau_{1}, \tau_{3}\right)-\frac{\partial}{\partial \tau_{1}} f\left(\tau_{1}, \tau_{3}, \tau_{3}\right) \tag{A.5}
\end{equation*}
$$

and we can discard the contribution of the first term on the r.h.s. of this last formula since its easily seen to be finite. The rest of the computation becomes simpler now since the space-time integral has to be computed at coincident points
$\frac{\partial}{\partial \tau_{3}} \int d^{D} x_{0} \frac{1}{\left(x_{01}^{2}\right)^{2-2 \epsilon}\left(x_{03}^{2}\right)^{1-\epsilon}}-\frac{\partial}{\partial \tau_{1}} \int d^{D} x_{0} \frac{1}{\left(x_{01}^{2}\right)^{1-\epsilon}\left(x_{03}^{2}\right)^{2-2 \epsilon}}=2 \pi^{D / 2}\left(-2+4 \epsilon \frac{G[2-2 \epsilon, 1-\epsilon]}{\left(\tau_{3}-\tau_{1}\right)^{3-4 \epsilon}}\right.$
where $G[a, b]$ is defined by

$$
\begin{equation*}
\int d^{D} x_{0} \frac{1}{\left(x_{01}^{2}\right)^{a}\left(x_{02}^{2}\right)^{b}}=\frac{\pi^{D / 2} G[a, b]}{\left(x_{12}^{2}\right)^{a+b-D / 2}}, \quad G[a, b]=\frac{\Gamma\left(\frac{D}{2}-a\right) \Gamma\left(\frac{D}{2}-b\right) \Gamma\left(a+b-\frac{D}{2}\right)}{\Gamma(a) \Gamma(b) \Gamma(D-a-b)} \tag{A.7}
\end{equation*}
$$

Inserting these results in (A.4) and expanding in $\epsilon$ we obtain

$$
\begin{equation*}
3(a)=T_{\alpha}^{\dot{\beta}}\left(\tau_{3}-\tau_{1}\right) \frac{\lambda}{16 \pi^{2} \epsilon} \tag{A.8}
\end{equation*}
$$

where $T_{\alpha}^{\dot{\beta}}\left(\tau_{3}-\tau_{1}\right)$ is the tree level propagator mentioned in the main text. Thus, diagram 3(a) together with its analogous 3(c) contribute to the boundary Hamiltonian

$$
\begin{equation*}
\left.H_{\mathrm{bdry}}\right|_{3(a)+3(c)}=-\frac{\lambda}{16 \pi^{2}}\left(\mathcal{Q}_{F}^{(1)}+\mathcal{Q}_{F}^{(L)}\right) \tag{A.9}
\end{equation*}
$$

Now we have to consider half the self-energy diagrams of the fermion field as in 3(b) and $3(\mathrm{~d})$. These contain the contribution of a loop correction to the $\chi$ propagator which can be of two types: a gluon- $\chi$ bubble or a $\psi_{i}-\phi^{i}$ bubble, where $\psi_{i}$ are the other three fermions and $\phi^{i}$ are the three complex scalars of $\mathcal{N}=4$ SYM. We choose to compute this correction in momentum space and then compare it to the momentum space tree-level propagator. The contribution from the gluon correction is

$$
\begin{equation*}
-\frac{\lambda N}{2}\left(\sigma^{\mu}\right)_{\alpha}^{\dot{\alpha}}\left(\tilde{\sigma}^{\nu}\right)_{\dot{\alpha}}^{\beta}\left(\sigma^{\rho}\right)_{\beta}^{\dot{\gamma}}\left(\tilde{\sigma}_{\nu}\right)_{\dot{\gamma}}^{\gamma}\left(\sigma^{\sigma}\right)_{\gamma}^{\dot{\beta}} \frac{p_{\mu} p_{\rho}}{\left(p^{2}\right)^{2}} \int \frac{d^{D} k}{(2 \pi)^{D}} \frac{k_{\sigma}}{k^{2}(k-p)^{2}} \tag{A.10}
\end{equation*}
$$

Using identity (A.2), integrating in momentum space and expanding in $\epsilon$ we obtain

$$
\begin{equation*}
\frac{N \lambda G[1,1]}{2(4 \pi)^{d / 2}\left(p^{2}\right)^{1+\epsilon}}\left(\sigma^{\mu}\right)_{\alpha}^{\dot{\beta}} p_{\mu}=-\frac{\lambda}{16 \pi^{2} \epsilon} T_{\alpha}^{\dot{\beta}}(p) \tag{A.11}
\end{equation*}
$$

where $T_{\alpha}^{\dot{\beta}}(p)$ is the tree-level propagator in momentum space. For the scalar triplet correction we obtain instead

$$
\begin{align*}
& -3 \lambda N\left(\sigma^{\mu}\right)_{\alpha}^{\dot{\alpha}}\left(\tilde{\sigma}^{\nu}\right)_{\dot{\alpha}}^{\beta}\left(\sigma^{\rho}\right)_{\beta}^{\dot{\beta}} \frac{p_{\mu} p_{\rho}}{\left(p^{2}\right)^{2}} \int \frac{d^{D} k}{(2 \pi)^{D}} \frac{k_{\nu}}{k^{2}(k-p)^{2}} \\
& =\frac{3 N \lambda G[1,1]}{2(4 \pi)^{d / 2}\left(p^{2}\right)^{1+\epsilon}}\left(\sigma^{\mu}\right)_{\alpha}^{\dot{\beta}} p_{\mu}=-\frac{3 \lambda}{16 \pi^{2} \epsilon} T_{\alpha}^{\dot{\beta}}(p) \tag{A.12}
\end{align*}
$$

Combining contributions (A.12) and (A.11) and taking into account that the boundary Hamiltonian only 'uses' half of the self-energy corrections we obtain for diagrams 3(b) and 3 (d)

$$
\begin{equation*}
\left.H_{\mathrm{bdry}}\right|_{3(b)+3(d)}=\frac{\lambda}{8 \pi^{2}}\left(\mathcal{Q}_{F}^{(1)}+\mathcal{Q}_{F}^{(L)}\right) \tag{A.13}
\end{equation*}
$$

such that summing (A.9) and (A.13) we obtain the boundary hamiltonian of the main text (4.8).

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

## References

[1] J.M. Maldacena, Wilson loops in large $N$ field theories, Phys. Rev. Lett. 80 (1998) 4859 [hep-th/9803002] [INSPIRE].
[2] S.-J. Rey and J.-T. Yee, Macroscopic strings as heavy quarks in large $N$ gauge theory and anti-de Sitter supergravity, Eur. Phys. J. C 22 (2001) 379 [hep-th/9803001] [INSPIRE].
[3] J.K. Erickson, G.W. Semenoff and K. Zarembo, Wilson loops in $N=4$ supersymmetric Yang-Mills theory, Nucl. Phys. B 582 (2000) 155 [hep-th/0003055] [INSPIRE].
[4] N. Drukker and D.J. Gross, An Exact prediction of $N=4$ SUSYM theory for string theory, J. Math. Phys. 42 (2001) 2896 [hep-th/0010274] [inSPIRE].
[5] V. Pestun, Localization of gauge theory on a four-sphere and supersymmetric Wilson loops, Commun. Math. Phys. 313 (2012) 71 [arXiv:0712.2824] [INSPIRE].
[6] D. Correa, J. Henn, J. Maldacena and A. Sever, An exact formula for the radiation of a moving quark in $N=4$ super Yang-Mills, JHEP 06 (2012) 048 [arXiv:1202.4455] [INSPIRE].
[7] D. Correa, J. Maldacena and A. Sever, The quark anti-quark potential and the cusp anomalous dimension from a TBA equation, JHEP 08 (2012) 134 [arXiv:1203.1913] [inSPIRE].
[8] N. Drukker, Integrable Wilson loops, JHEP 10 (2013) 135 [arXiv:1203.1617] [INSPIRE].
[9] N. Gromov and A. Sever, Analytic Solution of Bremsstrahlung TBA, JHEP 11 (2012) 075 [arXiv:1207.5489] [INSPIRE].
[10] N. Gromov and F. Levkovich-Maslyuk, Quantum Spectral Curve for a cusped Wilson line in $\mathcal{N}=4$ SYM, JHEP 04 (2016) 134 [arXiv:1510.02098] [INSPIRE].
[11] N. Gromov, F. Levkovich-Maslyuk and G. Sizov, Analytic Solution of Bremsstrahlung TBA II: Turning on the Sphere Angle, JHEP 10 (2013) 036 [arXiv:1305.1944] [inSPIRE].
[12] S. Giombi and V. Pestun, Correlators of Wilson Loops and Local Operators from Multi-Matrix Models and Strings in AdS, JHEP 01 (2013) 101 [arXiv:1207.7083] [INSPIRE].
[13] M. Kim and N. Kiryu, Structure constants of operators on the Wilson loop from integrability, JHEP 11 (2017) 116 [arXiv:1706.02989] [inSPIRE].
[14] J. Polchinski and J. Sully, Wilson Loop Renormalization Group Flows, JHEP 10 (2011) 059 [arXiv:1104.5077] [INSPIRE].
[15] M. Beccaria, S. Giombi and A. Tseytlin, Non-supersymmetric Wilson loop in $\mathcal{N}=4 S Y M$ and defect 1d CFT, JHEP 03 (2018) 131 [arXiv:1712.06874] [INSPIRE].
[16] M. Cooke, A. Dekel and N. Drukker, The Wilson loop CFT: Insertion dimensions and structure constants from wavy lines, J. Phys. A 50 (2017) 335401 [arXiv:1703.03812] [inSPIRE].
[17] S. Giombi, R. Roiban and A.A. Tseytlin, Half-BPS Wilson loop and $A d S_{2} / C F T_{1}$, Nucl. Phys. B 922 (2017) 499 [arXiv:1706.00756] [inSPIRE].
[18] L.F. Alday and J. Maldacena, Comments on gluon scattering amplitudes via AdS/CFT, JHEP 11 (2007) 068 [arXiv:0710.1060] [inSPIRE].
[19] M. Beccaria and A.A. Tseytlin, On non-supersymmetric generalizations of the Wilson-Maldacena loops in $N=4$ SYM, Nucl. Phys. B 934 (2018) 466 [arXiv:1804.02179] [inSPIRE].
[20] C. Hoyos, A defect action for Wilson loops, JHEP 07 (2018) 045 [arXiv:1803.09809] [INSPIRE].
[21] L. Bianchi, M. Lemos and M. Meineri, Line Defects and Radiation in $\mathcal{N}=2$ Conformal Theories, Phys. Rev. Lett. 121 (2018) 141601 [arXiv:1805.04111] [InSPIRE].
[22] S. Giombi and S. Komatsu, Exact Correlators on the Wilson Loop in $\mathcal{N}=4$ SYM: Localization, Defect CFT and Integrability, JHEP 05 (2018) 109 [arXiv:1802.05201] [INSPIRE].
[23] J.A. Minahan and K. Zarembo, The Bethe ansatz for $\mathcal{N}=4$ superYang-Mills, JHEP 03 (2003) 013 [hep-th/0212208] [INSPIRE].
[24] N. Drukker and S. Kawamoto, Small deformations of supersymmetric Wilson loops and open spin-chains, JHEP 07 (2006) 024 [hep-th/0604124] [INSPIRE].
[25] S. Frolov, Lax pair for strings in Lunin-Maldacena background, JHEP 05 (2005) 069 [hep-th/0503201] [INSPIRE].
[26] D. Berenstein and S.E. Vazquez, Integrable open spin chains from giant gravitons, JHEP 06 (2005) 059 [hep-th/0501078] [inSPIRE].
[27] O. DeWolfe and N. Mann, Integrable open spin chains in defect conformal field theory, JHEP 04 (2004) 035 [hep-th/0401041] [INSPIRE].
[28] T. Erler and N. Mann, Integrable open spin chains and the doubling trick in N=2SYM with fundamental matter, JHEP 01 (2006) 131 [hep-th/0508064] [INSPIRE].
[29] M. Staudacher, The Factorized S-matrix of CFT/AdS, JHEP 05 (2005) 054 [hep-th/0412188] [INSPIRE].
[30] N. Beisert, The $\mathrm{SU}(2 \mid 3)$ dynamic spin chain, Nucl. Phys. B 682 (2004) 487 [hep-th/0310252] [inSPIRE].


[^0]:    ${ }^{1}$ After having used that $S\left(-p_{2},-p_{1}\right)=S\left(p_{1}, p_{2}\right)$.

