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Abstract. Epilepsy is a disease that attacks the nerves. To detect epilepsy, it is necessary to 

analyze the results of an EEG test. In this study, we compared the naive bayes, random tree 

forest and K-nearest neighbor (KNN) classification algorithms to detect epilepsy. The raw 

EEG data were pre-processed before doing feature extraction. Then, we have done the training 

in three algorithms: KNN Classification, naïve bayes classification and random tree forest. The 

last step was validation of the trained machine learning. Comparing those three classifiers, we 

calculated accuracy, sensitivity, specificity, and precision. The best trained classifier is KNN 

classifier (accuracy: 92.7%), rather than random tree forest (accuracy: 86.6%) and naïve bayes 

classifier (accuracy: 55.6%). Seen from precision performance, KNN Classification also gives 

the best precision (82.5%) rather than Naïve Bayes classification (25.3%) and random tree 

forest (68.2%). But, for the sensitivity, Naïve Bayes classification is the best with 80.3% 

sensitivity, compare to KNN 73.2% and random tree forest (42.2%).  For specificity, KNN 

classification gives 96.7% specificity, then random tree forest 95.9% and Naïve bayes 50.4%. 

The training time of naïve bayes was 0.166030 sec, while training time of random tree forest 

was 2.4094sec and KNN was the slower in training that was 4.789 sec. Therefore, KNN 

Classification gives better performance than naïve bayes and random tree forest classification. 

1.  Introdunction 

Epilepsy is a condition that can cause a person to experience seizures repeatedly. Seizure is often 

referred as epilepsy. The symptoms of seizures are vary, many patients have more than one type of 

seizure, and can experience symptoms of other neurological problems. Epilepsy is a disease that 

attacks the nerves of the brain. Epilepsy causes sufferers to experience recurrent seizures. Epilepsy 

becomes dangerous if the sufferer experiences sudden seizures in unprepared conditions, for example 

when driving, cooking, etc. Until now, there is no truly effective treatment to cure epilepsy. Patients 

are only given drugs to reduce the frequency of seizures, but do not completely cure the cause of 

epilepsy. 

Electroencephalogram (EEG) is one of the tests performed to measure the electrical activity of the 

brain to detect abnormalities from the brain. This action uses a special sensor that is an electrode 

mounted on the head and connected through a cable to the computer. EEG plays an important role to 
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detect epilepsy. To diagnose epilepsy, a doctor needs to check the results of a very long and 

complicated EEG test. The results of this reading are relatively dependent on the examining physician. 

An inexperienced doctor may give different results from the results of an expert doctor's examination. 

This method also takes a lot of time. To reduce this error, we need to make an algorithm that can 

automatically detect epilepsy accurately and quickly. 

Machine learning is an application branch of Artificial Intelligence that focuses on developing a 

system that is capable of learning "on its own" without having to be repeatedly programmed by 

humans. Machine learning applications require data as learning material (training) before issuing 

outputs.  

One of the machine learning algorithms that has been used to classify epilepsy is Suport Vector 

Machine (SVM). In this study, we used the KNN classification algorithm, naive bayes and random 

tree forest to detect epilepsy. 

2.  Methods 

The EEG data was from chb-mit database, downloaded from https://physionet.org/pn6/chbmit/. These 

EEG data collected at the Children’s Hospital Boston. The data consists of EEG recordings from 

pediatric subjects with intractable seizures. Subjects were monitored for up to several days following 

withdrawal of anti-seizure medication in order to characterize their seizures and assess their candidacy 

for surgical intervention.  There were 11 patients (4 males and 7 females, aged 1.5-22 years old) EEG 

recording data. The .edf files contain exactly one hour of digitized EEG signals. All signals were 

sampled at 256 samples per second with 16-bit resolution. The files contain 23 EEG signals. The 

International 10-20 system of EEG electrode positions and nomenclature was used for these 

recordings.  

Those data were grouped into training data and validation data. The training data consist of 71 

Seizure files and 339 Non seizure files, while validation data consist of 12 Seizure files and 10 non 

seizure files. 

Figure 1. Overall flowchart of the methods 

 

Figure 1 shows the overall flowchart methods in this study. The raw EEG data were pre-processed 

before conducting feature extraction. Then, we have done the training in three algorithms: KNN 

Classification, naïve bayes classification and random tree forest. The last step was validation of the 

 Table 1. Gender and age of patients who 

recorded in this study 
   

Case Gender Age 

(years) 

Chb01 F 11 

Chb02 M 11 

Chb03 F 14 

Chb04 M 22 

Chb05 F 7 

Chb07 F 1.5 

Chb08 F 14.5 

Chb09 M 3.5 

Chb09 F 10 

Chb10 M 3 

Chb23 F 6 

https://physionet.org/pn6/chbmit/
https://physionet.org/pn6/chbmit/
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trained machine learning. To compare those three classifiers, we calculated accuracy, sensitivity, 

specificity, and precision defined in table 2 

 

 

 

 

Table 2. Classifier performance  

Accuracy 𝐴𝐶𝐶 =
𝑇𝑃 + 𝐹𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Sensitivity (True Positive Rate) 
𝑇𝑃𝑅 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Specificity (True Negative Rate) 
𝑇𝑁𝑅 =

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

Precision (Positive Prediction Value) 
𝑃𝑃𝑉 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Negative Predictive value 
𝑁𝑃𝑉 =

𝑇𝑁

𝑇𝑁 + 𝐹𝑁
 

Features extracted in this study consist of temporal features and spectral features. Temporal 

features itself consists of mean, root mean square (RMS) and standard deviation (STD), while spectral 

features consist of spectral peaks and spectral power features. Spectral peaks were chosen 6 peaks 

location, both frequency and PSD of the peaks. Spectral power features were defined as the sum of the 

PSD in each brain frequency range, delta frequency (0.5-4 Hz), theta frequency (4-7 Hz), alpha 

frequency (7-15 Hz) and beta frequency (15-30 Hz) (see figure 2(b)). There were 437 features in total. 

3.  Results and Discussion 

 

In the pre-processing step, band pass signals were applied for 0.5-30Hz only, because this range is the 

brain frequency signals. The peak of power spectral density is around delta frequency range for non-

seizures signals. But, for seizure signals the PSD peaks is shifting to theta frequency. 

Figure 2. (a) Unfiltered and filtered power spectral density (b) Spectral features: 6 peaks locations 

showed in red bullet and brain frequency range (delta, theta, alpha, beta) 
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Table 3 shows the results of the training for KNN Classification, naïve bayes classification and 

random tree forest classification. Table 4 shows the classifier performance comparison. KNN classifier 

is the best classifier based on accuracy, precision, and specificity. KNN classification also give the 

highest AUC in true positive rates vs false positive rates. An excellent classifier has AUC near to the 1 

which means it has good measure of separability. A poor classifier has AUC near to the 0 which 

means it has worst measure of separability. Therefore, KNN classification has good measure of 

separability.  

But for sensitivity, naïve bayes is the best classifier. Because sensitivity and specificity are 

inversely proportional to each other. If we increase sensitivity, specificity decreases and vice versa. 

We should choose between specificity or sensitivity.  

 

Table 3. Training results 

 

Table 4. Classifier performance 

aArea Under Curve 

 

4.  Conclusion 

Machine learning gives good performance to classify seizure and non-seizure EEG data. Between 

KNN classification, Naïve bayes classification and random tree forest, the best trained classifier is 

KNN classifier (accuracy: 92.7%, precision: 82.5%, sensitivity 73.2% and specificity: 96.7%), rather 

than random tree forest (accuracy: 86.6%, precision 68.2%, sensitivity: 42.2%, and specificity: 96.7%) 

and naïve bayes classifier (accuracy: 55.6%, precision: 25.3%, sensitivity: 80.3%, and specificity: 

50.4%). The training time of naïve bayes was 0.166030 sec, while the training time of random tree 

forest was 2.4094 sec and KNN was the slowest in training that was 4.789 sec. 
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