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## Abstract

Introduction: Children sex preference may have significant effects on fertility behavior, which is an influential component of population dynamics and could control the population size, structure, and composition. The main objective of this study is to investigate affecting factors on Iranian women's child sex preference through applying Classification and Regression Trees algorithm, which is an effective and easy to interpret non-parametric classification method.
Methods: A cross-sectional study was conducted to collect demographical data of 1250 Iranian women aged 15-49. To classify child sex preference for children, age, educational level, place of residence, and number of siblings for women, were nominated as predictors using the SPSS-22 statistical software.
Results: Women's age, educational level and number of siblings were remained in extracted decision tree. The validity of the resulted tree was confirmed by 0.71 accuracy, which means $71 \%$ of women's sex preference, has been classified correctly.
Conclusions: The most important determinant of women's child sex preference was age. It could be concluded that educated Iranian women in different age cohorts are in favor of having girls.
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## Introduction

GTobally, children sex preference have been a noticeable subject in demographic studies because of its potential negative social and demographic implications (1). Male preference is prevalent in many parts of the world particularly in South and East Asia, parts of the Middle East, and North Africa. In Bangladesh and Nepal, more than $95 \%$ and in Burkina Faso and Senegal, more than $30 \%$ of women had a preference for having a male child (2). Edlund and Lee resulted in a very insignificant tendency for South Korean women in a good condition to have more boys (2). Daughter preference has also been observed in some West African countries
including Ghana (21.3\%), Malawi (21.2\%) and Liberia (22.2\%) (1).
In Asia, the boy preference of many parents has led to perhaps abortion or directly killing of a large number of girls which cause to an unbalanced sex ratios (3). From the early 1980s, families could determine their children sex and also had age old son preference which resulted in unusually high male sex ratios over female in a number of Asian countries, such as China and India, two of the most populated countries (4-6).
Kugler and Kumar studied the number of Indian children for the families by using data from nationally representative household surveys (7). In spite of a strong preference for boys in India, families have children desire in the situation that their first child is a girl. It
means that Indian parents will continue to their children bearing until they reach to their desired sex. Thus, in this society, a convenient covariate to predict the probability of having a second child or the families total number of children could be the first child's sex (7).
American parents, specifically fathers, are also in favor of having boys over girls. Comparing to Asia, these son preference are less severe, but it has some outcomes. Dahl and Moretti (2008) showed that it seems fathers mainly motivate son preference of American parents. Though, women had only a slight preference for daughters (8).
Development of sex preference for children has also been documented in some studies on advanced western societies (9-12). The first reason of this progress might be due to the medical improvements which assist parents to choose deliberately their child's sex (13). The next reason is that in modern low-fertility societies, the sex composition of previous children might influence on the couples' childbearing behavior (14).
Infanticide, sex-selective abortions, or sex selection technologies joint with sever gender preference may lead to a serious bias of sex ratio. This imbalance between the two sexes could cause a postponement in the marriage, or a growth in the number of never married people. Moreover, gender preference may have extensive consequences for fertility behaviors of families. Parents who have the tendency of one or more definite sex children may make larger families comparing to the others (15).
Sex preference can also lead to gender bias in the allocation of food and health care (16). Birth intervals have been observed to be largest for women having equal number of boys and girls, intermediate for those having more boys than girls and shortest for those having more girls than boys. This may imply that sex preference tends to increase fertility levels (16).
Shahbaziyan et al. (2014) investigated that whether sex preference of parents in Iran and more specifically women can change the family fertility behavior in Kangavar city (17). They studied fertility according to sex preference, educational level, job status and
women's age. They found that there are a high relationship between educational level and gender preference for children. They showed that more sons led to less fertility. In addition, Mansurian and Khushnevis (2006) studied the sex preference influences of ever married women on their fertility behavior in Tehran. They found that fertility behavior in families having more boys is lower than families with more girls. The women in this study had preference to have more boys (18). Hejazi (2013) studied attitudes of employed Iranian women in Isfehan province to have second child (19). They have considered women's age, educational level, sex preference, and job status as predictors. They failed to find any sex preference for their children in their study.
One of the important determinants of fertility behaviors is sex preference for children and there are not so many studies examined Iranian women's sex preference for children as a response variable and determined its direct influential factors. Therefore, the main aim of this article is to investigate factors which affect Iranian women's sex preference for children by applying Classification \& Regression Trees algorithm (CART) as an applicable method.

## Methods

Most of researchers modeled sex preference by logistic regression. There are a number of reasons for difficulties of the traditional statistical methods like logistic regression to investigate sex preference. Logistic regression is poorly suitable for multiple evaluations. When there are many possible influential predictors, the task of variable selection is very problematic as well. Complicated interactions or patterns may occur in the model which is another vital issue. In addition, a common, but incorrect, method of handling missing data in most of traditional statistical methods is to exclude cases with missing values; this is both inefficient and runs the risk of introducing bias in the analysis (20-22).
To model sex preference, we applied the CART algorithm which is obtained by recurrently dividing the data, fitting a simple prediction model within each division. The
resulted algorithm graphically is a decision tree (23).

## CART Algorithm

Several statistical algorithms for building decision trees are available, including CART (24), C4.5 (25), CHAID (Chi-Squared

Automatic Interaction Detection) (26) and QUEST (Quick, Unbiased, Efficient, Statistical Tree) (27). Table (1) provides a brief comparison of the four most widely used decision tree methods $(28,29)$.

Table 1. Comparison of Different Decision Tree Algorithms

| Methods | CART | C4.5 | CHAID | QUEST |
| :---: | :---: | :---: | :---: | :---: |
| Measure used to select input variable | Gini index; <br> Towing criteria | Entropy info-gain | Chi-square | Chi-square for categorical variables; j-way ANOVA for continuous/ordinal variables |
| Pruning | Pre-pruning using a single pass algorithm | Pre-pruning using a single pass algorithm | Pre-pruning using chi-square test for independence | Post-pruning |
| Dependent variable | Categorical/ Continuous | Categorical/ Continuous | Categorical | Categorical |
| Input variables | Categorical/ Continuous | Categorical/ Continuous | Categorical/ Continuous | Categorical/ Continuous |
| Split at each node | Binary; Split on linear combinations | Multiple | Multiple | Binary; Split on linear combinations |

CART analysis consists of four steps; the first one contains of tree building by nodes splitting recursively. According to the distribution of node classes in the learning dataset and the decision cost matrix, each resulting node is allocated to a predicted class. The allocation of a predicted class to each node occurs regardless that node is successively split into child nodes. The next step involves in stopping the tree building process. In this situation, a greatest tree has been created, which possibly greatly over-fits the information contained within the learning dataset. The third step contains tree pruning, which results in a procedure for making simpler and simpler trees by cutting off unimportant nodes. The last step consists of optimal tree selection from pruned trees, in the way that it fits but not over-fit the information in the learning dataset.

Although the CART algorithm manual commends to investigate with different splitting measures, these measures will give similar results if response is a binary categorical variable. The Gini, followed by Twoing are the two most common splitting function (23). Gini index is a contaminationbased criterion that measures the differences between the probability distributions of the target variable's values. Some previous works have applied the Gini index (24, 30). He indexed is defined as:

$$
\begin{equation*}
\operatorname{Gini}(y, S)=1-\sum_{c_{j} \epsilon \operatorname{dom}(y)}\left(\frac{\left|\sigma_{y=c_{j}} s\right|}{|s|}\right)^{2} \tag{1}
\end{equation*}
$$

Where $S$ is a training set and $y$ is the probability vector of the target variable. Therefore, the assessment criterion for selecting the attribute $a_{i}$ is defined as:

$$
\begin{equation*}
\operatorname{GiniGain}\left(a_{i}, S\right)=\operatorname{Gini}(y, S)-\sum_{v_{i, j} \in \operatorname{dom}\left(a_{i}\right)}\left(\frac{\left|\sigma_{a_{i}=v_{i, j}} s\right|}{|S|}\right) \operatorname{Gini}\left(y, \sigma_{a_{i}=v_{i, j}} S\right) \tag{2}
\end{equation*}
$$

## Data Description

The data from 1250 ever married women aged 15-49 years having a child (children) and intended to have more child (children) in
"Childbearing Attitudes and Its Social, Economic and Cultural Factors" survey analyzed in this study (31). In the present study, although some behavioral questions were asked, we did not carry out any intervention.

Therefore, there was no requirement to obtain ethical code. Sex preferences of these women were assessed by two different questions, which measured the number of their Children Ever Born (CEB) and desired number of children. Multistage stratified sampling was used to select the women who referred in public health and treatment centers to vaccinate their children in 31 provinces in Iran, 2014. Different factors may affect women's sex preference. The list of dependent (response) and independent variables (factors) used in this study are as follows:
Sex preference for children (response variable): From 6231 women aged 15-49 in the survey (31); those did not want more children and were childless deleted from interested population. Then, the women's number of ever born and desired boys summed up and the same index calculated for girls as well in the resulted population in the previous step. The difference between the sum of girls and boys computed as preference values. Sex preference was categorized as boy preference, girl preference, and no sex preference. All respondents with zero preference values were classified as having no preference for a child's sex and deleted from interested population. All respondents with negative preference values were classified as having preference for boys and all those women with positive preference values were classified as having preference for girls. Thus respondents with boy or girl preferences were made the final sample in this study were 1250 women.
Place of residence: This is a place where women were living in the study time that could be even urban or rural areas.
Women's age: A four categorical variable with levels of 10-19, 20-29, 30-39, and 40-49 that is considered to measure the age of women in the survey time.
Women's educational level: It was considered as a categorical variable with five categories of under secondary, high school and diploma, associate and bachelor, master and above, and religious degree.
Women with different number of siblings: It has three categories as equal, more sisters, and more brothers, which represented women with equal number of sisters or brothers, more
sisters compared to brothers or more brothers compared to sisters, respectively.

## Results

The main aim of this study was to classify gender preference of 15-49 years old Iranian women. $51.04 \%$ and $48.96 \%$ of women preferred to have boys and girls, respectively. $68.6 \%$ of women are living in the urban area. $54.9 \%$ of them are 20-29 years old. Women's educational level $74.6 \%$ is diploma and less. $43.3 \%$ of women have more sisters than brothers while $38.7 \%$ of women are vice versa. Table (2) shows women's sex preference crossed by predictors in this study. According to the results of this table, women who lived in urban areas ( $50.3 \%$ ), had more than 30 years old ( $52.7 \%$ in age $30-39$ and $53.8 \%$ in age $40-$ 49), with educational level of associate and bachelor and higher ( $51.9 \%$ of associate and bachelor levels and $58.6 \%$ of master and above levels), had equal siblings or more sisters ( $51.1 \%$ of equal number of siblings and $50.8 \%$ of more sisters) preferred girls. While other women in each level of predictors preferred boys. None of the predictors had significant influential on women's sex preference (Table, 2).

Figure (1) presents decision tree of women's sex preference according to the selected predictors in this study. The rules of the extracted tree are as follows:

- Women whose age were 10 to 29 years old and their educational levels were associate and above or diploma and lower including religious degree preferred to have girls or boys, respectively.
- Women whose age were 30 to 49 years old and they had equal number of siblings and more sisters preferred to have girls.
- Women whose age were 30 to 49 years old and had more brothers according to their educational levels that were under secondary or high school and above preferred to have boys or girls, respectively.
Table (3) presents misclassification matrix for classification model. It specifies the precision of the classification model. In this table, the shaded cells indicate accurate classification of the tree on Figure (1). Equation (3) contains

[^0]the calculation method of the classification precision for this tree. It shows the correct proportion of total number, which predicted by tree. The results state that the accuracy of the model is $71 \%$, which indicates $71 \%$ ages of
women's sex preference have been classified correctly.
Table (4) shows the classification tree risks and standard errors for training and learning data. As mentioned before, to fit CART algorithm, data divided to two different groups

Table 2. Women's Gender Preference by Predicted Variables

| Variables |  | Children preference (Response Variable) |  |  | Chi-Square Test | Asymp. Sig. (2-sided) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Name | Value | Girl | Boy | Total |  |  |
| Place of Residence | Urban | 50.3 | 49.7 | 100 |  |  |
|  | Rural | 46.1 | 53.9 | 100 | 1.935 | $<0.164$ |
| Women's Age | 10-19 | 42.6 | 57.4 | 100 |  |  |
|  | 20-29 | 46.6 | 53.4 | 100 |  |  |
|  | 30-39 | 52.7 | 47.3 | 100 | 5.289 | $<0.152$ |
|  | 40-49 | 53.8 | 46.2 | 100 |  |  |
| Women's Educational Level | Under secondary | 45.9 | 54.1 | 100 |  |  |
|  | High school \& diploma | 49.7 | 50.3 | 100 |  |  |
|  | Associate and Bachelor | 51.9 | 48.1 | 100 | 4.876 | $<0.300$ |
|  | Master \& above | 58.6 | 41.4 | 100 |  |  |
|  | Religious Degree | 0.0 | 100.0 | 100 |  |  |
| Women's Difference Number of Siblings | Equal | 51.1 | 48.9 | 100 |  |  |
|  | More sisters | 50.8 | 49.2 | 100 | 3.027 | $<0.220$ |
|  | More brothers | 45.9 | 54.1 | 100 |  |  |

Table 3. Misclassification Matrix for Classification Tree

| Observed <br> Category | Predicted Category | Total |  |
| :---: | :---: | :---: | :---: |
| Girl | Girl |  |  |
| preference | Boy preference |  |  |
| preferce | 426 | 186 | 612 |
| Boy | 172 | 466 | 638 |
| preference | 598 | 652 | 1250 |
| Total | 598 |  |  |

Table 4. Risks and Standard Errors of the Classification Tree for Training and Learning Data

|  | Risk | Standard error |
| :--- | :--- | :---: |
| Learning set  <br> $\boldsymbol{k}$-fold cross validity of training set 0.446 $\mathbf{0 . 4 8 3}$ | 0.014 |  |



Figure 1. Decision Tree of Women's Sex Preference by Independent Variables

$$
\begin{equation*}
\text { Accuracy }=\frac{426+466}{1250}=0.71 \tag{3}
\end{equation*}
$$

of training and learning data and the model fits to these two groups. Indeed, training and learning data are used for fitting and confirming the validity of the model, respectively. When the risks of these two data sets are close to each other, it confirms the validity of the fitted model. According to the results of Table (4), the equality of these values confirms the validity of classification model, which is proposed by the classification tree in Figure (1).

## Discussion

What are the main reasons for parents to prefer children of one sex over another one? It can be due to the fact that children of a particular sex may provide certain services, such as financial, social, or emotional benefits for the family. In developing countries, for example, sons are preferred comparing to
daughters because they may provide assistance in agriculture and fishing (32). Moreover, sons are also prized for continuing the family name. On the other hand, daughters could be reliable in providing parents' old-age assistance, helping with household tasks or caring for their younger siblings. Thus, many families with in big favor for sons consider having at least one daughter (10).
Morgan et al. (1988) in his study stated that boys might diminish parents' separation risk, since fathers' responsibilities and marital consistencies are greater when they have sons (33). Mothers may also prefer girls because of raising them easier or more satisfying companions (34).
Brockmann (2001) also debated that the value of having daughters are growing due to the fact that they are participating more in laborforce and burden of ageing is increasing (35).

Moreover, the improvement of girl preference might be foster because of changing prospects regarding the division of work and family duties in the family and a more positive assessment of women's role in society (36).
Due to the consequences of sex preference for children on couple's fertility behavior such as sex-selective abortions and abnormally changes of sex ratios, it is important to investigate determinants of sex preference. Most of researchers modeled sex preference by logistic regression, which was developed by statistician. Hank and Kohler (2002) studied sex preference by multinomial logistic regression according to predictors such as age, educational level, cultural variables and sex distribution of previous children in Germany (37). Rai et al. (2014) examined sex preference by multinomial and Binary logistic regression in Nepal by selected predictors such as age, number of children, sex of the last child, educational level, and job and economic status (38). Frempong and Codjoe (2013) considered age, place of residence, region, religion, job status, lineage, and education, as predictors to study sex preference in Ghanaians family by binary logistic regression (39). Mansurian and Khushnevis (2006) have considered age, education, the total number of children, marriage duration, place of residence, sex composition of children as nominated predictors and found their influence on fertility by applying logistic regression in $\operatorname{Iran}$ (18).
There are a number of reasons for difficulties of logistic regression to investigate sex preference such as poorly suitable for modeling many possible predictor variables, generally difficult to model interactions and no efficient procedure to handle missing data. Due to the advantages of the CART algorithm compared to logistic regression, in this article, the CART algorithm was applied to model sex preference of 1250 women aged 15-49. However, there is not any reference of applying CART algorithm to sex preference, Saadati and Bagheri (2015) and Bagheri and Saadati $(2014,2015)$ employed this algorithm to ideal number of children and CEB data (2022).

Following results has been drawn from the extracted decision tree:

- Without considering any independent variables, women in this study preferred to have a son. This result is in favor of the results in countries such as India, China, and Korea. Pande and Astone (2007) discussed that this desire is extremely ingrained in social, economic and cultural elements (40).
- Educated women in young (10-29) and old (30-49) age groups preferred to have girls. The same result has been reported by Shahbaziyan et al. (2014) (17). Some authors such as Wongboonsin and Ruffalo, (1995) mentioned that variations in sex preference among countries and regions could be linked with factors involve the individual characteristics of parents, especially their level of education (41). The conclusion of Frempong and Codjoe (2013) was against girl preference. They resulted that Ghanaian women who had higher education had higher likelihood to prefer son (39).
- Women's age categories have also an important role on the resulted decision tree. Sex preference of women in young (10-29) and old (30-49) age groups were different. This is contrary to the findings of Westley and Choe's (2007) study in Pakistan (42). They suggested that young and old adults were less likely to prefer a daughter. Because sons are regarded as economic assets and security particularly during old age.
- Another important factor on women's sex preference in this study was the number of women's siblings. Some of the researchers such as Lyngstad and Prskawetz (2010) considered the number of siblings influenced on fertility (43). They measured social interaction through the cross-sibling influences on fertility of Norwegian families. The authors studied the data, which included the siblings' fertility, education, income, and marital histories. Kazemipour (2014) also highlighted to the influence of the number of women's siblings on their fertility. However, less attention has been devoted to the influence of women's siblings on their sex preference for children (31).

This article is extracted from a survey under the title of "Mining Demographic Data by Decision Tree" which is supported by National Population Studies and Comprehensive Management Institute in 2014 by the registered number of $20 / 15283$. Also, the author would like to acknowledge Associate Professor Sahla Kazemipour as executer of Childbearing Attitudes and Its Social, Economic and Cultural Factors survey in 2014.
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