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ABSTRACT 

The idea of using eye movement tracking to facilitate navigation and control has 

provided new avenues of development in the field of computer vision 

technology. Nonetheless, the rapidity of eyeball movement requires more 

efficient methods of tracking them than are currently in use.  In an extension to 

previous work, we have thus developed an effective method to track the multi 

directionality of an eyeball, using an extensive 3D-eyeball model, by means of 

utilising the corresponding features of the eye (its corners and pupil) to 

accurately measure the position of the eyeball without using specified 

calibration. Experimental results show that the approach achieves successful 

eyeball position measurement with lower error rates than have been obtained 

with other methods.  

Keywords: gaze direction; 3D eyeball; image processing; gaze detection; iris 

image; 

1. INTRODUCTION 

Eye detection and movement tracking is an active field of research and has been used, amongst other things, 

to collect data for studies on human behaviour, perception and cognition. The significance of eye movements with 

regards to the perception of and attention to the visual world is well acknowledged since it is the means by which 

the information needed to identify the characteristics of the environment is gathered for processing in the human 

brain [1]. Eyes are a human’s most sensitive yet powerful sensory organ that not only provide vision but now, due 

to advancements in eye tracking systems, facilitate a means of interaction with such devices as computers as well. 

This type of tracking system can be deployed for verification purpose, for behaviour analysis, for medical 

treatment and many others. For example, eye tracking technology is a way to implicitly measure people’s attention 

to certain product packs, advertisements, billboards and many other forms of marketing strategies. Numerous 

methods have been proposed in this area of research, but researchers are trying to achieve yet better accuracy. 

Eye tracking technology has also been deployed to help people with disabilities to interact and navigate their 

environment more easily. The technology works by transmitting signals, generated by an eye tracking system, to 

supportive equipment that acts appropriately in response to the received signal. For example, there are now battery 

driven wheelchairs whose movement is controlled through appropriate movement of the user’s eyes [2]. In other 

endeavours, eye tracking has been used to diagnose abnormalities and disease of the eye. Moreover, eye tracking 

systems have been used in cognitive studies to help understand a human’s behaviour and frame of mind [3]. 

Nonetheless, despite the significant achievements to date, eye tracking remains a difficult task, not least because 

of the speed with which humans can change their direction of gaze. Notwithstanding the difficulties, interest in 

eye tracking will continue to grow as domains such as virtual and augmented reality will develop further. Within 

such environments, being able to rapidly and accurately measure the gaze direction of users can significantly 

enhance their sense of emersion within them. 

Despite the advancements in the technology, commercial eye trackers tend to be expensive and many require 

additional hardware such as glasses with connected cameras or customised headsets [4]. Our focus has been to 

develop an accurate method that can operate without using these additional hardware devices. To achieve this, we 

have used the webcam integrated within a laptop [5]. 

In previous work [6], we dealt with left, right, forward and upward gaze directions. In this paper we describe 

an efficient method that makes use of a 3D eye model to detect the direction of eye gaze. The method ameliorates 

the most common problem faced when considering downward gaze direction, which is the difficulty of detecting 

the eyeball when it is obscured by the eyelid. 
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The rest of the paper is organized as follows: Section 2 explains some of the existing methods for eye detection 

and tracking; Section 3 details the methodology developed; Section 4 presents the results obtained; and, Section 

5 articulates the conclusions reached. 

2. EXISTING METHODS 

Real-time eye tracking and gaze estimation is one of the most important topics in computer vision because of 

its beneficial implications for controlling devices. The techniques have the potential to revolutionise human 

computer interaction, including for those where traditional means of interface is not physically possible. One 

proposed algorithm for eye detection uses the geometrical information obtained from the iris of both eyes in turn 

to determine their location within an image. The iris is darker than its background (sclera), it is thus relatively 

straightforward to determine its edges and thus locate the pupil with respect to the radius of the iris. The algorithm 

provides good results, even when the eyes are only partially opened [7]. 

Each eye’s uniqueness and simple architecture gives it potency in many biometric and security applications 

as they afford a means of identifying and tracking individuals. One method for locating eyes in real-time uses the 

Euclidean distance between the eye’s edges, determined by using a combination of Sobel and Prewitt masks to 

identify the horizontal eye edges within the facial image. The Euclidean distance enables the verification of the 

measurements because the distance between each eye’s centre and the mouth’s centre is the same. The method 

described produced an accuracy of 93% for eye detection [8]. 

As mentioned earlier, one important application of eye tracking is to improve the user experience in virtual 

reality environments. In such systems, eye tracking is an important means of determining where a user’s focus of 

attention is. This technology is playing an increasingly important role in the fields of business and marketing 

where automatically determining the focus of customers’ attention can lead to better product placement strategies 

and thus potentially increased sales. For example, some advanced web-based applications constantly track the 

direction of a user’s gaze as they look at a website. Data can be gathered that provides information about exactly 

how many users have seen an advertisement, noticed a brand, or consumed a key marketing message [9]. Other 

applications facilitate innovation, for example where a test group of potential customers are asked to wear eye 

tracking devices while shopping that can be used to determine what attracted their attention and for how long, 

results analysis can then inform produce placement and store layout. 

Gaze-detection has also been used to help those with disabilities as, despite other impairments, many such 

users are still able to control their gaze. This can, for example, help them make use of gaze-based virtual keyboards 

through which all letters can be accessed directly through a single command. In addition to this, a USB mouth 

switch that is directly connected to the computer mouse can replace the mouse left-click button. Two consecutive 

steps are required for the selection of a command: the user directly focuses their gaze towards the desired 

command on the screen and then selects the command by means of the switch, operated by the mouth. Experiments 

performed to evaluate three possibilities - gaze detection with mouth switch, gaze detection with dwell time by 

considering the distance to the closest command, and the gaze detection within the surface of the command box–

determined that the mouth switch resulted in the best performance in terms of typing speed [10].  

Cost and hardware requirement are an issue in most portable and compact eyeball tracking systems. One 

method used to reduce cost uses infrared rays to detect the pupil of the eye using an energy-controlled curve fitting 

method that facilitates accurate eye tracking [11]. The method also uses an iterative eclipse fitting process for 

pupil detection where the gaze of the eye’s field of view is estimated based on the pupil-tracking results and a 3D 

eye model. The results of experimentation produced an error rate of less than 0.5 degrees. 

3. METHODOLOGY 

We have developed a simple yet accurate method for tracking gaze direction. The method involves locating 

both the eyeball centre (pupil) and eye corner. A scalene triangle is created from the eye corner to the eyeball 

centre relative to a vertical line projected from the corner as shown in Figure 1. The angle between the two is 

calculated and, as the eyeball moves, the change of angle is indicative of that movement. 

The method first acquires the input image in real-time before enhancing it and removing noise through pre-

processing. The eyeball is then detected before the Viola-Jones algorithm is used to locate the eyes themselves. 

The location of each eye’s pupil and corners are then used to calculate the angle of gaze. The overall flow of the 

methodology is shown in Figure 2. 



J. softw. eng. intell. syst.  Muhammad Sajid Khan  ISSN: 2518-8739 

 

13 
 

 

Figure. 1 Angle between pupil and eye corner standard dataset 

 

 

Figure. 2 Block diagram of methodology 

3.1 Eye pupil detection 

The central idea of the concept involves determining the 3D rotation of eyeball based upon the location of the 

eye’s pupil, which is found using the Circular Hough Transform (CHT) [12], that enables the detection of circular 

objects even in noisy images. The CHT extracts three parameters that are necessary to draw a circle (that is, the 

X and Y coordinates of the circle’s centre and its radius). The CHT algorithm works by detecting edges in a binary 

image and generating circles for every single pixel and updating the values of intersecting points; the pixel with 

the maximum value will be the centre of circle that represents the pupil, as illustrated in the image shown in Figure 

3. 

 

Figure. 3 The result of Circular Hough Transform (CHT) 

3.2 Eye color detection 

Eye corners are the points where both eyelids meet and, depending on illumination conditions, their detection 

can be challenging. One successful method of detection involves elliptical mask mapping followed by 

thresholding of the eye image [13]. The structural characteristics of an eye resemble an ellipse, where the two 

focal points are the eye corners. The method begins with a cropped grayscale eye image to which an elliptical 

mask is applied. The candidate eye corner positions are identified using the Harris and Stephens corner detector 

[13]. The actual corner positions are assumed to be the candidate eye corner positions with the furthest distance 

between them (see Figure 4).  
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Figure. 4 Overall scheme for eye corner detection [13] 

3.3 Proposed approach 

Since the approach adopted resembles the shape of a right-angled triangle [13], Equation 1is used to calculate 

the acute angle which is indicative of eyeball movement and used identify point of gaze.  

 

Figure. 5 The scenario of the direction view 

Point O represents the left corner of eye, whose pixel value is known. Point B represents the centre of eyeball 

(pupil) with known value of XY coordinate. For point A, Y coordinate will be equal to Y coordinate of B (that is, 

y1=y2), similarly X coordinate of point A will be equal to x coordinate of O. x1=x. To find the acute angle α, the 

triangle equation is used: 

𝑆𝑖𝑛 𝛼 =  
𝑂𝑝𝑝

𝐻𝑦𝑝
                                                                                     𝑒𝑞(1) 

 

 

𝛼 =  𝑆𝑖𝑛−1
𝑂𝑝𝑝

𝐻𝑦𝑝
                                                                                 𝑒𝑞(2) 

 

 

𝛼 =  𝑆𝑖𝑛−1
𝑂𝑝𝑝(𝑥1 − 𝑥,   𝑦1 − 𝑦)

𝐻𝑦𝑝(𝑥2 − 𝑥,   𝑦2 − 𝑦)
                                                𝑒𝑞(3) 

 

3.4 Tracking strategy for gaze detection 

The point of gaze will be fixed based on the value of angle calculated. For different gaze directions, the value 

of the angle changes accordingly. When using the left corner of the eye, as the eyeball moves toward the right 

side, the value of angle decreases and vice versa. Using the Equation 3, the angle can be determined that enables 

the direction the user is looking to be calculated. 

3.5 3D eyeball construction 

To facilitate analysis of the developed system, a 3D eyeball model has been constructed (see Figure 6) that 

shows a realistic 3D rotation of the eyeball as its movement is tracked.  

 

Figure. 6 3D eyeball tracking viewing system 
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4. EXPERIMENTAL RESULTS AND FINDINGS 

The output comprises of a 3D eyeball model that follows and displays the gaze direction in real-time. The 

results show that the developed method is, despite its simplicity, very effective at tracking direction of gaze. A 

sample of the output obtained for one user is shown in Figure 7. 

 

Figure. 7 The downward direction tracking of proposed system 

 

User looking straight      User looking towards right 

 

User looking towards left            User looking towards upper right 

 

 

 

User looking towards upper left     User looking towards slightly downward 

Figure. 8 An example of the output obtained when detecting the gaze direction of an individual 
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The system has been tested on five groups of seven individual each with different skin colour, eye size, and 

where some wore contact lenses or glasses. Experimental results are analysed via graphical representation (see 

Figure 8) by setting error rate and response time as parameters. The error rate is measured by calculating the 

average of number of faces not detected a group and is shown in Figure 9. 

 

Figure. 9 Graphical representation of experimental results 

5. CONCLUSION 

The use of eye tracking within an 3D virtual/augmented reality system enables the user’s gaze to be determined 

in a way that enables them to interact with their local environment. This paper articulates a method that provides 

an improvement to the techniques that are currently used to facilitate such tracking. Moreover, the method 

described is straightforward to setup and use. 
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