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Abstract

Although the deployment of wireless systems is widespread, there are still sectors where
they are not used due to their lack of reliability in comparison to wired systems. Sectors like
industry or vehicle communications consider their environment hostile because the wireless
signals suffer a lot of interferences. One of such environments is the railway sector, where
wiring removal will allow more flexibility for both control and monitoring systems.

This thesis analyzes wireless communications inside train cars, aiming at modelling their
behavior and at proposing techniques to increase the reliability of the critical signals among
train systems, wich can coexist with other lower priority systems. After proposing a novel
model of an inside train wireless channel, a transmission system based on Layered Division
Multiplexing (LDM) has been proposed which theoretically promises higher capacities than
traditional TDM or FDM. This capacity gain is used to provide higher reliability to critical
data using Unequal Error Protection (UEP) while maintaining the same bit rate as equivalent
TDM or FDM based systems.

In the final part of the thesis, simulation results of the proposed LDM system are pro-
vided, combined with Alamouti space time coding and different coding rates. Multiantenna
extensions of the proposed LDM schemes are also simulated, providing BER and throughput
results. These results will be used to shed light about how to reduce BER of an inside train
wireless communication system.
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Resumen

Aunque el despliegue de los sistemas inalámbricos está muy extendido, aun hay sectores
donde no se utiliza por la poca fiabilidad que proporcionan comparado con los sistemas ca-
bleados. Sectores como la industria o las comunicaciones vehiculares consideran el entorno
donde trabajan como entorno hostil, debido a que las señales inalámbricas sufren muchas
interferencias. Uno de estos entornos es el de las comunicaciones en ferrocarril donde la
eliminación de cables permitiría mayor flexibilidad entre los sistemas de control y monitor-
ización.

En esta tesis se analiza el canal de comunicación inalámbrico dentro de los trenes, con el
objetivo de modelar su comportamiento y proponer técnicas que permitan aumentar la fiabil-
idad de la información de tipo crítico transmitida entre los sistemas del tren, repercutiendo
lo menos posible en otros sistemas de menor prioridad. Tras proponer el modelo de canal
inalámbrico dentro del tren, se ha propuesto un sistema de transmisión basado en Layered
Division Multiplexing (LDM) que analizándolo teóricamente promete mayores capacidades
que los tradicionales TDM o FDM. Esta capacidad se utilizará para obtener mayor redun-
dancia de los datos críticos usando Unequal Error Protection (UEP) manteniendo la misma
tasa de transferencia bits que los sistemas basados en TDM/FDM.

En la parte final de la tesis, se obtienen resultados de las simulaciones realizadas con
el sistema LDM propuesto, combinada con codificación espacio temporal como Alamouti
y diferentes ratios de codificación. También se han simulado configuraciones multiantena
obteniendo resultados de BER y throughput. Estos resultados servirán para arrojar luz
sobre cómo reducir el BER en las comunicaciones inalámbricas dentro de los trenes.
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Laburpena

Haririk gabeko sistemak oso hedatuak dauden arren oraindik erabiltzen ez dituen sektoreak
badaude ematen duten fidagarritasuna txikia delako kableatutako sistemekin alderatuz. In-
dustria bezalako sektoreek edo ibilgailuetako komunikazioek lan egiten duten ingurua oso
zaratatsua izaten da eta seinaleek interferentzia asko jasaten dituzte.

Tesi honetan tren barruko haririk gabeko komunikazio kanala aztertzen da, bere portaera
aztertu eta modelatzeko asmotan. Jakintza honekin zein teknika izan daitekeen erabilgarriak
aztertuko da datuen fidagarritasuna handitzeko helburuarekin, lehentasun gutxiago duten
sistemetan eragin txikiena izanik. Modeloa atera ondoren proposatu den transmisio sistema
Layered Division Multiplexing (LDM) izan da, non azterketa teorikoek TDM edo FDM
sistemek baino kapazitate gehiago dutela frogatzen dute. Kapazitate hau sistemaren datu
kritikoei erredundantzia gehiago emateko erabiliko da Unequal Error Protection (UEP) er-
abiliz, TDM/FDM sistemetan bidaltzen den bit tasa kopurua mantenduz.

Tesiaren azken partean, proposatutako LDM sistemaren simulazio emaitzak ematen dira,
Alamouti espazio denbora kodifikazioarekin konbinatuak eta kodigo ratio desberdinekin.
Antena anitzezko konfigurazioak ere simulatu dira BER eta throughput emaitzak lortuz.
Emaitza hauek haririk gabeko tren barruko komunikazioetan BER-a nola gutxitu daitekeen
jakiten lagunduko digute.

vii



Contents

Declaration of Originality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
List of Symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xix

1 Introduction 1
1.1 Introduction and state of art . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Channel models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1.2 Wireless transmission systems . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Motivation and hypothesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.6 Contributions of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Wireless channel models and systems in vehicular environments 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Wireless channel models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.1 Communication scenarios of interest . . . . . . . . . . . . . . . . . . 7
2.2.1.1 Industrial environment . . . . . . . . . . . . . . . . . . . . . 8
2.2.1.2 Vehicular environment . . . . . . . . . . . . . . . . . . . . . 8

2.2.2 Channel models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2.1 Bidirectional propagation . . . . . . . . . . . . . . . . . . . 12

2.2.3 Channel model classification . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.3.1 Physical models . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.3.1.1 GBDM - Geometric Based Deterministic Model . . 14

viii



2.2.3.1.2 GBSM - Geometric Based Stochastic Model . . . . 14
2.2.3.1.3 NGSM - Non-Geometrical Stochastic Model . . . . 15

2.2.3.2 Analytical models . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.3.2.1 Correlation based analytical models . . . . . . . . . 16

2.2.3.2.1.1 Identically independently distributed model
(i.i.d.) . . . . . . . . . . . . . . . . . . . . . 17

2.2.3.2.1.2 Kronecker model . . . . . . . . . . . . . . . 18
2.2.3.2.1.3 Weichselberger model . . . . . . . . . . . . . 18

2.2.3.2.2 Analytical models based on propagation . . . . . . 19
2.2.3.2.2.1 Finite reflecting elements model . . . . . . . 19
2.2.3.2.2.2 Virtual channel representation . . . . . . . . 20

2.2.4 Standardized models . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.4.1 COST 259/273 . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.4.1.1 COST 259 . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.4.1.2 COST 273 . . . . . . . . . . . . . . . . . . . . . . . 21

2.2.4.2 3GPP SCM . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.4.3 IEEE 802.11n . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.4.4 Winner model . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.4.5 HiperLAN 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.3 Wireless systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.1 Multiantenna systems . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.3.1.1 SISO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.1.2 MIMO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3.1.3 SIMO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.1.4 MISO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3.1.5 Random Channels . . . . . . . . . . . . . . . . . . . . . . . 32

2.3.2 Space-Time Block Coding . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3.2.1 Alamouti Space-Time Code . . . . . . . . . . . . . . . . . . 32
2.3.2.2 Maximum Likelihood Decoding . . . . . . . . . . . . . . . . 33
2.3.2.3 General STBC Schemes . . . . . . . . . . . . . . . . . . . . 34

2.4 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3 Wireless channel model for inside train carriage communications 36
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Target scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Ray-Tracing Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 D2b Winner model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5 Comparison between different models . . . . . . . . . . . . . . . . . . . . . . 44



3.6 Proposed Winner model for inside carriage wireless communications . . . . . 45
3.6.1 Parameters of the proposed Winner model . . . . . . . . . . . . . . . 46
3.6.2 Comparison and validation of the proposed model . . . . . . . . . . . 49

3.7 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4 Unequal Error Protection using LDM in time critical applications 53
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Layered Division Multiplexing - LDM . . . . . . . . . . . . . . . . . . . . . . 54
4.3 Capacity comparison between LDM and TDM/FDM . . . . . . . . . . . . . 56
4.4 Proposal for using LDM with Unequal Error Protection in intravehicular net-

works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.4.1 Application scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.4.2 Signal model and channel coding . . . . . . . . . . . . . . . . . . . . 60
4.4.3 Performance measurements . . . . . . . . . . . . . . . . . . . . . . . 62

4.5 Simulations and results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.5.1 Simulation scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.5.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.5.2.1 Critical data BER vs g . . . . . . . . . . . . . . . . . . . . . 63
4.5.2.2 Throughput of non critical data . . . . . . . . . . . . . . . . 65
4.5.2.3 Throughput comparison of critical and non critical data . . 66
4.5.2.4 Throughput comparison of TDM and LDM . . . . . . . . . 67
4.5.2.5 BER and throughput curves over SNR . . . . . . . . . . . . 68

4.6 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5 System performance using SISO 71
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Simulator characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.3 Test scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.4 Initial test scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.5 SISO scenarios with same code rate K . . . . . . . . . . . . . . . . . . . . . 75
5.6 TDM vs LDM using different coding rates . . . . . . . . . . . . . . . . . . . 78

5.6.1 TDM and LDM scenario comparison with maximum critical through-
put 5/40 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.6.2 TDM and LDM scenario comparison with maximum critical through-
put 3/40 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.6.3 TDM and LDM scenario comparison with maximum critical through-
put 1/40 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.6.4 Simulation results summary . . . . . . . . . . . . . . . . . . . . . . . 93
5.7 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95



6 Performance with multiantenna configurations 96
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.2 Simulator characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.3 Test scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.4 LDM SISO vs TDM MISO systems with same data bitrate 0.5 . . . . . . . . 97
6.5 LDM MISO vs TDM MISO systems with same critical data bitrate 0.5 . . . 99
6.6 MIMO scenarios with same critical data bitrate . . . . . . . . . . . . . . . . 100

6.6.1 LDM vs TDM MIMO systems with critical data bitrate 0.5 . . . . . . 100
6.6.2 LDM vs TDM MIMO system with critical data bitrate 5/40 . . . . . 101
6.6.3 LDM vs TDM MIMO system with critical data bitrate 3/40 . . . . . 102
6.6.4 LDM vs TDM MIMO system with critical data bitrate 1/40 . . . . . 104

6.7 Summary of simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.7.1 MISO scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.7.2 MIMO scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.8 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

7 Conclusion and Further Research 107
7.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2 Thesis Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.3 Suggestions for Further Research . . . . . . . . . . . . . . . . . . . . . . . . 108

A Publications 110

References 113



List of Figures

2.1 Example of a industrial environment [Karedal07]. . . . . . . . . . . . . . . . 8
2.2 Direct signal receiving from a BS to mobile receivers inside train. . . . . . . 11
2.3 BS to repeater transmission, and retransmission to end devices. . . . . . . . 11
2.4 Channel classification and channel models [Ozcelik04]. . . . . . . . . . . . . . 13
2.5 A typical V2V environment and its description using GBDM [Maurer08]. . . 15
2.6 Geometrical description using RS-GBSM of the V2V model of the Figure 2.5

[Wang09]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.7 Geometric description using IS-GBSM of the V2V model of the figure 2.5

[Wang09]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.8 Steps to obtain Winner model parameters [Pekka07a]. . . . . . . . . . . . . . 24
2.9 Model generation to be used in simulators [Pekka07a] . . . . . . . . . . . . . 25
2.10 Antenna configuration in space-time systems. . . . . . . . . . . . . . . . . . 28
2.11 Block diagram of a Alamouti space-time encoder. . . . . . . . . . . . . . . . 33
2.12 Alamouti diversity scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.1 Comparison of PL: train, free space and office. . . . . . . . . . . . . . . . . . 38
3.2 Train plant diagram used to generate the model (distances in cm.) . . . . . . 38
3.3 3D model of a train carriage. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4 Screenshoot of the simulator and ray representation. . . . . . . . . . . . . . . 40
3.5 Delay Spread of the simulated system using Ray Tracing. . . . . . . . . . . . 40
3.6 Simulated PL using Ray Tracing and Least Squares (LS) approximation. . . 41
3.7 Comparison between PL using RT simulator and measurements. . . . . . . . 42
3.8 Comparison of obtained Delay Spread using RT and the measurements. . . . 42
3.9 D2b propagation scenario inside a train carriage [Pekka07b]. . . . . . . . . . 43
3.10 Delay Spread of the A1 NLOS Winner model. . . . . . . . . . . . . . . . . . 43
3.11 Comparison of the 3 PL: Winner D2b, RT and measurements. . . . . . . . . 44
3.12 DS comparison of the 3 models: Winner, RT and measurements. . . . . . . . 45
3.13 Resulting path loss using RT and the model. . . . . . . . . . . . . . . . . . . 46

xii



3.14 Comparison of the received power using RT and the proposed model (-15 dB
power offset in RT power for better viewing). . . . . . . . . . . . . . . . . . . 49

3.15 Comparison of the CDF of the received power using RT and the proposed
model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.16 Comparison of the DS of the simulation and the proposed model. . . . . . . 50
3.17 DS CDF comparison between RT simulation and proposed model. . . . . . . 51
3.18 System capacity as a function of the distance. . . . . . . . . . . . . . . . . . 52
3.19 CDF of capacities of the proposed model and the RT simulation. . . . . . . . 52

4.1 LDM scheme examples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Time division in TDM system. . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3 LL vs UL capacity using ideal codification over a gaussian channel. SNR of

the UL is fixed to 0 dB and SNR of the LL varies from 20 to 10 dB. . . . . . 58
4.4 Example of a train scenario where the critical control systems are in hostile

environments and non critical multimedia (MM) systems are located near the
transmitter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.5 Time division using LDM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.6 Simplified baseband transmission scheme used to evaluate LDM. . . . . . . . 63
4.7 Critical data BER with SNR 0 dB vs g. . . . . . . . . . . . . . . . . . . . . . 64
4.8 Normalized non-critical data throughput vs g with Tc = 0.05. . . . . . . . . . 65
4.9 Critical data normalized throughput vs non critical data normalized through-

put. Critical receiver SNR = 0 dB and Tc = 0.25. . . . . . . . . . . . . . . . 66
4.10 LDM throughput gain over TDM throughput. . . . . . . . . . . . . . . . . . 67
4.11 BER of critical data with g = 0.3 and Tc = 0.15. . . . . . . . . . . . . . . . 68
4.12 Normalized Throughput of Critical data with injection level g = 0.3 and

Tc = 0.15. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.13 BER of Non Critical data with injection level g = 0.3 and Tc = 0.15. . . . . 69
4.14 Normalized Throughput of Non Critical data with injection level g = 0.3 and

Tc = 0.15. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.1 Two layer LDM transmitter block diagram. . . . . . . . . . . . . . . . . . . . 72
5.2 Two layers LDM receivers block diagrams. . . . . . . . . . . . . . . . . . . . 73
5.3 Critical data BER of scenario 1.1. . . . . . . . . . . . . . . . . . . . . . . . . 74
5.4 Simulation results of scenario 1.1, 1.2 and 1.3. . . . . . . . . . . . . . . . . . 75
5.5 Simulation results of scenario 2.1. . . . . . . . . . . . . . . . . . . . . . . . . 76
5.6 Winner channel simulation results: scenario 2.1 vs scenario 2.2. . . . . . . . 77
5.7 Critical data BER of scenario 3.2. . . . . . . . . . . . . . . . . . . . . . . . . 78
5.8 Winner channel simulation results: scenario 3.1 vs scenario 3.2. . . . . . . . 80
5.9 Average BER simulation results of scenario 3.1 and 3.2. . . . . . . . . . . . . 82



5.10 BER difference of scenario 3.1 and 3.2. . . . . . . . . . . . . . . . . . . . . . 83
5.11 Critical data BER of scenario 3.4. . . . . . . . . . . . . . . . . . . . . . . . . 84
5.12 Comparison results of scenario 3.3 vs scenario 3.4. . . . . . . . . . . . . . . . 86
5.13 Average BER simulation results TDM and LDM KLDM

UL = 3/40. . . . . . . . 87
5.14 BER difference of scenarios 3.3 and 3.4. . . . . . . . . . . . . . . . . . . . . . 88
5.15 Comparison results of scenario 3.5 vs scenario 3.6. . . . . . . . . . . . . . . . 90
5.16 Average BER simulation results TDM and LDM KLDM

UL = 1/40. . . . . . . . 91
5.17 BER difference of scenarios 3.5 and 3.6. . . . . . . . . . . . . . . . . . . . . . 92
5.18 Comparison of tested scenarios. . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.1 Simulation results of scenario 2.2 vs scenario 4.1, 4.2 and 4.3. . . . . . . . . . 98
6.2 Simulation results of scenario 4.1, 4.2 and 4.3 vs scenario 4.4. . . . . . . . . . 100
6.3 Simulation results of scenario 5.1, 5.2, 5.3 and 5.4. . . . . . . . . . . . . . . . 101
6.4 Simulation results of scenario 5.5 and 5.6. . . . . . . . . . . . . . . . . . . . 102
6.5 Simulation results of scenario 5.7 and 5.8. . . . . . . . . . . . . . . . . . . . 103
6.6 Simulation results of scenario 5.9 and 5.10. . . . . . . . . . . . . . . . . . . . 104



List of Tables

2.1 Scenario classification in HST. . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Channel measurements campaigns done in HST. . . . . . . . . . . . . . . . . 10
2.3 Measured and modelled scenarios in Winner. . . . . . . . . . . . . . . . . . . 26
2.4 Physical layer modes of HiperLAN 2 [Haider02]. . . . . . . . . . . . . . . . . 27
2.5 Channel models used in HiperLAN 2. . . . . . . . . . . . . . . . . . . . . . . 27

3.1 Pathloss coefficient N according to [ITU-R07]. . . . . . . . . . . . . . . . . . 37
3.2 Comparison between measured PL and obtained PL using RT. . . . . . . . . 41
3.3 Comparison of DS of the three models. . . . . . . . . . . . . . . . . . . . . . 44
3.4 A and B values of the path loss. . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.5 Number of paths between a Tx antenna i and a Rx antenna j. . . . . . . . . 47
3.6 Shadowing values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.7 Delay distribution of the models. . . . . . . . . . . . . . . . . . . . . . . . . 48
3.8 Exponential factor value. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.9 Fast fading values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.10 Departure and arrival angle generation. . . . . . . . . . . . . . . . . . . . . . 49

4.1 Equivalence between TDM and LDM parameters used in simulations. . . . . 64

5.1 Tested scenario summary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.2 Initial test scenarios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.3 Tested scenarios 2.1 and 2.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.4 Tested scenarios 3.1 and 3.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.5 Tested scenarios 3.3 and 3.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.6 Tested scenarios 3.5 and 3.6. . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

6.1 Summary of tested multiantenna scenarios. . . . . . . . . . . . . . . . . . . . 97
6.2 Tested scenarios 2.2, 4.1, 4.2 and 4.3. . . . . . . . . . . . . . . . . . . . . . . 97
6.3 Tested scenarios 4.1, 4.2, 4.3 and 4.4. . . . . . . . . . . . . . . . . . . . . . . 99

xv



6.4 Tested scenarios 5.1, 5.2, 5.3 and 5.4. . . . . . . . . . . . . . . . . . . . . . . 100
6.5 Tested scenarios 5.5 and 5.6. . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.6 Tested scenarios 5.7 and 5.8. . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.7 Tested scenarios 5.9 and 5.10. . . . . . . . . . . . . . . . . . . . . . . . . . . 104



Acronyms

3GPP: 3rd Generation Partnership Project
AP: Access Point
ATSC 3.0: Advanced Television Systems Committee 3.0
AWGN: Additive White Gaussian Noise
BER: Bit Error Rate
BPSK: Binary Phase Shift Keying
BS: Base Station
BW: Bandwidth
CDF: Cumulative Distribution Function
COST: European Cooperation in the Field of Scientific and Technical Research
CSI: Channel State Information
DoA: Direction of Arrival
DoD: Direction of Departure
DS: Delay Spread
DSRC: Dedicated Short Range Communication
DTT: Digital Terrestrial Television
EMS: European Modeling Symposium
ETSI: European Telecommunications Standard Institute
FDM: Frequency Division Multiplexing
FSL: Free Space Losses
GBDM: Geometric Based Deterministic Model
GBSM: Geometric Based Stochastic Model
GEV: Generalized Extreme Value
HST: High Speed Train
i.i.d.: Identically Independently Distributed
IS-GBSM: Irregular Shape Geometric Based Stochastic Model
LDM: Layer Divison Multiplexing
LDPC: Low Density Parity Check

xvii



LL: Lower Layer
LN: Log Normal
LOS: Line Of Sight
LS: Least Squares
Mbps: Megabits per second
MIMO: Multiple Input Multiple Output
MISO: Multiple Input Single Output
MPC: Multipath Component
MS: Mobile Station
NGSM: Non Geometrical Stochastic Model
NLOS: No Line Of Sight
OFDM: Orthogonal Frequency Division Multiplexing
OSTBC: Orthogonal Space Time Block Coding
PL: Path loss
QoS: Quality of Service
QPSK: Quadrature Phase-Shift Keying
RS-GBSM: Regular Shape Geometric Based Stochastic Model
RT: Ray Tracing
Rx: Receiver
SCM: Spatial Channel Model
SDR: Software Defined Radio
SISO: Single Input Single Output
SNR: Signal to Noise Ratio
STBC: Space Time Block Coding
SVD: Singular Value Decomposition
TCMS: Train Control and Monitoring System
TDD: Time Division Duplex
TDM: Time Division Multiplexing
TDMA: Time Division Multiple Access
Tx: Transmitter
UEP: Unequal Error Protection
UL: Upper Layer
V2V: Vehicular to Vehicular
WINNER: Wireless World Initiative New Radio



List of Symbols

X̄UL(k) Estimated UL symbol at k-th subcarrier

X̄UL(k) UL symbol estimation at k-th subcarrier

∆Thnc Non-critical data throughput difference
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Chapter 1

Introduction

1.1 Introduction and state of art

The use of wireless communications has grown in recent years. The incorporation of wireless
systems at homes, offices and in public places has been made gradually and nowadays we are
surrounded of wireless transmission and reception systems. The adoption of wireless systems
in leisure and entertainment has evolved from the IEEE 802.11b based transmission systems
that reached 11 megabits per second (Mbps) to the IEEE 802.11ac [IEEE13] standard that
can reach up to 1.3 Gbps. The evolution of wireless systems in consumer markets has been
lead by the demand of the end users, who want more throughput and for whom reliability
of the data is not so important.

Although wireless systems implementation in our everyday life is widespread, the imple-
mentation and use of wireless systems in environments considered hostile is very limited.
Traditionally, the communications deployment in a hostile environment has been done in a
wired way using shielded cables, since the robustness and reliability of wireless systems in
hostile environments is not guaranteed due to noise and interference [Pellegrini06].

Environments considered hostile, such as industrial or vehicle communications, have char-
acteristics and peculiarities that home or office environment do not have, such as the presence
of metallic elements or the appearance of spurious or unwanted elements in the signal due
to short-term interferences. The advantages of using wireless systems in such hostile envi-
ronments are the following:

• Reduction of system weight by removing interconnection wiring between different ele-
ments.

• Ease of adaptation to different locations of measurement and control systems.

• Avoidance of mechanical problems due to cables, such as the twisting of cables when
moving parts are intercommunicated.

Although the advantages of wireless systems in such environments are promising, there
are a number of issues that need to be addressed. The wired system is more immune to
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electromagnetic interference than the wireless system thanks to its external shielding and
the signal does not suffer the characteristic fading of the wireless channel.

To design robust wireless systems to be used in hostile environments, it is important to
characterize the propagation medium. There are many different hostile environments that
can be characterized, but two of them have special interest in the scientific community:

• Industrial environments.

• Vehicular environment.

This thesis focuses on vehicular environment, specifically on railway systems and the use
of wireless schemes. The main issues that have been addressed are the proposal of a suitable
wireless channel model and the design of an effective transmission scheme to reduce data
error rate increasing reliability.

1.1.1 Channel models

In order to analyze the reliability of the most appropriate wireless systems, it is important
to know the model of the channel over which the information will be propagated [Molisch05]
[Liu12] [Unterhuber16]. An accurate channel model will allow us to know the behavior of
the system and design the most appropriate transmission scheme to meet the requirements
of reliability, delay or throughput. Although there are different methods of modelling the
communications channel, they are commonly classified as physical models or analytical models
[Ozcelik04].

The proper modeling of the channel helps us to know the propagation mode of the waves
and the adverse effects that the signal will suffer. It allows us to foresee how the propagation
medium will affect wireless communications and analyze the actions that need to be taken
to avoid such adverse effects.

There are different ways to obtain a channel model. One of them is to perform extensive
measurements to extract significant parameters of the channel, called Channel Sounding.
Another way is to know its physical parameters of propagation and, thanks to Ray Tracing
techniques, obtain the model. This latter technique will be used in this thesis to propose an
inside train wireless channel model.

1.1.2 Wireless transmission systems

There are multiple ways to transmit different types of signals using wireless systems. In
order to transmit information, the systems can use typical multiplexing schemes like Time
Division Multiplexing (TDM) or Frequency Division Multiplexing (FDM). TDM divides the
available time in slots in order to insert different services or users in each of them. TDM
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transmission usually uses a single transmission frequency allowing other systems to use other
available frequencies.FDM divides the available bandwidth for transmission into subbands
or frequency slots for each user or service. Unlike TDM, they can transmit all the time
necessary in the allocated bandwidth for each service.

A lot of services use a mix between TDM and FDM to transmit the information exploit-
ing the capacity of the channel. In the railway system analyzed in this dissertation, the
transmitted data can be classified as critical and non-critical data. Critical data bear essen-
tial information for the correct operation of the train while non-critical data is less sensible
to information loss. In this thesis we want to analyze the performance of the TDM/FDM
transmission schemes and analyze alternative schemes that help to improve the reliability of
the critical data sent in a wireless intravehicular system.

Alternative schemes as Layered Division Multiplexing (LDM) [Zhang16] have recently
been proposed to be used in other scenarios, such as Digital Terrestrial Television (DTT). In
DTT, LDM is proposed to send fixed television services along with mobile services. In the
railway scenario considered in this thesis, LDM will be used with Unequal Error Protection
(UEP) which implies that resources available to protect data are not equally distributed
among each bit stream. Critical data will use the available resources obtained with LDM
to ensure reliability, while the maximum data throughput will be maintained as in TDM
or FDM. As it will be proven in this thesis, using this scheme allows lower bit error rates
(BER) than those obtained with TDM and FDM using the same bit rate of transmission.

1.2 Motivation and hypothesis

As discussed earlier, the use of wireless systems in industrial and vehicular environments
has become particularly important in recent years. The advantages that wireless systems
provide are weight reduction, flexibility and ubiquity but they incur in disadvantages like
the high bit error rates of wireless systems compared to existing wired systems. This reduces
the reliability and the use of wireless systems in these environments has limited use.

Vehicular communications, specifically intravehicular communications, are a special case
to study. The use of wireless systems in trains would reduce the weight of the wiring in trains
and give mobility to the systems. There are a lot of different channel models in the literature,
but inside train carriage channel models have not been analyzed extensively because with
the use of wired systems, it was not necessary. But with the proposal of replacing wired
systems by wireless ones, a good inside train wireless channel model is required.

Two types of data will share the wireless system as mentioned before, having the critical
data need priority than the non-critical one. In this thesis we want to improve the perfor-
mance of the critical data without penalizing the non-critical data. As seen in literature,
LDM is only used in DTT systems and not in railway systems, so it could be a candidate
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to be used in railway systems. The hypothesis of this thesis is the following: LDM together
with other techniques could be used to obtain reliability of critical data coexisting with
non-critical data.

1.3 Objectives

The main objective of this thesis is to propose an alternative technique to improve the
reliability of the critical data of an inside train wireless system, while it coexists with other
non-critical systems, as well as to prove its performance in a realistic channel model. To
achieve the objective, secondary objectives have been defined:

• To obtain a realistic inside train wireless channel model.

• To analyze different techniques to handle different types of data in a wireless system.

• To design a realistic simulator to prove the proposed model and techniques.

1.4 Methodology

The methodology to achieve the proposed objectives has been the following:

• To obtain the channel model, literature has been analyzed to find a suitable model
or methodology. The obtained channel model has been introduced in a simulator to
obtain results. The results have been compared with measurements done in real train
measurements campaigns to validate it.

• The proposed alternative technique has been selected after literature review. To prove
its viability, a mathematical analysis has been done. Using a simple simulator based
in gaussian channel model, the proposed technique has been validated.

• To validate and to prove the proposed transmission technique with the inside train
channel model, a complete simulator has been developed.

1.5 Structure of the thesis

This thesis proposes a novel inside train wireless channel model and a transmission scheme
to be used in intravehicular systems. The proposed scheme allows very high reliability of
critical control data even in environments where the signal to noise ratio (SNR) is around 0
dB and also allows the simultaneous transmission of non-critical information of multimedia.

The work done during the thesis has been divided in the following parts or chapters:
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• Chapter 2. A state of the art of wireless channel models has be done, focusing on the
intra-vehicular wireless channel of a train. Several channel models have been compared
and evaluated as candidate models for the considered intravehicular scenario.

• Chapter 3. A novel channel model, based on ray-tracing is proposed based in Chapter
2, with the special characteristics of the considered intra-vehicular scenario: the control
systems are in low SNR environments (metal boxes near power systems, systems placed
near metal...) that makes wireless transmission more difficult while monitoring and
multimedia systems are in high SNR places. A mathematical model has been proposed
to be used in a future simulator. This simulator will allow to validate the schemes
analyzed in the next chapter.

• Chapter 4. Analyzing the characteristics of the transmission systems and the channel
model proposed, a new transmission scheme based in LDM has been proposed. This
transmission scheme provides higher reliability of control data than traditional TDM
or FDM systems. The capacity increase of this scheme is theoretically analyzed, as well
as its capacity in order to increase reliability of critical data using UEP techniques.

• Chapter 5. A simulator has been implemented using the model proposed in Chapter
3. In addition to LDM, the possibility of transmitting using TDM/FDM has been
implemented. In this chapter, only SISO systems have been simulated to obtain BER
and throughput results using different UEP rates.

• Chapter 6. After simulating SISO systems in Chapter 5, multiantenna configura-
tions have been simulated in this last chapter. As the previous chapter, BER and
throughput simulation results are obtained to evaluate the reliability level introduced
by multiantenna systems.

1.6 Contributions of the thesis

The main contributions of this thesis are the following:

• Chapter 3: After the analysis of different models of the literature, an inside train
wireless channel, based on the Winner methodology and fed with data from a ray-
tracing simulation, has been proposed. The proposed novel model has been published
in [Arruti13].

• Chapter 4: An LDM-based system has been proposed to transmit critical and non-
critical data in the considered scenario. Although LDM has been proposed for DTT
scenarios in [Zhang14], it has been adapted to intra-vehicular wireless communications
in this thesis. Furthermore, simulation results proving the benefits of the proposed

5



Chapter 1. Introduction

LDM scheme have been provided. The results of the simulations and the conclusions
obtained have been accepted for publication in [Arruti17a].

• Chapter 5: The performance of the proposed LDM scheme has been evaluated and
compared with TDM and FDM, using a more realistic simulator than in Chapter
4. Different channel models including the model proposed in this thesis have been
simulated using SISO systems. The results and conclusions of this chapter have been
accepted in [Arruti17b].

• Chapter 6: The proposed LDM system has been extended to a multiantenna scenario.
Simulation results of multiantenna configurations and general overview of the thesis
have been submitted to "Vehicular Communications" journal of Elsevier editorial.
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Chapter 2

Wireless channel models and systems in
vehicular environments

2.1 Introduction

The understanding of the transmission channel is of great importance to properly simulate
the communication system. The results of the simulation at system or link level depend
directly on the used channel model. Hence, the design of realistic channel models is a
prerequisite to create efficient wireless system architectures [El-Sallabi06]. Nowadays there
are channel models used to simulate at system or link level, that will be analyzed in this
chapter. Using these models it can be analyzed how to exploit the channel capacity to achieve
higher throughput, to obtain extra redundancy to ensure the reliability of the transmitted
data or to assess the bit error rate (BER) of the system. The analyzed environments are
hostile environments, particularly in the industrial and vehicular sectors. The review of
channel models to characterize different environments, specifically in hostile environments is
analyzed in this chapter.

2.2 Wireless channel models

2.2.1 Communication scenarios of interest

The analyzed scenarios in this review are two:

1. Industrial environment.

2. Vehicular environment.

A wired shielded communication system is usually used in these kind of environments to
avoid interference and electromagnetic noise sources. The use of a wireless communication
system will allow a more flexible deployment of communications. The wireless communica-
tion system needs to ensure the same reliability level as the wired one required by these kind
of applications.
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Figure 2.1: Example of a industrial environment [Karedal07].

2.2.1.1 Industrial environment

The industrial environment is characterized by the existence of electromagnetic impulses
generated by the elements of the plant, and that can interfere in the wireless system. This
environment is usually composed by metallic structures that can lead to very dispersive
multipath channels with large temporal dispersion [Ouyang08].

It is well known that in the industrial environment there is a lot of multipath [Karedal07]
that systems like Multiple Input Multiple Output (MIMO) systems could exploit to obtain
larger capacities. It is also proved that in a multipath environment the channel behaves like a
Rayleigh channel, even having direct line of sight (LOS) [Ouyang08], [Karedal07]. This is due
the large number of energy received thanks to the scattered rays in the metallic structures,
that make that the direct ray is less significative compared with the sum of scattered rays.

2.2.1.2 Vehicular environment

There is a lot of work published in the field of vehicular wireless communications. The
intervehicular wireless communication systems are designed to provide security applications
and they are based in the IEEE 802.11p standard [IEEE10]. The radio technology of IEEE
802.11p is directly derived from 802.11a standard, with some modifications to adapt it to the
vehicular environment. It has 75 MHz bandwidth from 5.85 Ghz to 5.925 Ghz. This band
is part of the intelligent transport system band dedicated to short range communication
(DSRC) in USA. Some non critical security applications like V2V (Vehicular to Vehicular)
notification of dangerous areas could be done using IEEE 802.11 a/b/g standard or other
wireless technologies.

Inside the vehicular environment there is an specific railway system area. The growth of
railway transport systems and specially of the high speed trains has increased the interest of
using wireless communication systems [Unterhuber16]. There are several studies that classify
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the different group of channels in a railway system. In [Ai12] the different environments where
a high speed train (HST) can travel are classified, describing the effects that can be observed
in each one. The considered scenarios are:

Viaducts: The viaduct is one of the most typical cases of a HST environment. Viaduct is
long structure similar to a bridge that allows a HST to avoid valley or irregular areas.
This kind of structures are necessary to maintain the flatness of the area required by
HST.

Field cuts: In some sections it is necessary to cut the field. This way, HST will travel inside
a V shape cut and it is commonly used to travel through valleys.

Tunnels: A tunnel is an artificial underground passage that allows the train to go through
mountains.

Station: A station is a place where HST stop to pick up or leave passengers. Commonly it
is a platform near the railway with facilities associated to passengers.

Combined scenarios: These scenarios are combination of the previous scenarios. Due the
complexity of the system, there are places where a new scenario is obtained combining
two or more of the previous scenarios.

Inside train compartment: This scenario is the scenario to provide personal communi-
cations to the passengers with high Quality of Service (QoS). This last scenario is the
more interesting one to us and where this thesis will be focused.

Table 2.1 shows typical characteristics of these scenarios.

Scenario Definition LOS/NLOS Speed(km/h) Channel behaviour
S1 Viaduct LOS 0-350 Rice
S2 Cuts LOS 0-350 Rice
S3 Tunnel LOS 0-250 Rice
S4 Station LOS/NLOS 0-80 Rice/Rayleigh
S5 Combined LOS 0-250 Rice
S6 Compartment LOS/NLOS 0-5 Rice/Rayleigh

Table 2.1: Scenario classification in HST.

The main prerequisite to design broadband wireless transmitter and receivers, is the
knowledge of the propagation characteristics of the radio channel [Liu12]. A realistic and
reliable channel model is the starting point to design a reliable communication system. There
is a lot of broadband urban measure campaigns to know and to model an urban scenario.
Nevertheless, train radio channels specially in the band of 2 GHz have not been studied
widely [Liu12]. In the Table 2.2 there is a mention to the most interesting publications.
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Measure campaign Description
Power
Signal
measures
in field

The measures were done in the train
line Ning-Qi, in China, in the band of
800 MHz.[Li08]

The measures cover some scenarios like
plain terrains, urban scenarios and tun-
nels.

Train to train collision detection sys-
tem measures at 400 MHz.[Garcia08]

Pathloss, doppler frequency and de-
lay dispersion were obtained in three
scenarios (train station, loading docks,
bridges and tunnels).

Measures inside a moving train at 320
MHz in India.[Prasad10] [Prasad09]

Pathloss models were defined in scenar-
ios with low multipath.

Obtained signal power samples at 930
MHz based in GSM-Railways in China.
[Gao10] [Wei10][He11]

Proposals of pathloss models in a
viaduct and in and scenario with U
shape. The fading depth and K Ricean
factor were parameterized.

Channel
impulse
response
measures

A ray tracing approximation is
presented to obtain a tunnel
model[Cichon95] [Cichon96].

Channel impulse response are obtained
for inside tunnels stations.

Measures in Germany with the cam-
paign RUSK [Medav08][Pekka07b].

It were obtained: pathloss, fading fac-
tor, K factor and other parameters re-
lated with delay dispersion.

Measures done with Propsound
equipment in 2.5 GHz in Taiwan
[Parviainen08].

Investigated parameters were: delay
dispersion, maximum delay, arrival an-
gles and departure angles, and angle
dispersion.

Measures done with Propsound equip-
ment in 2.35 GHz in China, inside a
train carriage [Dong10].

Obtained empiric pathloss models, an-
gular dispersion and Ricean K factor.

Table 2.2: Channel measurements campaigns done in HST.

Although there are a lot of measure campaigns around HSTs, there are few broadband
channel research studies inside train carriages [Dong10]. 3GPP (3rd Generation Partnership
Project) defines a channel model for HST [3GPPUE12] [3GPPBS12]. This channel model is
a single ray model without fading. It mainly focuses on the Doppler effect and how it affects
the efficiency of the system, without analyzing other characteristics of the channel.

In a railway system a new train-ground communication model is being considered. The
model considered until now consists of a Base Station (BS) like in Figure 2.2. In this
configuration there is a BS in ground and the mobile receivers are inside the train, receiving
the signal directly from the BS [Barazzetta16].

In new trains, specially in HST, train body structure acts like a shielding structure that
stops signals from BS outside the train [Dong10]. For this reason, the model described
before is not valid and it is necessary to use a new ground to train alternative. The use of
retransmitters inside trains is currently being discussed [Berisha16], where the scenario used
until now is now divided in two subscenarios. The first scenario is the scenario from BS to
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Figure 2.2: Direct signal receiving from a BS to mobile receivers inside train.

Figure 2.3: BS to repeater transmission, and retransmission to end devices.

the receiver in the train, and the second scenario is between the repeater inside train and
the final users. This new model can be observed in Figure 2.3.

In this case, the channel between the BS and the train and the inside train carriage
channel need to be analyzed. It is proposed that the last one could follow a classic indoor
channel model [Ai12] but in measure campaigns was proved that it has different character-
istics [Dong10] that do not follow the indoor scenarios analyzed until now. This scenarios,
characterized by multiple reflections due the train material and geometry, fulfill some char-
acteristics described in the literature, confirmed with the measurements. This characteristics
are the following:

• Due the high number of reflected rays due the metallic environment, Rayleigh fading
is the predominant one, even when there is LOS. The effect of the dominant ray is
negligible versus the sum of reflected rays that receiver receives [Ouyang08].

• Due the metallic body of the carriage, all the system acts like a waveguide, making
that the pathloss is lower than free space losses [Kita09].

2.2.2 Channel models

To design a communication system that fulfills the reliability levels that the transmission
system needs, it is mandatory to perform the necessary measurements and obtain the channel
model [Molisch05] [Liu12]. A radio signal received from a communication channel usually
depends on three factors [Yannick04]:
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1. The location of transmitter and receiver antennas (~r).

2. The time t that corresponds to the temporal variability.

3. The delay τ of the different paths of the electromagnetic waves that arrive to the
receiver.

The characterization of a wireless channel will be explained from the point of view of
propagation in terms of bidirectional channel response for better understanding.

2.2.2.1 Bidirectional propagation

In a wireless communication the radio propagation mechanism can be defined as the impul-
sional channel response between the transmitter location rTx and the receiver location rRx.
This impulse response is the contribution of all receiving paths, or multipath components
(MPCs). Without considering factors like polarization moment, the temporal and angular
dispersion of a time invariant channel, the channel is defined by its double-directional channel
impulse response [Steinbauer01] [Steinbauer98] [Steinbauer00]:

h(rTx, rRx, τ, φ, ψ) =
L∑
l=1

hl(rTx, rRx, τ, φ, ψ), (2.1)

where

• τ is the time delay.

• φ is the direction of departure (DoD) of the ray at the transmitter.

• ψ is the direction of arrival (DoA) of the ray at the receiver.

• L is the total number of MPCs.

For plane waves the contribution of the l-th MPC l, hl(rTx, rRx, τ, φ, ψ) is

hl(rTx, rRx, τ, φ, ψ) = alδ(τ − τl)δ(φ− φl)δ(ψ − ψl), (2.2)

where

• al is the complex amplitude of the component l.

• τl is the delay of the component l.

• φl is the DoD of the component l.

• ψl is the DoA of the component l.
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For time-varying channels, the parameters of MPC of Equation 2.2 (al, τl, φl, ψl), trans-
mitter and receiver locations and the MPC numbers (L) can vary with time (t). The Equa-
tion 2.1 can be replaced by a general time varying bidirectional channel response equation
as follows:

h(rTx, rRx, t, τ, φ, ψ) =
L∑
l=1

hl(rTx, rRx, t, τ, φ, ψ). (2.3)

2.2.3 Channel model classification

There are different ways to classify channel models depending on their characteristics. One
could be depending on the type of channel, for example according to the bandwidth (narrow-
band channel (flat fading) vs. broadband channels (frequency selective fading)), or depending
on the time variation (time varying channels vs. time static channels). Narrowband channels
can be perfectly characterized thanks to the spatial configuration, whereas in a broadband
channel it is necessary to know the behavior model of multipath components.

However the fundamental classification is done in terms of physical models and analytical
models [Ozcelik04], as shown in Figure 2.4 where starting from single antenna configuration,
multiantenna (MIMO) models can be obtained.

Figure 2.4: Channel classification and channel models [Ozcelik04].

The physical models characterize a channel in terms of electromagnetic propagation by
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describing the bi-directional behavior of the waves between the transmitter and the receiver.
This model explicitly describes propagation parameters such as complex amplitude, DoD,
DoA and MPC delays of the rays. The most sophisticated models incorporate the variations
suffered during time and the polarizations of the antennas. Also, within this classification,
the physical models can be divided into deterministic, stochastic based on geometry and
stochastic not based on geometry.

In contrast to physical models, analytic models characterize the channel’s impulse re-
sponse in a mathematical/statistical way without explicitly taking into account wave prop-
agation. The impulse responses of each pair of transmitting and receiving antennas are
collected in a channel matrix, which represents a MIMO channel. The analytic models can
be divided also into models extracted from propagation and models based on correlation.
These two models will be analyzed in Chapter 2.2.3.2.

2.2.3.1 Physical models

2.2.3.1.1 GBDM - Geometric Based Deterministic Model
Physical propagation models are called deterministic when they reproduce the process of

actual physical propagation in a given environment. In urban scenarios, the geometric and
electromagnetic characteristics of the environment, as well as the properties of the link, can
be measured and stored so that the propagation process can be afterwards simulated using
computer programs. Objects such as buildings, cars or trees can be represented by polygonal
objects. The deterministic models are very precise, and very reliable. However, they can
only represent the behavior in the environment for which they are designed. Hence, different
environments must be designed to represent different situations. Due to the high precision
offered by these models, they are used to replace measurements campaigns in those cases
where it is not possible to perform in an extensive way.

One of the most appropriate methods to have a deterministic model are ray tracing (RT)
tools. RT models use the theory of geometric optics to treat reflection, transmission and
refraction of the objects that make up the physical model. Geometric optics are based on ray
approximation, assuming that the wavelength is sufficiently small in relation to the object
with which it is interacting. This assumption is valid in many environments, which allows
to express the electromagnetic field in terms of a series of rays, each of which corresponds
to a ray that linearly connects the two terminals, thanks to diffractions and refractions in
objects. A typical example of GBDM can be seen in Figure 2.5.

2.2.3.1.2 GBSM - Geometric Based Stochastic Model
GBSM models are based on a predefined stochastic distribution of the elements that

produce reflection, applying the fundamental laws of propagation. These models can be
adapted easily to different scenarios by changing the profile of the region that produces
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Figure 2.5: A typical V2V environment and its description using GBDM [Maurer08].

reflections. The GBSM models can be classified as regular shape (RS-GBSM) or irregular
shape (IS-GBSM), depending on whether the reflecting elements are in regular regions such
as a ring, two rings or ellipses, or on irregular forms. In general, RS-GBSM is used for
theoretical analysis of channel statistics. To ensure and help mathematical processing, RS-
GBSM assumes that all reflective elements are located in regular profiles. There are some
two-ring RS-GBSM proposals in [Akki86]. An example of this model is found in Figure 2.6.

On the other hand, IS-GBSM tries to reproduce the environment surrounding the trans-
mitter and receiver in a more accurate way as seen in Figure 2.7. IS-GBSM places the
reflective elements in random locations with some statistical distribution. This way, IS-
GBSM are considered as a great simplification of the GBDM model, making it valid for
different scenarios by modeling and adjusting the statistics of the reflective elements.

2.2.3.1.3 NGSM - Non-Geometrical Stochastic Model
Non-geometrical stochastic models describe the paths between the transmitter and the

receiver using only statistical parameters, without any reference to the physical geometry of
the environment. There are two kinds of NGSM in the literature. The first uses MPC clusters
and it is called the extended Saleh-Valenzuela model, since it generalizes the temporal cluster
model presented in [Saleh87]. The second model called the Zwick model, treats MPCs
individually. The main features of both models are summarized below:

• Saleh-Valenzuela extended model: Saleh and Valenzuela proposed to model MPC clus-
ters in the delay domain using an exponential double-fall process [Saleh87]. The Saleh-
Valenzuela model uses an exponential fall profile to control the power of a multipath
cluster. MPCs inside individual clusters are characterized by a second exponential
profile with a more steep fall. This model has been extended to the spatial domain
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Figure 2.6: Geometrical description using RS-GBSM of the V2V model of the Figure 2.5
[Wang09].

in [Spencer00] [Wallace02]. As a particularly relevant case, a MIMO Saleh-Valenzuela
model is proposed in [Wallace02].

• Zwick Model: In [Zwick02] it is argued that for indoor channels, multipath grouping
and fading do not occur if the sampling frequency is large enough. Thus, in the Zwick
model, MPCs are generated independently (without clustering) and without amplitude
fading. However, phase changes of MPCs are included in the model via geometric
considerations in function of the movement of the receiver, transmitter and reflective
elements.

2.2.3.2 Analytical models

2.2.3.2.1 Correlation based analytical models
Several narrow-band analytic models are based on complex multivariant Gaussian distri-

bution of the MIMO channel coefficients (usually Rayleigh or Ricean). The channel matrix
can be divided into a stochastic part with zero mean Hs and a deterministic part Hd as seen
in the following equation:

H =

√
1

1 +K
Hs +

√
K

1 +K
Hd, (2.4)

where K ≥ 0 is the Rice factor. The matrix Hd includes the LOS component and other
contributions not arising from fading. In next lines, the focus will be in the NLOS component
characterized by Hs, which is considered Gaussian. For simplicity, it will be assumed that
K = 0, that is, H = Hs. In its most general form h = vec{H} is the complex multivariant
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Figure 2.7: Geometric description using IS-GBSM of the V2V model of the figure 2.5
[Wang09].

Gaussian distribution with zero mean where vec{·}, the vectorization of H, is given by
Equation 2.5:

f(h) =
1

πNMdet{RH}
exp(−hHRH

−1h). (2.5)

Matrix RH = E{hhH} of dimensions NM×NM is known as the total correlation matrix
[Shiu00] [Kermoal02] and describes the spatial statistics of the MIMO channel. This matrix
contains the correlations of all elements of the channel matrix. MIMO channel realizations
with the distribution of Equation 2.5 can be obtained with Equation 2.6:

H = unvec{h}, with h = R
1/2
H g, (2.6)

where function unvec{·} is the inverse operator of vec{·}, RH
1/2 is the square root of an arbi-

trary matrix (that is, any matrix satisfying RH
1/2RH

H/2 = RH), and g is a vector of length
NM with identically independently distributed (i.i.d.) Gaussian elements of zero mean and
unit variance. To use Equation 2.6, the complete specification of RH is usually required,
which implies (NM)2 real parameters. To reduce this large number of parameters, several
models have been proposed which impose a particular structure of the MIMO correlation
matrix [Weichselberger03].

2.2.3.2.1.1 Identically independently distributed model (i.i.d.)
The simplest MIMO analytical model is the i.i.d. or canonical model. Here RH =
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ρ2I, that is, all elements of the MIMO channel matrix H are completely uncorrelated (and
thus are statistically independent) and have ρ2 variance. This physically corresponds to
environments where there is a lot of reflection and where MPCs are independently and
uniformly distributed in all directions. The i.i.d model depends on a single parameter (the
channel power ρ2) and is used for theoretical considerations of MIMO systems.

2.2.3.2.1.2 Kronecker model
The Kronecker model was used in [Chuah98] [Chizhik00] [Shiu00] for capacity analysis

before being proposed in [Kermoal02] in the framework of the European project SATURN
(Smart Antenna Technology in Universal bRoadband wireless Networks) [SATURN]. This
model assumes that the spatial correlation of the transmitter and the receiver is detachable,
which means that it can be described by a Kronecker product of two partial correlation
matrices:

RH = RTx ⊗RRx, (2.7)

where the correlation matrices of the transmitter and the receiver are given by

RTx = E{HHH}, RRx = E{HHH}. (2.8)

Combining Equation 2.8 and Equation 2.6 the Kronecker model can be simplified leading
in Equation 2.9.

h = (RTx ⊗RRx)1/2)g⇐⇒ H = RRx
1/2GRTx

1/2, (2.9)

where G = unvec(g) is an i.i.d. MIMO channel matrix of variance one. The model requires
the definition of the correlation matrices of the transmitter and receiver. The number of
parameters to be defined is reduced to N2 +M2.

The biggest constraint of the Kronecker model is that it treats DoD and DoA angles
independently. This uncorrelation is not true for the MIMO systems where there is only one
reflection in the signal.

Even with this restriction, the model has been extensively used for the theoretical analysis
of MIMO systems and simulations. The model allows the optimization of the transmitter
array and the receiver array independently. For this simplicity the Kronecker model is very
popular.

2.2.3.2.1.3 Weichselberger model
The Weichselberger model attempts to correct the constraint of the Kronecker model

which assumes that the DoD and DoA are uncorrelated. The definition of this model is
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based on the singular value decomposition (SVD) of the correlation matrices in transmission
and reception:

RTx = UTxΛTxU
H
Tx, (2.10)

RRx = URxΛRxU
H
Rx, (2.11)

where UTx and URx are unitary matrices whose columns are the eigenvalues of RTx and
RRx respectively, while ΛTx and ΛRx are diagonal matrices with their own eigenvalues. The
model is given by

H = URx(Ω�G)UT
Tx, (2.12)

where G is a N ×M MIMO matrix, � is the Schur-Hadamard product (element-wise multi-
plication), and Ω is the coupling matrix of dimensions N×M (real and non-negative values)
whose elements determine the average coupling power between the values of the eigenvalues
of the transmitter and the receiver. It can be deduced that the Kronecker model is a special
case of Weichselberger when the coupling matrix is of rank one (Ω = λRxλ

T
Tx), where λTx

and λRx are vectors containing the eigenvalues of the correlation matrices of the transmitter
and the receiver.

The Weichselberger model needs to know the eigenvalues of the transmitter and the
receiver (UTx and URx) and the coupling matrix Ω. This condition requires to define N(N−
1) +M(M − 1) +NM real parameters.

2.2.3.2.2 Analytical models based on propagation

2.2.3.2.2.1 Finite reflecting elements model
This model assumes that there is a finite number of reflecting or dispersing elements and

that the propagation can be modeled by a finite number P of multipaths. For each of the p
paths, there will be an azimuth exit angle (DoDaz) (φp), an azimuth arrival angle (DoAaz)
(ψp), a complex amplitude (ξp) and a specific delay (τp). The model allows the integration
of a single rebound or the incorporation of multiple rebounds. The model also allows to
separate paths with the same DoD and different DoAs or viceversa, called subpaths.

If all the parameters are known, the matrix H of the MIMO channel for a narrowband
case, ignoring delays (τp) can be expressed as:

H =
P∑
p=1

ξpψ(ψp)φ
T(φp) = ΨΞΦT, (2.13)

where Φ = [φ(φ1)...φ(φP )], Ψ = [ψ(psi1)...ψ(ψP )], φT(φp) and ψ(ψp) are the direction vectors
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of the transmitter and the receiver corresponding to the pth MPC, and Ξ = diag(ξ1, ..., ξp)

is a diagonal matrix containing all the amplitudes of the different MPCs. The direction
matrices contain the geometry, direction and coupling of the elements of the antenna array.
In broadband systems the delay must also be incorporated. Given the system bandwidth
(B = 1/Ts) limitation within the channel, the channel representation as a function of delays
(τ) is solved using H(τ) =

∑∞
l=−∞Hlδ(τ − lTS), with

Hl =
P∑
p=1

ξpsinc(τp − lTS)ψ(ψp)φ
T(φp) = Ψ(Ξ�Tl)Φ

T, (2.14)

where (sinc(x) = sin(πx)/(πx)) y Tl is a diagonal matrix with the elements (sinc(τp− lTS)),
p = 1, ..., P .

This model is compatible with other standard models such as 3GPP [3GPP03] or Winner
[Pekka07b] which define the statistical distributions of MPC parameters.

2.2.3.2.2.2 Virtual channel representation
A MIMO channel model can be represented by a virtual representation of the channel

[Sayeed02]:

H = Fn(Ω�G)FH
m, (2.15)

where Fm and Fn matrices contain the direction vectors of M transmitter virtual scatterers
and N receiver virtual scatterers, G is a gaussian i.i.d. array of mean zero and n × m

dimension, and Ω is a N ×M array which characterizes the coupling between each pair of
virtual scatterers. Ω � G represents the propagation environment between the transmitter
and receiver virtual scatterers.

2.2.4 Standardized models

Standardized models approved by many institutions are widely used to define new radiofre-
quency communication systems.

2.2.4.1 COST 259/273

“COST” is the abbreviation for European Cooperation in the field of Scientific and Technical
Research. The COST 259 initiative is about “Personal Flexible Wireless Communications”
(1996-2000) and the COST 273 initiative is entitled “Towards Multimedia Broadband Net-
works” (2001-2005). These two initiatives developed channel models that included directional
characteristics of the antennas and made them suitable for simulating intelligent antennas
and MIMO systems. They are the most standardized general models and were not designed
with a specific system in mind.
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2.2.4.1.1 COST 259
The COST 259 directional channel model is a physical model that gives the delay dis-

persion and angles in the base station (BS) and in the mobile station (MS) for different
radio environments. It is considered the first model that includes the relationship between
distance, delay dispersion, angular dispersion and other parameters between BS and MS.
It is considered general because it is defined for 13 different radio environments (typical
urban, bad urban, open courtyard, inside offices, corridors, etc), which includes models of
macrocells, microcells and picocells.

Each radio environment is described by external parameters (positions, frequency, mean
altitudes of BS and MS) and by global parameters, which are set by different probability
densities depending on the environment. The global parameters are fixed using terms of
geometric properties and stochastic criteria.

This model has two major constraints. On one hand, it is assumed that the dispersing
elements are stationary, so that the channel variations are given only by the movement of
the MS. This is not true, for example in indoor scenarios, where there are people moving.
On the other hand, the attenuations of the delays are modeled as complex Gaussian random
variables. This requires a large number of MPCs within each delay slot, which is not true in
some situations.

2.2.4.1.2 COST 273
The COST 273 model is very similar to COST 259, with the following main differences:

1. It includes some interesting radio channel scenarios for MIMO.

2. It updates some parameters, thanks to new measurements.

3. It uses the same approximation for macro, micro and picocell models. The approxi-
mation is similar to COST 259.

4. The DoA and DoD distribution model is different compared with COST 259. A cluster
is divided in two representations of itself: one relative to BS and another one related to
MS. These two representations join one of the delays of the cluster, allowing to assure
realistic delays. These delays are obtained from measurement campaigns.

2.2.4.2 3GPP SCM

The spatial channel model or SCM [3GPP03] was developed by 3GPP/3GPP2 to be a
common reference for evaluating different MIMO concepts in outdoor environments at a
central frequency of 2 GHz and a bandwidth of 5 MHz. The SCM consists of two parts:
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1. Calibration Model: The calibration model is a very simplified channel model that
allows to verify the correct implementation of the simulation. This calibration model
should not be used to simulate algorithms or systems.

2. Simulation model: This is the SCM used to assess system performance. The model
is a physical model and distinguishes between three different environments: urban
macrocell, suburban macrocell and urban microcell. The model structure and the
simulation methodology are identical for all environments, but parameters such as
angular scattering or delay dispersion are different.

The model uses both geometric and statistical components. For a single link between
MS and BS, the position within a cell, the orientation of the antenna array and the direction
of movement within the cell are randomly chosen. From the MS position the pathloss can
be determined, which is determined by the Hata model of COST 231 for macrocells and by
the Walfish-Ikegami model of COST 231 for microcells. The number of paths with different
delay is defined as 6, but their delays and average powers are stochastically generated from
a probability density function.

Each delay shows a different angular dispersion in the BS and MS. The dispersion of
each delay is represented by a number of subpaths with the same delay, but different DoA
and DoDs. Physically this means that each path is composed of a cluster of 20 rays, each
one with different directions, but reaching the receiver at the same instant of time. The
modeling of the angular dispersion is as follows: the mean of DoD and DoA is defined by
the position of the MS and the orientation of the array of antennas. The mean of the delays
is chosen randomly from a Gaussian distribution centered at the mean of DoD and DoA.
The variance of this dispersion is one of the parameters defined in the model. The 20 rays
have different phases, which are defined in the 3GPP standard. Adding all subpaths gives
Rayleigh or Rice fading.

A simulation with SCM is usually carried out simulating sequences of time, which are
short periods of time. The period is short enough so that the simulation parameters such as
angular scattering, temporal scattering and signal fading can be assumed constant. During
simulation these parameters are chosen from a given distribution. The positions of the MS
are changed randomly in each simulation sequence.

In addition to who has been described above, the model can include other character-
istics such as the polarization model, clusters of far scatterers, the effect of LOS and the
modification of the angular distribution in the MS, such as in urban canyons scenarios.

2.2.4.3 IEEE 802.11n

The IEEE 802.11 TG model [Erceg09] was developed for indoor scenarios at 2 GHz and at 5
GHz, with special focus on MIMO WLAN networks. Measurements on these two frequencies
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were combined to generate a single model (in fact, only pathloss depends on frequency).
Scenarios such as small and large offices, residential homes and open spaces were investigated
for both LOS and NLOS. The TGn channel model specifies six environments labeled from A
to F, which basically correspond to the single antenna WLAN models presented in [Medbo99]
and [Medbo98a]. For each of these environments, the TGn model specifies the corresponding
parameters.

The TGn 802.11 model is a physical model, using a non-geometric stochastic approxima-
tion, very similar to the 3GPP/3GPP2 model. The directional impulse response is described
by a sum of clusters, each of which consists of up to 18 delay instants, separated by at least
10ns. At each moment, a DoA and a Laplacian power in Azimuth are assigned, with an
angular dispersion between 20◦ and 40◦ (the DoD is very similar). The number of clusters
varies between 2 and 6 (based on measurements) and the delay dispersion varies between 0
(flat fading) and 150 ns.

For each time instant, each MIMO channel delay is modeled using Equation (2.4). A
Kronecker model is chosen for the Rayleigh fading part. The correlation matrices of the
transmitter and the receiver are determined by the power spectrum in azimuth and by the
geometry of the array. The time domain variations of the model are simulated by moving
the dispersers.

2.2.4.4 Winner model

Winner (Wireless World Initiative New Radio) is a consortium of 41 partners coordinated
by the Nokia-Siemens network. This consortium has developed 17 different scenario models
thanks to extensive campaigns of measurements made with channel analyzers. The scenarios
are classified into 4 large environments (A to D), which are divided into subenvironments
and probability distribution functions are obtained for each scenario. It defines a number
of clusters that have the same delay, but different DoD and DoA like previous models.
Large-scale parameters are obtained and thanks to them, low-level elements are modeled.
The steps to obtain the parameters of the different models are described in the Figure 2.8.
This process starts with an extensive measurement campaign, and in a second step the
parameters necessary for the channel generation can be modeled. These channel parameters
are integrated with the characteristics of antenna arrays in transmission and reception to
obtain the MIMO channel to be used in simulations.

To obtain the simulation model from the parameters obtained from the measurements,
the methodology described in Figure 2.9 is followed. It starts from the definition of the chosen
scenario and the high-level parameters of that scenario. Thus, low-level characteristics are
then obtained to create the channel impulse response following general equation:
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Figure 2.8: Steps to obtain Winner model parameters [Pekka07a].

Hu,s,n(t) =
√
Pn

M∑
m=1

[
Frx,u,V (φn,m)

Frx,u,H(φn,m)

]T [
exp(jΦvv

n,m)
√
κn,mexp(jΦvh

n,m)
√
κn,mexp(jΦhv

n,m) exp(jΦhh
n,m)

][
Ftx,s,V (ϕn,m)

Ftx,s,H(ϕn,m)

]
exp(j2πλ−10 r̄sΦ̄n,m)exp(j2πλ−10 r̄uΨ̄n,m)exp(j2πυn,mt),

(2.16)
where the scalar product r̄sΦ̄n,m is calculated as

r̄sΦ̄n,m = xscosγn,mcosφn,m + yscosγn,msinφn,m + zssinγn,m, (2.17)

and

• r̄s is the position vector of the s-th element of the transmitter array.

• Φ̄n,m is the departure angle vector of the n,m-th ray.

• xs, ys, zs are the components x, y, z of r̄s.

• φn,m is the angle in azimuth of the n,m-th ray.

• γn,m is the elevation angle of n,m.

• r̄uΨ̄n,m is the scalar product of the u-th element of the and the arrival angle n,m.

Equation 2.16 provides the elements of Equation 2.2. As mentioned before, all parameters
of the Equation 2.16 are computed thanks to distribution functions obtained in measurement
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Figure 2.9: Model generation to be used in simulators [Pekka07a]
.

campaigns. These measurement campaigns have been carried out in the scenarios of Table
2.3 [Baum05].

2.2.4.5 HiperLAN 2

HiperLAN (High Performance Radio LAN) is an European alternative for the IEEE 802.11
standard defined by the European Telecommunications Standard Institute (ETSI). Hiper-
LAN 2 is the second version of the HiperLAN standard. HiperLAN 2 standard was presented
on February 2000 as a fast wireless connection for many networks, like UMTS backbone net-
work, ATM and IP networks. Operation frequency of HiperLAN 2 is 5 GHz and in Europe
the lower band is from 5.15 to 5.35 GHz for indoor use and the upper band is from 5.47 to
5.725 GHz for both indoor and outdoor use. HiperLAN 2 can transmit up to 54 Mbps and
uses OFDM. The medium access makes use of time division duplex and dynamic time divi-
sion multiple access (TDD/TDMA). The main features of the HiperLAN 2 are described in
[Haider02]. The access points (AP) use a link adaptation scheme using various modulation
schemes. Seven physical layers are defined of which the first six are mandatory and the last
one is optional [ETSI02]. The physical layers are summarized in Table 2.4.

To simulate systems throughput, HiperLAN 2 describes different types of environment.
The different channel models are described in detail in [Medbo98b] where tap number, delay,
the average relative power, Rice factor and doppler spectrum are defined. There are five
channel models identified from A to E that are summarized in Table 2.5.
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Scenario Definition LOS/NLOS Speed
(km/h)

Distance
range

A1 Indoor Indoor, small office or resi-
dential

LOS/NLOS 0-5 3-100 m

A2 Indoor From indoor to outdoor NLOS 0-5
B1 Hotspot Typical urban microcell LOS/NLOS 0-70 20-400 m
B2 Hotspot Typical hostile urban envi-

ronment
NLOS 0-70

B3 Hotspot Indoor LOS 0-5
B4 Hotspot From outdoor to indoor NLOS 0-5
B5a Hotspot LOS en enlaces de tejado a

tejado
LOS 0 30 m - 8

km
B5b Hotspot LOS en enlaces a nivel de

calle
LOS 0

B5c Hotspot LOS link from roof to street
level

LOS 0 20-400 m

B5d Hotspot NLOS link from roof to
street level

NLOS 0 35-3000 m

C1 Metropolitan Suburban LOS/NLOS 0-70 35-3000 m
C2 Metropolitan Typical urban macrocell LOS/NLOS 0-70 35-3000 m
C3 Metropolitan Hostile urban NLOS 0-70
C4 Metropolitan From outdoor to indoor NLOS 0-70
C5 Metropolitan LOS link LOS 0
D1 Rural Rural macrocell LOS/NLOS 0-200 35 m - 10

km
D2 Rural Mobile links with LOS LOS 0-300

Table 2.3: Measured and modelled scenarios in Winner.
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Mode Modulation Code rate Bit rate Bytes/symbol
1 BPSK 1/2 6Mbps 3.0
2 BPSK 3/4 9Mbps 4.5
3 QPSK 1/2 12Mbps 6.0
4 QPSK 3/4 18Mbps 9.0
5 16QAM 9/16 27Mbps 13.5
6 16QAM 3/4 36Mbps 18.0
7 64QAM 3/4 54Mbps 27.0

Table 2.4: Physical layer modes of HiperLAN 2 [Haider02].

Channel
model

r.m.s
delay
spread

Rice fac-
tor on
first tap

Environment

A 50 ns - Office NLOS
B 100 ns - Open space / Office NLOS
C 150 ns - Large open space NLOS
D 140 ns - Large open space LOS
E 250 ns - Large open space NLOS

Table 2.5: Channel models used in HiperLAN 2.

2.3 Wireless systems

2.3.1 Multiantenna systems

In wireless communication systems it is possible to use different antenna configurations,
depending of the number of transmit antennas and the number of receive antennas. Such
systems can exploit the space diversity if they are using more than one antenna to transmit
or receive and are defined as space-time systems. Depending of the antenna configuration
they are classified as SISO, SIMO, MISO or MIMO. These configurations will be explained
in next sections.

2.3.1.1 SISO

In traditional wireless communication systems, single input single output (SISO) is a well-
known wireless configuration where a single antenna is used to transmit information and
uses a single antenna to receive (Figure 2.10a). The system is defined by Equation 2.18,

y = h11s+ n, (2.18)

where y is the received symbol, h11 is the channel response between antennas, s is the
transmitted symbol and n is the additive noise. The capacity of a SISO system, defined as
the maximum achievable error-free data rate was first derived by Claude Shannon in 1948
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(a) SISO (b) MISO

(c) SIMO (d) MIMO

Figure 2.10: Antenna configuration in space-time systems.

[Shannon48]. The capacity for an Additive White Gaussian Noise (AWGN) is given by:

CSISO = log2(1 + ρ) bps/Hz, (2.19)

where ρ = Es/N0 is the signal to noise ratio (SNR) of the wireless system.

2.3.1.2 MIMO

Multiple Input Multiple Output (MIMO) systems use MT antennas to transmit and MR

antennas to receive as it can be seen in Figure 2.10d. MIMO systems are defined by Equation
2.20.

y = Hs + n, (2.20)

with

y =


y1

y2
...

yMR

 , (2.21)

H =


h11 h12 . . . h1MT

h21 h22 . . . h2MT

...
... . . . ...

hMR1 hMR2 . . . hMRMT

 , (2.22)
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s =


s1

s2
...

sMT

 , (2.23)

n =


n1

n2

...
nMR

 , (2.24)

where y is aMR×1 matrix containing the received symbols in each antenna, H is aMR×MT

matrix containing the channel response of each pair of transmit-receive antenna, s is aMT×1

matrix with the symbols transmitted from each antenna and n is a MR × 1 matrix with the
additive noise of each receive antenna.

The capacity of a MIMO system is defined as [Foschini98], [Telatar99]:

C = max
f(s)

I(s; y), (2.25)

where f(s) is the probability distribution of vector s and I(s; y) is the mutual information
between vectors s and y. I(s; y) is defined in Equation 2.26:

I(s; y) = H(y)−H(y|s), (2.26)

where H(y) is the differential entropy of vector y and H(y|s) is the conditional differential
entropy of vector y, knowing vector s. Since vectors s and n are independent, Equation 2.26
is simplified as:

I(s; y) = H(y)−H(n). (2.27)

To maximize I(s; y) reduces to maximizing H(y), which happens when s is a Zero Mean
Circularly Symmetric Complex Gaussian (ZMCSCG) vector characterized by its covariance
matrix Rss. The differential entropies H(y) and H(n) are given as [Paulraj03]:

H(y) = log2(det(πeRyy)) bps/Hz, (2.28)

H(n) = log2(det(πeσ2IMR
)) bps/Hz. (2.29)

I(s; y) is reduced to:

I(s; y) = log2 det

(
IMR

+
ES

MTN0

HRSSHH

)
bps/Hz. (2.30)
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Therefore the capacity of MIMO from Equation 2.25 is given by

C = max
Tr(Rss)=MT

log2 det

(
IMR

+
ES

MTN0

HRSSHH

)
bps/Hz. (2.31)

If there is no knowledge of the channel at the transmitter, the transmitted signals are
independent and with the same power, i.e., RSS = IM and the capacity is now:

C = log2 det

(
IMR

+
ρ

MT

HHH

)
bps/Hz. (2.32)

After the singular value decomposition of HHH, the capacity of Equation 2.31 can be
expressed as

C =
r∑
i=1

log2

(
1 +

ES
MTN0

λi

)
bps/Hz, (2.33)

where r is the rank of the channel and λi(i = 1, 2, . . . , r) are the positive eigenvalues of HHH.
Capacity of the MIMO channel is expressed as a sum of r SISO channels, each having a gain
of λi and transmit power ES/MT .

Orthogonal channel matrices (HHH = αIM) maximize the capacity [Paulraj03] and if
the elements of H satisfy ‖Hi,j‖2 = 1 and a full-rank MIMO channel is considered with
MT = MR = M then the MIMO channel capacity becomes

C = M log2

(
1 +

ES
N0

)
bps/Hz. (2.34)

2.3.1.3 SIMO

In a SIMO system there are MT = 1 transmit antennas and MR receive antennas as it can
be seen in Figure 2.10c. The channel matrix is a column matrix as seen in Equation 2.35:

H =


h1

h2
...

hMR

 . (2.35)

In SIMO, MR > MT and if the channel is unknown to the transmitter Equation 2.31
becomes

C = log2 det

(
IMT

+
ES

MTN0

HHH

)
bps/Hz. (2.36)

Now HHH =
∑MR

i=1 |hi|2 and MT = 1. Hence,
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C = log2 det

(
1 +

MR∑
i=1

|hi|2
ES
N0

)
bps/Hz, (2.37)

and if |h1|2 = |h2|2 = . . . = |hMR
|2 = 1 the channel capacity when the channel is unknown

at the transmitter is:

C = log2 det

(
1 +MR

ES
N0

)
bps/Hz. (2.38)

2.3.1.4 MISO

In MISO channels MR = 1 and there are MT transmit antennas. Now MT > MR and
Equation 2.31 is used as it is. The system can be seen in Figure 2.10b and the channel
matrix is a row matrix as seen in Equation 2.39:

H = (h1 h2 . . . hMT
). (2.39)

As HHH =
∑MT

j=1 |hj|2 and from Equation 2.31 it becomes:

C = log2

(
1 +

MT∑
j=1

|hj|2
ES

MTN0

)
bps/Hz. (2.40)

If the channel coefficients are equal and normalized as
∑MT

j=1 |hj|2 = MT then the MISO
capacity becomes:

C = log2

(
1 +

ES
N0

)
bps/Hz. (2.41)

It can be seen that Equation 2.41 is the same as for SISO case, i.e, the capacity does
not increase with the number of antennas. This is the case when the channel is unknown
at the transmitter. If the channel is known at the transmitter, the transmitter can weight
the transmission with weights depending in the channel coefficients, so there is a coherent
combining at the receiver (MISO case). Knowing the channel at the transmitter the capacity
is:

C = log2

(
1 +

MT∑
j=1

|hj|2
ES
N0

)
bps/Hz. (2.42)

If the channel coefficients are equal and normalized as
∑MT

j=1 |hj|2 = MT the capacity
becomes:

C = log2

(
1 +MT

ES
N0

)
bps/Hz. (2.43)
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2.3.1.5 Random Channels

The capacity described in Section 2.3.1.1, 2.3.1.2, 2.3.1.3 and 2.3.1.4 are obtained using de-
terministic channels. In the case when H is chosen randomly from a known distribution
and the channel is unknown at the transmitter but the receiver has perfect knowledge of
the channel, the obtained capacity and data rate is also random for each channel realiza-
tion. In this case, the cumulative distribution function (CDF) is used to know the channel
performance. Two values are used in this case: Ergodic Capacity and Outage Capacity.

The ergodic capacity assumes an independent channel realization for each channel use
and represents the ensemble average of information rate over the distribution of elements of
H. The ergodic capacity can be expressed as:

C = E

[
log2 det

(
IMR

+
ES

MTN0

HRSSHH

)]
bps/Hz. (2.44)

The outage capacity quantifies the capacity that can be guaranteed with a certain level of
reliability [Paulraj03]. Capacity Cout,g is defined as the information rate that is guaranteed
for (100− g%) of the channel realizations, i.e., P (C ≤ Cout,g) = g% [Biglieri98].

2.3.2 Space-Time Block Coding

Space-time block coding (STBC) is a transmit diversity technique used in MIMO systems.
The first STBC was the Alamouti code [Alamouti98]. Alamouti is a scheme for a 2 x 2
system that has a full diversity gain with a maximum likelihood decoding algorithm. This
algorithm can be extended to other MT ×MR systems. The main premise in such systems is
that we have perfect knowledge at the receiver and that the data streams are independent.

2.3.2.1 Alamouti Space-Time Code

In this scheme the information bits are modulated first and after the modulator the encoder
takes a block of two modulated symbols s1 and s2 in each encoding operation and sends it
to the transmit antennas, according to the code matrix,

S =

[
s1 −s∗2
s2 s∗1

]
. (2.45)

In Equation 2.45, first column is the first transmission period and the second column
represents the second transmission period. The first row are the symbols transmitted from
the first antenna and the second row are the symbols transmitted from the second antenna
as seen in Figure 2.11.

This way, the system is transmitting both in space and time (two antennas during two
intervals), that is, it is space-time coding. The sequence of Equation 2.45 is orthogonal, i.e.,
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Figure 2.11: Block diagram of a Alamouti space-time encoder.

the inner product of s1 and s2 is zero:

s1s2 = s1s
∗
2 − s∗2s1 = 0. (2.46)

Assuming that the channel remains constant and the fading is frequency-flat, the received
signal for each symbol time indexes 1 and 2 is given by:

r1 =

√
ES
2
h1s1 +

√
ES
2
h2s2 + n1, (2.47)

r2 = −
√
ES
2
h1s

∗
2 +

√
ES
2
h2s

∗
1 + n2, (2.48)

where h1 and h2 are the complex channel gains from transmit antenna 1 and 2 to the receive
antenna. The receiver receives:

y =

√
ES
2

[
h1 h2

h∗2 −h∗1

][
s1

s2

]
+

[
n1

n∗2

]
=

[
r1

r∗2

]
. (2.49)

Rearranging Equation 2.49, the signals after passing through channel are

r1 = h1s1 + h2s2 + n1

r2 = −h1s∗2 + h2s
∗
1 + n2.

(2.50)

2.3.2.2 Maximum Likelihood Decoding

The receiver has perfect channel state information (CSI) and h1 and h2 are recovered perfectly
at the receiver. The combiner of Figure 2.12 combines the received signals as:

s̃1 = h∗1r1 + h2r
∗
2 =

(
|h1|2 + |h22|

)
s1 + h∗1n1 + h2n

∗
2,

s̃2 = h∗2r2 − h1r∗2 =
(
|h1|2 + |h22|

)
s2 − h∗1n∗2 + h∗2n1,

(2.51)

and the maximum likelihood detector uses it minimizing the following decision metric:
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Figure 2.12: Alamouti diversity scheme.

|r1 − h1s1 − h2s2|2 + |r2 + h1s
∗
2 − h2s∗1|2, (2.52)

over all possible values of s1 and s2.

2.3.2.3 General STBC Schemes

The Alamouti scheme is used in a 2× 2 scheme but it can be extended to be used in larger
orthogonal space-time block coding (OSTBC). These codes can be designed for any number
of transmit antennas with a code rate of 1, provided that only real constellations are used
[Jankiraman04]. For example in a MT = 4 system, the orthogonal code is

SSTBC =


s1 −s2 −s3 −s4
s1 −s2 −s3 −s4
s2 s1 s4 −s3
s3 −s4 s1 s2

s4 s3 −s2 s1

 , (2.53)

where it uses 4 time slots (columns) to send 4 symbols, so the code rate is 1.
In the case of complex constellations, orthogonal designs with code rate of 1 only exist

for MT = 2. STBC codes exist for code rates of 1/2 with any number of transmit antennas.
Following the same example of MT = 4, the code used with these complex symbols is

SSTBC =


s1 −s2 −s3 −s4 s∗1 −s∗2 −s∗3 −s∗4
s2 s1 s4 −s3 s∗2 s∗1 s∗4 −s∗3
s3 −s4 s1 s2 s∗3 −s∗4 s∗1 s∗2

s4 s3 −s2 s1 s∗4 s∗3 −s∗2 s∗1

 . (2.54)

Note that with this scheme is necessary to use 8 time slots to send 4 symbols, so the code
rate is 1/2 .
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2.4 Chapter summary

There are several models and techniques described in the literature to simulate and assess
wireless channels. A description of the available models had been done in this chapter,
remarking their characteristics, advantages and weak points. Two scenarios have been con-
sidered: industrial and vehicular environment. Physical, analytical and standardized models
have been described and reviewed as the basis of Chapter 3. Wireless systems, such as
multiantenna schemes and space-time block coding have also been analyzed for their use in
Chapters 5 and 6.
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Chapter 3

Wireless channel model for inside train
carriage communications

3.1 Introduction

As mentioned in Chapter 2, it is important to know the environment where the wireless
system will be used in order to design new transmission methods. With this knowledge, a
channel model can be generated and used to simulate and evaluate the performance of the
transmission scheme before testing it in a real environment. This chapter focus on an inside
train carriage wireless scenario and novel channel model is proposed, which will be later used
in simulations of Chapter 5 and 6.

3.2 Target scenario

The channel to study in this research project is a wireless channel inside train carriages.
There is not to much references of this kind of wireless channel in the literature. In
[Unterhuber16], a survey of channel measurements and models is done and a study of prop-
agation characteristics for a wireless communication system within a high-speed train is
carried out in [Kita09]. This study together with [Dong10] and [Chiu10] are the starting
points of the work described in this chapter.

The analyzed environment is composed mainly of metallic material which generates mul-
tiple propagation paths from transmitter to receiver thanks to reflections in the metal. The
elements inside the car cause the shadowing of the signal. In [Kita09] the authors state
that this metallic environment creates a waveguide effect of the propagation, making the
pathloss (PL) lower than in a free space environment, and very different from the ITU-R
P.1238-5 recommendation for office environments, proving that inside train wireless chan-
nel is very different from these typical channel models. Propagation losses of the ITU-R
recommendation P.1238-5 are given by Equation 3.1.
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Ltotal = 20log10f +N log10d+ Lf (n)− 28 (dB), (3.1)

where

• N is the pathloss coefficient due the distance.

• f is the frequency in MHz.

• d separation between emitter and receiver in meters (d > 1m).

• Lf is the penetration loss factor in ground (dB).

• n number of floors between transmitter and receiver (n ≥ 1).

The coefficients to be used in the Equation 3.1 from recommendation P.1238-5 are in
Table 3.1.

Frequency Residential building Office building Commercial building
900 MHz - 33 20

1,2-1,3 GHz - 32 22
1,8-2 GHz 28 30 22
4 GHz - 28 22
5,2 GHz - 31 -
60 GHz - 22 17
70 GHz - 22 -

Table 3.1: Pathloss coefficient N according to [ITU-R07].

The comparison of Free Space Losses (FSL) in an office environment following the ITU
recommendation and the PL obtained by measurements in a train car can be observed in
Figure 3.1. It shows that the measured environment does not match with the expected free
space losses, nor with the pathlosses expected inside an office.

As mentioned before, the measurements made in [Dong10] has been the starting point.
In [Dong10] the PL and the delay spread (DS) inside train carriages are obtained. The DS
is defined as the square root of the second central moment and is calculated as follows:

στ =

√
τ 2 − (τ)2, (3.2)

where

τ =

∑
τ |hτ |2τ∑
τ |hτ |2

, (3.3)

and
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τ 2 =

∑
τ |hτ |2τ 2∑
τ |hτ |2

, (3.4)

where hτ is the channel response in the instant τ .

Figure 3.1: Comparison of PL: train, free space and office.

These two values (PL and DS) are the reference values to obtain the results of this work.

3.3 Ray-Tracing Simulation

The channel model proposed in this chapter has been developed using a deterministic phys-
ical model. The most relevant dimensions and characteristics of a train are determined by
its geometry. Dimensions, walls, fixed objects and their characteristics are preset and the
variance factor of the system is given by people moving inside the train and external fluctu-
ations due to electromagnetic noises or possible couplings of energy from outside to inside or
vice versa [Kita09]. The first design has been based on the geometry of a train as proposed
in [Dong10] and sketched in Figure 3.2.

Figure 3.2: Train plant diagram used to generate the model (distances in cm.)

The geometry and the elements of the scenario must be defined to create the model. The
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train carriage will be defined as a high conductivity metal structure (iron) with conductivity
σ = 107 and electrical permittivity εr = 1. Furniture elements are designed with a low
conductivity material (σ ≈ 0) and electrical permittivity εr = 3.2. The proposed model
approaches the structure used in [Chiu10]. In this case the structure is a passenger cabin
of a medium-sized aircraft, which is almost the same dimensions as the considered train
carriage.

Using the RT EM.CUBE simulation software of EMAG Technologies [Emag17], the struc-
ture under study is generated. The input of the simulator is the geometry of the environment
to be simulated, as well as some parameters such as frequency (2.35 GHz), antenna polarity
(vertical), antenna type (omnidirectional), emission power (30 dBm) and the locations of the
transmitters and receivers. In Figure 3.3 a cut of the model created in the software of the
RT simulator can be observed. The green points are the receivers distributed throughout the
train at a height of 0.8 meters from the floor. This height is taken as the average height of
a receiver placed on a table or being used by a seated person. The blue dot near the ceiling
represents the omnidirectional access point transmitter. The light blue structures represent
the furniture, that is, the obstacles that the rays will find in their paths.

Figure 3.3: 3D model of a train carriage.

The RT simulation outputs all the necessary data to obtain the values, both at system
level and at link level. The values returned by the software for each emitter-receiver pair
n,m are:

• Number of different paths of the rays.

• Delay of each path.

• Power received from each different ray in each receiver (in function of the polarity).

• Departure angle of each ray.

• Arrival angle of each ray.

In Figure 3.4 a detailed screenshot of the simulation can be observed. The purple lines
are the representations of the different paths that are following the rays bouncing on walls
and objects. These rays are attenuated and blocked by the furniture of the train. It can be
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observed that the propagation above the furniture is greater than in the lower part of the
car due to the shadowing created by the furniture.

Figure 3.4: Screenshoot of the simulator and ray representation.

The advantages of this geometry-based modeling is the accuracy of the resulting model,
which is conditioned by the precision when defining the real environment geometry inside
the simulator. Factors not introduced into the simulator will cause a deviation from the
actual system.

The output of the RT simulator generates all the detailed information for each ray.
Processing this link information using Equation 2.16, responses between each transmitter
and receiver can be obtained. The simulator also provides information of the delays of each
ray. The DS of the system, which is shown in Figure 3.5 can be obtained using Equation
3.2. It can be observed that the mean of the DS is 32 ns.

Figure 3.5: Delay Spread of the simulated system using Ray Tracing.

The obtained PL with the RT simulator can be observed in Figure 3.6. The pathloss
curve is obtained using the least-squares approximation. The obtained line can be observed
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Figure 3.6: Simulated PL using Ray Tracing and Least Squares (LS) approximation.

in red in Figure 3.6 and follows Equation 3.5.

PLRT = 40.56 + 19.39log10(d) dB. (3.5)

It can be observed that the resulting model is very similar to PL measured in [Dong10].
The comparison between PL of the RT simulator and the PL obtained with measurements
are in Figure 3.7 and in Table 3.2. Analyzing the DS, differences can be observed with
respect to the measurements done. The RT model obtains a lower dispersion of the DS,
but the mean is very close to the measurements. The comparison between the two DS (RT
and measurements) can be seen in Figure 3.8. It can be observed that the measured DS
has greater dispersion than the obtained using simulation. This deviation is caused by the
material and the characteristics of the objects used in the RT simulator.

Measured PL in
[Dong10]

PL using RT

Line 39.9 + 18log10(d) 40.56 + 19.39log10(d)
Shadow Fading LN σ = 2.3 LN σ = 2.208

Table 3.2: Comparison between measured PL and obtained PL using RT.

3.4 D2b Winner model

The models defined in Winner also define the channel model inside a train carriage. The
channel model is the D2b channel model (indoor train model) and is applicable within high-
speed train cars. The transmitter is assumed to be on the roof in the center of the car, and
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Figure 3.7: Comparison between PL using RT simulator and measurements.

Figure 3.8: Comparison of obtained Delay Spread using RT and the measurements.

there is a high density of furniture (chairs and tables), as in the scenario simulated using
RT. In this scenario, NLOS is assumed due the density of furniture. It is also assumed
that the crystals are reflective, that is, the rays inside the train do not exit and re-enter
the train, they stay inside. The modeled scenario is the one represented as D2b in Figure
3.9. The assumption that the scenario is NLOS can be considered adequate by two reasons.
The first reason is the density of furniture, which blocks the direct ray between transmitter
and receivers. The second reason is that even having LOS, the rays arriving to receiver due
the reflections in the metallic environment are so many and of such power that the LOS is
negligible in proportion. This statement was postulated and proven in [Ouyang08].

Winner models this scenario in the same way as the A1 NLOS scenario, that is, as an
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Figure 3.9: D2b propagation scenario inside a train carriage [Pekka07b].

office scenario with no direct line of sight. Within the office models, the model used is the
model of a corridor without direct line of sight. The PL of the A1 NLOS Winner model is
given by Equation 3.6.

PLWinn = 43.4 + 36.8log10(d) + 20log10
fc[GHz]

5.0
(dB) σ = 3.5 (dB). (3.6)

Using the parameters provided by the Winner model, the link-level parameters of an A1
NLOS environment are obtained. The method described in 2.2.4.4 and summarized in the
Figure 2.9 has been followed to obtain the parameters. The DS curve obtained with these
parameters is plotted in Figure 3.10.

Figure 3.10: Delay Spread of the A1 NLOS Winner model.

It can be seen that the total DS dispersion of the Winner model is larger than that
measured in [Dong10]. The mean value of DS is 26 ns who differs from the measurements
and simulation. In Section 3.5 the three models (Winner D2b, RT and measurement-based)
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will be compared.

3.5 Comparison between different models

The PL and DS from the RT simulation, from the D2b model proposed by Winner and from
the measurements obtained in a real car have been obtained so far. In Figure 3.11 PL curves
of each model can be observed as comparison.

Figure 3.11: Comparison of the 3 PL: Winner D2b, RT and measurements.

It can be observed that the curve provided by the D2b Winner model, which assumes that
a train carriage is equal to an indoor model without direct line of sight, could be questioned.
The PL curve proposed by Winner is far from the other two curves.

Analyzing the DS, the probability densities of the DS of the three models is plotted in
Figure 3.12. In this case the statement that a train carriage model is similar to an indoor
NLOS model can also be questioned.

The DS of the three models follows a lognormal curve. In Table 3.3 DS of the three
models is shown as a comparison.

D2b Winner model Ray Tracing model Measures
Mean 26 ns 32 ns 30 ns
mean µ 3.27695 3.4677 3.45
estandar dev. σ 0.265496 0.063279 0.22

Table 3.3: Comparison of DS of the three models.

In [Chiu10] there is a second reference to check the measurements. In this case, the
measurements were made inside an airplane passenger cabin. The measurements, structures
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Figure 3.12: DS comparison of the 3 models: Winner, RT and measurements.

and density of furniture, are very similar to the scenario analyzed in this work. In this
measurement campaign, it is determined that the DS average is between 29 and 32.3 ns,
depending on the receiver power threshold. These data is very similar to that obtained in
[Dong10] and the Ray Tracing simulator, far from the values provided by Winner. With
these results it can be concluded that the general D2b model of Winner is not suitable for
the considered simulated scenario. For this reason new improved values will be obtained to
fit better the simulation model to the real scenarios.

3.6 Proposed Winner model for inside carriage wireless

communications

The results obtained with the scenario simulated with ray tracing software differ from the
model proposed by Winner and is different in some details of the measurements made in
[Dong10]. These differences could be due to a mismatch in materials and density used in the
actual measurements and in the simulation.

Based on the scenario simulated with RT, the probability distributions of the proposed
scenario will be obtained in this section. Using these probability distributions the proposed
scenario can be treated as a Winner model, so it allows to simulate it according to the
generation methodology described in Figure 2.9, which is described in [Pekka07a].

Thanks to the output values of the RT simulator the distribution probabilities of the
different parameters of the Winner model have been analyzed. The Section 3.6.1 will explain
the obtained distributions and compare them with those proposed by Winner for the D2b
scenario. PL, DS and capacity parameters of the resulting new model will be compared with
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the values returned by the RT software.

3.6.1 Parameters of the proposed Winner model

The methodology described in Figure 2.9 will be followed to generate the new Winner model.
The distribution of each parameter will be obtained and compared with the one proposed by
the D2b Winner model. The most representative parameters of the generated model will be
compared with the results obtained with the simulator to validate the model. The following
parameters will be defined:

A. Path loss estimation
PL as a function of distance follows the general equation:

PL = A+Blog10(d) dB. (3.7)

In Table 3.4, values of A and B of D2b model and the new model are compared.

Model D2b Winner model Proposed Winner model
A 39.42 40.56
B 30 19.39

Table 3.4: A and B values of the path loss.

Resulting values of PL using RT simulation and the line obtained using minimum square
approximation are shown in the Figure 3.13.

Figure 3.13: Resulting path loss using RT and the model.
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B. Number of paths estimation
The Winner model proposes clustering different multipaths in order to have a defined

number of paths and multipaths per cluster. The model proposed in this chapter, instead
of doing so, it will provide a paths number probability distribution between the transmitter
i and the receiver j. This adds complexity to the system but gives more flexibility to the
model obtaining all the different delays between each pair of antennas.

The Winner model defines 16 clusters and 20 subpaths per cluster, i.e., a total of 320
fixed paths. In the proposed new model the number of paths between a transmitter antenna
and a receiver antenna is modeled as a Rayleigh distribution with σ = 226.159. The number
of paths of the two models is summarized in Table 3.5.

Model D2b Winner model New proposed Winner model
Path
numbers

Fixed 320 paths Rayleigh σ = 226.159

Table 3.5: Number of paths between a Tx antenna i and a Rx antenna j.

C. Shadowing
The shadowing follows a lognormal (LN) distribution in the D2b Winner model. The

simulated shadowing with ray tracing, can fit a LN distribution using least squares approxi-
mation but with different values. Values of the D2b model and the new proposed model are
in Table 3.6.

Model D2b Winner model Proposed Winner model
LN shadowing 4 dB 2.208 dB

Table 3.6: Shadowing values.

D. Delay generation
The delays of the D2b Winner model are generated following Equation 3.8.

τ ′n = −rτστ ln(Xn), (3.8)

where rτ is the proportionality factor, στ is the DS and Xn ∼ U(0, 1), where U(0,1) is
the uniforme distribution between 0 and 1. After analyzing the simulation results an using
LS fitting, the new proposed model fits better with a Generalized Extreme Value (GEV)
distribution like Equation 3.9:

fGEV (x|k, µ, σ) =
1

σ
exp

(
−
(

1 + k
(x− µ)

σ

)− 1
k

)(
1 + k

(x− µ)

σ

)−1− 1
k

. (3.9)
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The values of k, σ and µ of the GEV distribution are in Table 3.7.

Model Delay distribution (τn)
D2b Winner model τn = −rτστ ln(Xn) rτ = 2.4 y στ = 28.5
Proposed Winner model GEV con k = −0.735465 , σ = 35.2042 y

µ = 81.4635

Table 3.7: Delay distribution of the models.

E. Exponential profile of the delay
The Winner D2b model follows a classical exponential profile. The proposed model also

follows this exponential profile but with another value of Kp in the Equation 3.10.

Pn = exp (−Kpτn) , (3.10)

where values of Kp factor are described in Table 3.8.

Model D2b Winner model Proposed Winner model
Kp 0.0205 0.045

Table 3.8: Exponential factor value.

F. Fast fading generation
The fast fading follows a LN distribution in both models. The values used to generate

the LN distribution are summarized in Table 3.9.

Model D2b Winner model Proposed new Winner
model

Fast fad-
ing

3 dB 2.582 dB

Table 3.9: Fast fading values.

G. Angle generation
The departure and arrival angle of the rays approach to a random distribution both

in transmitter and receiver. This is due to the high reflectivity of the materials near the
transmitter and receivers, receiving rays from any angle. The approximation is a Gaussian
distribution where the σ variance is sufficiently large. This hypothesis will be demonstrated
obtaining the channel capacity through simulations and comparing the channel capacity
obtained using RT. The angle generation process for model D2b and the new model are
summarized in Table 3.10.
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Model D2b Winner model Proposed new Winner model
Angles Process described in page 39 in

[Pekka07a]
U(0,2π)

Table 3.10: Departure and arrival angle generation.

3.6.2 Comparison and validation of the proposed model

To verify that the proposed novel Winner model in the Chapter 3.6.1 and the results obtained
by RT agree, the most significant parameters will be obtained. The resulting model can
be used to generate a bidirectional propagation model as described in 2.2.2.1 between one
transmitter and one receiver. To exploit the spatial diversity that a reflective scenario like the
simulated case can have, the use of multiantenna systems will be analyzed in simulations of
Chapter 5 and 6 so a 4x4 MIMO channel model will be generated and simulated using Winner
model (Equation 2.16) and compared with RT as an example. The analyzed parameters are
power received at the receivers, delay spread and the capacity of the 4x4 MIMO system.

A. Signal power at the receivers
The signal power received at the receivers is shown in Figure 3.14. The power received

according to ray tracing simulations is shown in blue (with an offset of -15 dB for better
viewing) and in red, the power received thanks to the Winner model created in this chapter.

Figure 3.14: Comparison of the received power using RT and the proposed model (-15 dB
power offset in RT power for better viewing).

In that figure it can be seen that the exponential power profile of the RT simulator
and the profile obtained using the novel Winner model follows the same behaviour, with a
exponential power profile and a similar fast fading. RT simulation has less simulated points
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than the Winner model so the point cloud is less dense.
The Cumulative Distribution Function (CDF) of the powers is plotted in Figure 3.15;

RT simulation is in blue and the proposed model is red. It can be seen than two curves are
very similar.

Figure 3.15: Comparison of the CDF of the received power using RT and the proposed
model.

B. Delay spread
DS is a good indicator to know if the system is behaving as expected [Hoppe07]. DS of

RT simulator in blue and proposed model in red are plotted in the Figure 3.16.

Figure 3.16: Comparison of the DS of the simulation and the proposed model.
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CDF of the DS of the RT simulation and the proposed model are shown in Figure 3.17.
Both curves are very similar each other validating our model.

Figure 3.17: DS CDF comparison between RT simulation and proposed model.

C. MIMO channel capacity
In order to validate the rest of parameters, MIMO channel capacity will be obtained

and compared. A 4x4 MIMO system is selected to validate the capacity, with 4 transmit
antennas and 4 receive antennas. The MIMO capacity is obtained following Equation 3.11.

C = log2 det
(
I +

ρ

M
HHH

)
, (3.11)

where H is the N ×M MIMO channel matrix, N is the number of antennas at the receiver
and M is the number of antennas at the transmitter, while ρ is the signal to noise ratio.

The capacity curves of the system vs distance and the CDF of capacity are plotted in
Figures 3.18 and 3.19. The obtained capacities in both models are very close validating the
parameters modeled in this chapter.

The proposed new model follows the same behavior as the RT simulations validating that
the RT simulation and the new proposed Winner model are equivalent. The new proposed
Winner channel model will be used in this research work in future simulations generated
with Matlab to evaluate the performance of the proposed schemes.

3.7 Chapter summary

Following the analysis of wireless models of Chapter 2 and after describing different ways
to model a wireless channel, the Winner methodology is chosen to propose a novel train
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Figure 3.18: System capacity as a function of the distance.

Figure 3.19: CDF of capacities of the proposed model and the RT simulation.

carriage wireless channel model. Winner models consider most of the typical wireless channel
scenarios but comparing with an empirical channel model of a train carriage [Dong10] there
are significant differences between the proposed D2b Winner model and measurements. A
physical simulation based on Ray Tracing has been done with the aim to obtain a more
accurate model compared with the empirical data. Based on the empirical measurements,
the physical dimensions and parameters of the propagation environment of a train carriage,
a mathematical model has been proposed based on the Winner model. The obtained novel
Winner model to be used inside train carriages has led to the publication [Arruti13].
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Chapter 4

Unequal Error Protection using LDM in
time critical applications

4.1 Introduction

Layered Division Multiplexing (LDM) technology [Zhang16] is a non-orthogonal multiplex-
ing technology that differs from traditional time division multiplexing (TDM) or frequency
division multiplexing (FDM). An LDM based system uses a layer-based system to simulta-
neously transmit different signals using the same time, number of antennas or frequency.

LDM can support N different layers to transmit N different information frames in the same
time or frequency slot. This type of technology is being adopted as one of the technology
enablers for the new generation of digital terrestrial television transmission system called
Advanced Television Systems Committee 3.0 (ATSC 3.0) [Zhang14].

As mentioned before, LDM is based on transmitting information in different layers where
the signals may have different transmission powers and modulation schemes, with different
level of reliability depending on the service they are distributing. An example of a two-layer
LDM transmissions is shown in Figure 4.1 where a QPSK modulation is represented over
BPSK and QPSK in Figure 4.1a and 4.1b respectively.

The use of several layers to transmit information sharing the same time and bandwidth
was introduced by [Bergmans74] as a superposition encoding, although the computational
power needed to make successive cancellations made its implementation impossible. Thanks
to the advances in processing cores, the implementation of such systems can be carried out
nowadays.

The goal of this chapter is to analyze the viability of an LDM based transmission system
to increase the throughput and reliability of the communications in railway scenarios. Extra
protection can be added to the system using Unequal Error Protection (UEP) in different
layers. The scenario to be analyzed is a vehicular environment, specifically targeted at
an implementation of a reliable wireless Train Control and Monitoring System (TCMS).
There are two types of data in a TCMS system; the train control data, considered to be
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(a) QPSK over BPSK (b) QPSK over QPSK

Figure 4.1: LDM scheme examples.

critical, and the monitoring data, which is less sensitive to the packet losses. Sometimes this
monitoring data can coexist with multimedia information for the passengers. The control
information is considered critical because it transmits sensor and actuator information of
the train. The viability of replacing current TDM and FDM systems by an LDM system
will be analyzed, maintaining the control data error rate below a certain threshold to ensure
vehicle reliability while non-critical information (monitoring and multimedia) is transmitted
targeting a determined throughput according to the service to be transmitted.

4.2 Layered Division Multiplexing - LDM

As mentioned in Section 4.1, two types of data will be considered in the proposed intra-
vehicular wireless system: critical and non-critical. Traditional systems use TDM or FDM
to transmit different streams, where each type of information uses a slot of time or a frequency
band. In an LDM system, the different types of data could occupy all available bandwidth
(BW) and full available time to transmit but using different layers. For simplicity, the LDM
system will be compared with TDM, since the comparison with FDM is identical.

The analyzed wireless channel is a dispersive channel, so an Orthogonal Frequency Di-
vision Multiplexing (OFDM) based transmission is chosen. It will be assumed that the
TDM system and the LDM system will use an OFDM system with K subchannels, where S
subchannels transmit signal.

An LDM signal is generated as an overlay of two signal layers. If the k-th subcarrier is
considered, the generated LDM signal will be [Zhang16]

XLDM(k) = XUL(k) + g ·XLL(k), (4.1)

where XUL(k) is the upper layer (UL) symbol, XLL(k) is the lower layer (LL) symbol and
XLDM(k) is the generated LDM symbol. The power of the LL relative to the power of the
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UL is defined by the constant g, which is defined as the injection level. Varying injection
level g, power of different layers that compose the LDM symbol can be assigned. The g
value is a real value that fulfills 0 ≤ g ≤ 1. It is clear that if the injection level is g = 0, LL
symbol is ignored and an LDM system becomes a single layer scheme.

The transmitted symbols will propagate through a channel whose response for the k-th
subcarrier will be H(k) and the received symbol for the k-th subcarrier will be

Y (k) = XLDM(k) ·H(k) +N(k). (4.2)

Combining Equation 4.1 with Equation 4.2, the received symbol in the receiver is ex-
pressed as:

Y (k) = XUL(k) ·H(k) + g ·XLL(k) ·H(k) +N(k), (4.3)

where Y (k) is the received symbol, XUL(k) is the UL symbol, XLL(k) is the LL symbol, H(k)

is the channel response and N(k) is the channel noise, all referred to the k-th subcarrier.
The receiver can receive and decode both the UL and LL, depending on the information is

awaiting. Critical information is transmitted in the UL so the receivers who expect to receive
critical information will decode the UL and ignore the non-critical information contained in
the LL.

In order to decode the UL, the receiver processes the information received in Y (k) (Equa-
tion 4.3) considering the information received in the LL as an extra noise that is added to
the channel’s noise. The symbol received at the UL is shown in Equation 4.4.

Y (k) = XUL(k) ·H(k) +NUL(k), (4.4)

where,

NUL(k) = g ·XLL(k) ·H(k) +N(k). (4.5)

That way the UL receiver can be as simple as a low-cost zero-forcing receiver that needs
to estimate the XUL(k) symbol using Equation 4.6.

X̄UL(k) =
Y (k)

Ĥ(k)
, (4.6)

where Ĥ(k) is the estimated channel response and X̄UL(k) is the estimated UL symbol at
the receiver.

The LL receiver needs to perform more complex operations than the UL receiver to decode
the LL. The LL receiver must perform signal cancellation after estimating the transmitted
UL symbol X̄UL(k) using Equation 4.6. In the LL receiver the detection of the UL symbol
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is obtained by doing the equalization, demodulation, deinterleaving and decoding of the
channel, obtaining a very precise bit level decoding. The receiver then needs to perform
the inverse operation to regenerate the transmitted UL symbol (X̃UL(k)), that is, perform
the channel coding, interleaving and modulation. The complexity of the detection of the
UL symbol increases the complexity of the LL receiver but a more reliable estimation of
the UL symbol is obtained, which will allow a more reliable detection of the LL symbol.
The UL symbol estimation can be done doing a regular symbol detection without a bit level
decoding, simplifying the process, but the reliability of the detected symbol UL and thus the
following LL symbol is lower.

After estimating X̃UL(k), the estimation of the LL symbol is carried out as

X̄LL(k) =
1

g
·

(
Y (k)− X̃UL(k) · Ĥ(k)

)
Ĥ(k)

, (4.7)

where X̃UL(k) is the regenerated UL symbol on the receiver and X̄LL(k) is the estimated LL
symbol.

As can be seen in Equation 4.6, one of the advantages of LDM systems is that the UL
receiver can be a standard receiver that estimates the channel response Ĥ(k) and decodes
the received symbol. This receiver will treat the information from the LL as interference.
The disadvantage is that the received noise is increased, reducing the signal to noise ratio
(SNR).

The LL receiver must be a more complete and complex receiver. This receiver must
decode and regenerate the UL symbol before decoding the LL symbol as it can be seen in
Equation 4.7, increasing the complexity of the receiver. If the UL is not decoded correctly,
this erroneous symbol will generate an interlayer error that will affect the detection of the
LL symbol.

In the case of critical and non-critical information traffic (control and multimedia), the
simplest receiver (UL) can be used as a low-cost receiver used in critical sensors, whereas
the LL can be used for more complex multimedia or monitoring receivers.

4.3 Capacity comparison between LDM and

TDM/FDM

The use of LDM instead of the traditional TDM/FDM systems is proposed after analyzing
the theoretical capacity of LDM. The capacity of a two-layer system such as the one proposed
in this thesis, i.e., the capacity of UL with critical information CLDM

UL and the capacity of
LL with non-critical information CLDM

UL are calculated using Equation 4.8 and Equation 4.9
[Zhang16] where expectation is taken over |H|2.
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CLDM
UL = E

[
log2

(
1 +

PUL · |H|2

PLL · |H|2 + Pn

)]
, (4.8)

CLDM
LL = E

[
log2

(
1 +

PLL · |H|2

Pn

)]
, (4.9)

where CLDM
UL is the theoretical capacity of the UL in LDM, CLDM

LL is the theoretical capacity
of the LL in LDM, PUL is the power of the UL, PLL is the power of the LL, H is the channel
response and Pn is the noise power.

It can be observed that the capacities of UL and LL have a non-linear dependence with
the power level assigned to each layer.

Figure 4.2: Time division in TDM system.

In a TDM or FDM system channel capacity of a particular service is directly proportional
to the time or frequency reserved for that service. If a TDM system is used to transmit
critical information shared with non-critical one, transmission time is divide in time slots,
where every n time slot, critical data will allocate Tc time to send data and Tnc time will
be allocated to transmit non-critical data as seen in Figure 4.2. Following this notation the
capacity to send critical data in TDM is given by Equation 4.10.

CTDM
c = C · Tc

Ta
, (4.10)

where C is the total channel capacity and Ta = Tc+Tnc is total time duration. Following the
same criteria the time slot assigned to send non-critical information is Tnc and the capacity
is

CTDM
nc = C · Tnc

Ta
. (4.11)

In Equations 4.10 and 4.11, C is the total channel capacity where in a selective channel
is [King14]

C = E

[
log2

(
1 +

Ps · |H|2

Pn

)]
, (4.12)

where Ps is the signal total power, Pn is the noise power and H is the channel response.
Capacity relation between two layers in a TDM system is directly proportional to the

time reserved to transmit the information of each layer or the power associated to each layer
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as shown in Equations 4.10 and 4.11. The capacity of the two layers in an LDM system does
not follow a linear relationship as in TDM as it can be seen in Equation 4.8 and Equation
4.9. A comparison of the capacity of a TDM system versus an LDM system has been plotted
in Figure 4.3.

Figure 4.3: LL vs UL capacity using ideal codification over a gaussian channel. SNR of the
UL is fixed to 0 dB and SNR of the LL varies from 20 to 10 dB.

Three possible scenarios have been considered in Figure 4.3. In the three possible sce-
narios, the UL receiver or the critical data receiver is located at a position where its SNR
is 0 dB. This assumption assumes that the receiver is in a hostile localization where the
signal reception is weak or has lot of interference, without the possibility to use antennas to
provide gain to the received signal. SNR of the LL receiver or non-critical data receiver is
20, 15 and 10 dB in the three different scenarios. The non-critical receiver is located in a
place with higher SNR than the critical receiver or has the opportunity to use antennas to
provide gain to the received signal. The points located to the left of the figure are the points
where there is only UL transmission. On the other hand, the points that are totally to the
left are the points where there is only LL transmission.

In terms of capacity, the LDM system always outperforms the TDM system so it can
be assumed that it is a good candidate to improve the overall performance of the proposed
transmission system. Another characteristics that can be observed in an LDM system is
that the capacity compared with TDM increases with the difference of SNR between the two
layers [Gómez-Barquero15]. Looking at Figure 4.3, in the LL curve with SNR of 10 dB, it
can be seen that, for a capacity of 0.5 bps/Hz of the UL, a capacity of 1.6 bps/Hz is reached
for the LL in a TDM system and 2.2 bps/Hz in an LDM system, obtaining 0.6 bps/Hz more
in terms of capacity. Analyzing the curve of the LL for SNR 15 dBs at the same point, it
can be seen that the capacity gain is 1.2 bps/Hz, while it increases to 2.2 bps/Hz in the
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curve of 20 dBs. However in [Gadkari99] the authors prove that an LDM system does not
always outperform a TDM system in an actual implementation. Moreover the authors show
that in the presence of suboptimal channel coding TDM may be more efficient than LDM,
so selection of suitable channel coding is an important part of the study.

4.4 Proposal for using LDM with Unequal Error

Protection in intravehicular networks

4.4.1 Application scenario

The scenario under study in this thesis is the wireless transmission of critical control data and
non-critical multimedia data within trains. It is proposed to replace the usual TDM/FDM
multiplexing transmission techniques by LDM, which has been proposed in other scenarios
such as the next generation of digital terrestrial television (DTT) [Fay16]. In these type of
scenarios the LDM system is used to send mobile services in the UL and fixed services in the
LL. In DTT transmissions, Low Density Parity Checks (LDPC) codes are used for channel
coding due the length of the transmitted frames. In an intra-vehicular transmission scenario
the use of turbo codes may be a more suitable implementation due the short length of the
transmitted frames. In this thesis, the capacity increase provided by an LDM system will
be used to give extra protection to critical control data and increase throughput of the non
critical data.

The scenario under study is a train car equipped with a wireless transmission system as
can be seen in Figure 4.4. For simplicity, a downlink scenario is considered. The transmitter
is located on the ceiling in the center of the car to ensure coverage throughout the car. Within
the car there are two types of receivers: multimedia systems (MM), where the information
transmitted to them is non-critical data such as passenger information, and control systems,
where the transmitted data is information related to the train safety and therefore is critical
information, such as brake, doors or traction system orders. Many of the control systems
are usually located in places with difficult access and high interference such as the metallic
box of the traction system or sensors and actuators located under the train chassis. On the
other hand, the multimedia systems must be located in visible places to the passengers, so
their location presents a high SNR. In the rest of the thesis, the term critical data will be
used instead of control traffic, and non-critical data instead of multimedia traffic.

In a TDM system, the critical and non-critical data information share the same time
slot as has been shown in Figure 4.2. In the considered system, critical data must be sent
every Ta period with Tc length, ensuring error free transmission. Channel coding with code
rate KTDM

c and QoS systems at the upper layers are used to ensure this. The analysis of
these QoS mechanisms are out of scope of this thesis. The hypothesis is that using LDM
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Figure 4.4: Example of a train scenario where the critical control systems are in hostile
environments and non critical multimedia (MM) systems are located near the transmitter.

to send both critical and non-critical data in every time slot Ta, Unequal Error Protection
(UEP) can be used to add reliability to the critical data while the non-critical data can have
higher throughput or reliability depending of the application. The term UEP implies that
resources available to protect data are not equally distributed among each bit stream, so
each bit stream has different protection against noise.

In the case of LDM, in each time slot Tan critical and non-critical data share the same
time slot as seen in Figure 4.5. Hence, critical data has the chance to use extra Tnc time to
send more data and non-critical data has Tc time to send extra data. The critical data will
be mapped in the UL who will have higher power allocation than LL but otherwise extra
noise is added due the LL data. The extra Tnc time to send critical data will be used to
obtain a lower code rate KLDM

UL than TDM, i.e. KLDM
UL < KTDM

c . The hypothesis is that
maintaining the maximum data rate of the critical data and using code rate KLDM

UL , the total
BER of critical data will lower than TDM. This KLDM

UL must be able to correct the error
introduced by the LL.

Figure 4.5: Time division using LDM.

4.4.2 Signal model and channel coding

To compare and validate the hypothesis that the proposed LDM sytem with UEP can out-
perform in terms of bit error rate probability (BER) and throughput a TDM or FDM system,
the two multiplexing systems will be compared in a fair way. It is assumed that TDM will
use all the available bandwidth. The bitrate in bps of critical data in TDM is given by
Equation 4.13.
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RTDM
c = B ·NTDM

c ·KTDM
c · Tc

Ta
, (4.13)

where B is the bandwidth, NTDM
c is the modulation order, KTDM

c is the coding ratio, Tc is
the available time to send critical information and Ta the total time slot.

Non critical bitrate in a TDM system is given by Equation 4.14.

RTDM
nc = B ·NTDM

nc ·KTDM
nc ·

(
1− Tc
Ta

)
, (4.14)

where B is the bandwidth NTDM
nc is the modulation order, KTDM

nc is the used code rate,
(1− Tc) is the available time to send data and Ta the total time slot.

As the LDM system uses all available time to transmit information the maximum ratio
is defined as Equation 4.15.

RLDM
UL = B ·NLDM

UL ·KLDM
UL , (4.15)

and the LL bitrate is defined as Equation 4.16.

RLDM
LL = B ·NLDM

LL ·KLDM
LL , (4.16)

where B is the bandwidth, NUL and NLL are the UL and LL modulation orders respectively
and KLDM

UL and KLDM
LL are the coding ratios of UL and LL.

Using LDM instead of TDM, the obtained extra bandwidth will be used to add reliability
to critical data. The same bitrate used in TDM is maintained to send critical information
in LDM, i.e., RTDM

c = RLDM
UL and combining Equation 4.13 and 4.15:

B ·NLDM
UL ·KLDM

UL = B ·NTDM
c ·KTDM

c · Tc
Ta
, (4.17)

and if the modulation order NUL = Nc keeps fixed, then Equation 4.18 is obtained from
Equation 4.17.

KLDM
UL = KTDM

c · Tc
Ta
. (4.18)

The coding ratio that can be used to send UL is now lower while the transmitted in-
formation rate keeps fixed. The obtained extra capacity using LDM will be used to obtain
reliability of the critical data in order to reduce the BER of the data.

The LL is used to send non-critical data. In this case the obtained extra transmission
time is not used to obtain more reliability of the data, but to increase the transmitted data
rate in order to increase the throughput. If the obtained extra capacity in LL is used to
increase reliability, the obtained extra redundancy would be negligible because Tc � Tnc. In
this case if NTDM

nc = NLDM
LL and KLDM

LL = KTDM
nc are fixed, then
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RLDM
LL > RTDM

nc . (4.19)

4.4.3 Performance measurements

To demonstrate that the proposed LDM system improves the performance of current TDM
systems in train carriage environments, BER of critical data will be obtained and compared
to TDM and LDM. Throughput (Th) of the two systems will be also obtained using Equation
4.20. Throughput is defined as the information data rate that could be sent without errors.

Th = R · (1− Pb) , (4.20)

where R is the total system bitrate and Pb is the resulting BER.
The goal of the simulations of Section 4.5 is to demonstrate that the proposed alternative

method reduces the BER of critical data while it can increase throughput of both critical
and non critical data.

In the simulations it is assumed that the critical receivers are located in low SNR locations
(0 dB) and the non critical receivers are located in places with medium-high SNR, starting
from 0 dB to 20 dB in steps of 5 dB .

4.5 Simulations and results

4.5.1 Simulation scenarios

The simulations were done assuming that the transmitted symbols xTDM and xLDM , using
TDM and LDM respectively, have unit transmission power, i.e., E[||xTDM ||2] = E[||xLDM ||2] =

1.
In TDM system the fraction of time to transmit critical information (Tc) varies from 0.05

to 0.25 in steps of 0.05, and hence, the available time to transmit non-critical information
varies from 0.95 to 0.75. The used coding ratio in TDM for both critical and non-critical data
is KTDM

c = KTDM
nc = 1/2. The chosen modulation to transmit critical information is BPSK

(NTDM
c = 1) and the modulation used to send non-critical data is QPSK (NTDM

nc = 2).
In the LDM system the UL uses the same BPSK modulation (NLDM

UL = 1) and the coding
ratio is defined by Equation 4.18 adding extra redundancy to the transmitted layer. For
example, if the TDM system uses Tc = 0.05 to send critical data, the LDM system transmits
the same information in the UL but reducing the coding rate to 1/20 ·KTDM

c , keeping the
same bitrate of the critical data. In the case of using Tc = 0.05 and KTDM

c = 1/2, the
equivalent coding ratio used in the LDM scheme is KLDM

UL = KTDM
c · 1/20 = 1/40. As
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mentioned before, the use of turbo codes is proposed instead of the LDPC used in [Zhang14]
for ATSC 3.0 due the short length of the transmitted frames.

The transmission scheme used to evaluate LDM in this chapter is a simplified transmission
scheme as shown in Figure 4.6. This simplified scenario will be used to prove our first
hypothesis, while in Chapter 5 a complete transmission scheme will be used to show final
results. This simplified scenario is a baseband system where x(t) symbols are transmitted
through the channel to the receiver. The channel model used in the simulations follows
a fast-fading Gaussian channel model with zero mean and variance one and the received
symbol y(t) is the convolution of x(t) and H(t), with additive gaussian noise.

Figure 4.6: Simplified baseband transmission scheme used to evaluate LDM.

4.5.2 Simulation results

The simulations were done based on Monte Carlo simulations. Two types of data have been
transmitted: critical data traffic using BPSK and non-critical data traffic using QPSK. In
the train carriage scenario, Tc is fixed depending on the type of application and 6 different Tc
values are considered, normalized with respect to Ta. Each Tc derives in a KLDM

UL following
Equation 4.18. Table 4.1 shows a summary of the equivalences between TDM and LDM
parameters used in the simulations.

4.5.2.1 Critical data BER vs g

Critical data BER in LDM depends on the coding rate and the chosen injection level g.
As described in Section 4.4.1, it is assumed that critical receivers are located in low SNR
locations. BER simulation results in function of g and KLDM

UL are shown in Figure 4.7. In
the simulations it is assumed that the SNR of the critical receivers is 0 dB.

BER of critical data using TDM is plotted with discontinued lines using BPSK modu-
lation. It can be seen that the BER is constant because TDM does not use layer injection;
the critical data is transmitted at the assigned time slot Tc.

In Figure 4.7 four BER curves are plotted. The lower curve of the figure corresponds to
a critical data transmission using LDM that corresponds in TDM to Tc = 0.10, that is, it
uses 10% of the available time to send critical data in TDM. It could be observed that with
lower Tc to transmit in TDM, there is more opportunity to add coding to the data in LDM,
obtaining lower BER curves than TDM. BER of the TDM system is fixed at 2 · 10−1, but
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Data TDM LDM Data TDM LDM
Tc = 0.05 Ta = 1 Tnc = 0.95 Ta = 1
KTDM
c = 1/2 KLDM

UL = 1/40 KTDM
nc = 1/2 KLDM

LL = 1/2
Bit Rate = 0.025 Bit Rate = 0.025 Bit Rate = 0.475 Bit Rate = 0.5

Tc = 0.1 Ta = 1 Tnc = 0.90 Ta = 1
KTDM
c = 1/2 KLDM

UL = 1/20 KTDM
nc = 1/2 KLDM

LL = 1/2
Bit Rate = 0.05 Bit Rate = 0.05 Bit Rate = 0.45 Bit Rate = 0.5

Tc = 0.15 Ta = 1 Tnc = 0.85 Ta = 1
KTDM
c = 1/2 KLDM

UL = 3/40 KTDM
nc = 1/2 KLDM

LL = 1/2
Bit Rate = 0.075 Bit Rate = 0.075 Bit Rate = 0.425 Bit Rate = 0.5

Critical Tc = 0.20 Ta = 1 Non-Critical Tnc = 0.80 Ta = 1
KTDM
c = 1/2 KLDM

UL = 1/10 KTDM
nc = 1/2 KLDM

LL = 1/2
Bit Rate = 0.1 Bit Rate = 0.1 Bit Rate = 0.40 Bit Rate = 0.5

Tc = 0.25 Ta = 1 Tnc = 0.75 Ta = 1
KTDM
c = 1/2 KLDM

UL = 5/40 KTDM
nc = 1/2 KLDM

LL = 1/2
Bit Rate = 0.125 Bit Rate = 0.125 Bit Rate = 0.375 Bit Rate = 0.5

Tc = 0.5 Ta = 1 Tnc = 0.5 Ta = 1
KTDM
c = 1/2 KLDM

UL = 0.25 KTDM
nc = 1/2 KLDM

LL = 1/2
Bit Rate = 0.25 Bit Rate = 0.25 Bit Rate = 0.25 Bit Rate = 0.5

Table 4.1: Equivalence between TDM and LDM parameters used in simulations.

Figure 4.7: Critical data BER with SNR 0 dB vs g.

using LDM, BER below 10−7 can be obtained at the point where g = 0, i.e., at the point
where LL information is not transmitted and BER ' 10−4 in the opposite end (g = 1),
where the critical data transmission power is identical to the non critical one.
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4.5.2.2 Throughput of non critical data

Focusing on the analysis of non-critical data, its throughput, as defined in Equation 4.20
was simulated, whose results are shown in Figure 4.8.
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Figure 4.8: Normalized non-critical data throughput vs g with Tc = 0.05.

Simulations done in TDM have been represented as discontinuous lines in Figure 4.8
whereas the simulations in LDM are represented with solid lines. Different colors represent
the different SNR in the non-critical receiver, varying from 0 dBs to 10 dBs in steps of
5 dBs. In Figure 4.8 it is observed that with SNR 0 dBs in the non-critical receiver, the
normalized throughput in TDM is higher than the normalized throughput in LDM. It can be
seen that the throughput increases as g increases, i.e., more power is allocated to non-critical
LL data relative to the critical data UL. In the case of SNR = 0 dB, it can be seen that
LDM throughput never outperforms TDM, so it is not a desirable case.

As the SNR of the non critical data receiver increases, there are cases where the through-
put curve of the LDM system outperforms the TDM curve. Analyzing the 5 dB curve, it can
be seen that in cases where g > 0.7, LDM throughput outperforms the TDM system. Below
this g = 0.7 the TDM system is still preferable to an LDM system in terms of throughput.
If the receiver SNR is increased to 10 dB, it can be observed that throughput of an LDM
system is higher than TDM for every g so an LDM system is desirable to TDM.

Analyzing the results of the simulations of Section 4.5.2.1 and 4.5.2.2 it can be concluded
that for critical data there are values and combinations of Tc, KLDM

UL and g for whom BER
of an LDM system is lower than TDM, and the throughput is higher. In order to analyze
and obtain the cases where the selection of an LDM system is better than a TDM system,
the normalized throughput curves of critical data versus non-critical data throughput are
analyzed in next section.
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4.5.2.3 Throughput comparison of critical and non critical data

For this simulation, the critical receiver stays in a hostile zone with SNR = 0 dB and
Tc = 0.25 is fixed. The non critical receiver SNR varies from 0 dBs to 20 dBs. The obtained
results can be seen in Figure 4.9.

Figure 4.9: Critical data normalized throughput vs non critical data normalized throughput.
Critical receiver SNR = 0 dB and Tc = 0.25.

Tc = 0.25 is equivalent to a KLDM
UL = 5/40. The normalized throughput of the critical

data in TDM is not plotted because it is out of scale, that is, all normalized throughput
values of the critical data obtained in LDM are higher than normalized throughput of TDM.
TDM throughput is represented by dashed lines, whose value does not vary with g. LDM
throughput is represented using asterisks (∗) and different colors represent the SNR of the
non-critical receiver. Each asterisk in the graph represents a specific value of g, covering the
complete range of g.

In Figure 4.9 the regions of 0 ≤ g ≤ 0.25, 0.25 ≤ g ≤ 0.5, 0.5 ≤ g ≤ 0.75 and 0.75 ≤ g ≤ 1

have been delimited. These regions are marked in Figure 4.9 for each of the different SNRs.
As can be seen in the figure, the points where g = 0, since there is no LL, the normalized
throughput of the non-critical information decreases. As g increases, throughput of non-
critical information in LDM increases to become higher than TDM in some cases. If the
case of SNR 0 dB in the non critical receiver is analyzed, it is observed that with values of
g below 0.25 the LDM throughput does not outperform TDM. With 0.25 ≤ g ≤ 0.5 it is
observed that the throughput using LDM is higher than in TDM. Increasing g, it is shown
that from g = 0.75 the throughput practically remains fixed. The conclusion of the analysis
is that values of g higher than 0.25 should be chosen. Analyzing the 5 dB curve, practically
the same situation is repeated. Below g = 0.25 the LDM throughput is not guaranteed to
be higher than in TDM but with values of g > 0.25 any value of g makes LDM throughput
higher than in TDM. In the case under study of Tc = 0.25 in the Figure 4.7 it is shown that
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for values of 0.25 ≤ g ≤ 0.5 the BER curve of the critical data in LDM goes from 3 · 10−4 to
2 · 10−3 keeping lower than 2 · 10−1 of a TDM system. Looking to Figure 4.9 it shows that
for values 0.25 ≤ g ≤ 0.5 both critical and non-critical data throughput in LDM are above
the TDM based system for all SNRs.

The main conclusion is that to maximize critical and non-critical throughput maintaining
low BER, the injection level g must be fixed between 0.25 and 0.5 as shown in Figure 4.9.

4.5.2.4 Throughput comparison of TDM and LDM

To highlight the effect of Tc in the associated LDM coding rate and the non-critical data
throughput, ∆Thnc versus g is simulated and plotted where ∆Thnc is defined as follows:

∆Thnc = ThLDMLL − ThTDMnc , (4.21)

where ThLDMLL is the LL data throughput using LDM and ThTDMnc is the non-critical data
throughput using TDM. TDM curves using Tc = 0.25 are plotted with a cross (+) symbol
and the equivalent code will be KLDM

UL = 5/40. Curves using an asterisk (∗) symbol are
Tc = 0.05 curves so the equivalent coding rate in LDM will be KLDM

UL = 1/40. Different
colors represent SNR values of the non-critical receiver.
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Figure 4.10: LDM throughput gain over TDM throughput.

It is shown that almost all values marked with a cross have a ∆Thnc > 0 which means
that for Tc = 0.25 almost any value of g will satisfy that the LDM throughput is higher
than TDM. Looking to the asterisk curves it is shown that not all values of SNR nor g make
∆Thnc > 0. There are SNR values below 5 dB that never satisfy that the LDM throughput
is higher than the TDM. Increasing the SNR of the receiver, it can be observed that any
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value of g satisfies that the LDM throughput is higher than the TDM throughput. In Figure
4.10 only the extreme values of simulated Tc-s have been plotted as examples.

4.5.2.5 BER and throughput curves over SNR

In order to show more representative curves, BER curves over SNR were simulated. To
simulate and draw such curves Tc and g must be set. According to Figure 4.7 and 4.9, to
maximize the throughput and keep the BER low, a value of g located in the upper right side
of the curves in Figure 4.9 must be chosen, i.e., a value between g = 0.25 and g = 0.5. In
the previous examples the extreme values of simulated Tc-s have been chosen. In this case,
a value of Tc = 0.15 is chosen as an intermediate value to analyze its effect and g is fixed
to 0.3. With these values, BER curves are plotted for both critical and non-critical data as
function of SNR. The throughput of the critical and non-critical data are also represented
as function of SNR.

In Figure 4.11, the BER of the critical data versus SNR is plotted. Using LDM and
the extra protection that can be added to the system while maintaining the bitrate, BER is
decreased. For example, with BER = 10−4 the LDM system has a gain of 8 dB over a TDM
system.
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Figure 4.11: BER of critical data with g = 0.3 and Tc = 0.15.

Normalized throughput of the critical data versus SNR was simulated and plotted in
Figure 4.12, where it can be seen that LDM always outperforms TDM in terms of throughput
due the low BER of the critical data.

Non critical data BER and throughput were also simulated, where results are plotted
in Figure 4.13, where BER of the LDM system always is higher than the TDM systems.
Throughput of the non critical data is plotted in Figure 4.14. In this case, it can be seen
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Figure 4.12: Normalized Throughput of Critical data with injection level g = 0.3 and
Tc = 0.15.

that not always LDM throughput is higher than TDM. When the SNR of the non critical
receiver is below 5 dB, TDM has higher throughput than LDM but above 5 dB, the LDM
throughput is higher than TDM. Looking at Figure 4.8 (case Tc = 0.05), only SNR values
higher than 10 dB make the non critical LDM throughput higher than TDM. In the case of
Tc = 0.25 of Figure 4.9 all values of SNR makes the LDM non critical throughput higher
than TDM, demonstrating that depending of Tc and SNR, non critical LDM throughput can
outperform TDM.

Figure 4.13: BER of Non Critical data with injection level g = 0.3 and Tc = 0.15.
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Figure 4.14: Normalized Throughput of Non Critical data with injection level g = 0.3 and
Tc = 0.15.

4.6 Chapter summary

In this chapter, the use of LDM combined with UEP is proposed for intravehicular wireless
networks replacing the traditional TDM/FDM schemes. The chapter starts with the funda-
mentals of LDM and an analysis of the theoretical capacity of an LDM system in comparison
with a TDM system.

The proposed application scenario of LDM is an inside train carriage wireless system,
where two types of data must coexist: critical and non critical data. The capacity gain
that LDM systems can obtain is proposed in this chapter to use to increase reliability of
critical data, giving priority against non critical data traffic. To prove the hypothesis, first
simulations are carried out using a Gaussian channel and very simple baseband transmission
scheme obtaining BER and throughput of both critical and non critical data.

The results show that an LDM scheme can outperform TDM in terms of BER and
throughput, but injection level g and the application given critical data time slot (Tc) and
non critical data time slot (Tnc) have a great impact depending on the SNR that the receivers
expects.

With the proposed LDM system, reliability of the critical data is higher than TDM but
throughput of the non critical data must be defined to select the correct parameters to fulfill
the requirements of the system. The simulations carried out in this chapter demonstrate
that a commitment rule is necessary between g, Tc, Tnc and the expected SNR.

The obtained results on this chapter were published in [Arruti17a] as a possible candidate
to be used in an industrial wireless system with similar time constraints.
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System performance using SISO

5.1 Introduction

The goal of this chapter is to show the simulation results of combining the LDM scheme
with UEP introduced in Chapter 4 and the Winner channel model presented in Chapter 3.
The results in this chapter are novel, since LDM has never been used in this scenario and
over a wireless train channel as the proposed in Chapter 3.

BER and throughput of critical data and non-critical data are simulated over different
test scenarios to show the performance of LDM and are compared with TDM. The analyzed
wireless channel is the Winner train channel proposed in Chapter 3 and its results are
compared with HiperLAN 2 [ETSI02] A, B and C channel models described in Section 2.2.4.5
and a fast-fading channel. Furthermore, the transmission scheme used in these simulations
is a more realistic system than the one used in Chapter 4, as shown in Figures 5.1 and 5.2.

The final objective of these simulations is to extend the conclusions from Chapter 4 to a
realistic channel model and a complete wireless transceivers. The simulation results of this
chapter are using SISO systems whereas the results of next section are using multiple-antenna
configurations.

5.2 Simulator characteristics

The results provided in this and the next chapter have been obtained using simulator with
the following parameters:

• Channel models: Inside train Winner channel model of Chapter 3, fast-fading channel
and HiperLAN 2 A, B and C channel models.

• Possibility to use multiple transmission and reception antennas creating SISO, MISO,
SIMO and MIMO systems.

• LDM or TDM transmission.
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Figure 5.1: Two layer LDM transmitter block diagram.

• Different coding rates using turbo codes and Alamouti space time block coding.

• Orthogonal Frequency Division Multiplexing.

The transmitter is composed of information sources, where critical and non-critical data
bits are generated and after encoding, interleaving and modulating, they are superposed
to obtain LDM symbols. After pilot insertion, OFDM is used to send symbols x(t) over
the transmission channel H(t). Perfect Channel State Information (CSI) is assumed in the
receivers. There are two type of receivers:

• UL or critical data receivers, which receive the transmitted symbol y(t) after channel
convolution and noise addition, and performs a simple single-layer decoding obtaining
the information in the UL.

• LL or non-critical receivers who do the same operation than UL receivers to obtain
and regenerate UL. After that they estimate the LL symbol and perform a regular
demodulation, decoding and deinterleaving to obtain LL data.

The transmitter and receiver block diagrams are shown in Figure 5.1 and Figure 5.2
respectively.

As described in the previous chapter, the critical data modulation used in these simu-
lations is BPSK and non-critical data is modulated using QPSK. The simulation results of
Sections 4.5.2.1 and 4.5.2.3 show that an injection level g = 0.3 obtains high critical data
reliability results, maintaining high critical and non-critical data throughput levels, so in the
simulator g is fixed to 0.3.

5.3 Test scenarios

11 test SISO scenarios are simulated in this chapter. The initial test scenarios are TDM and
LDM scenarios with code rate 1 (KTDM

c = KTDM
nc = KLDM

UL = KLDM
LL = 1) and they are

simulated as initial setup and for comparison purposes. After this initial setup, the rest of
the test scenarios are simulated and compared to obtain results.
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(a) Critical data receiver.

(b) Non-critical data receiver.

Figure 5.2: Two layers LDM receivers block diagrams.

The tested scenario are summarized in Table 5.1

Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)
1.1 TDM 1 1 1 1 0 1 x 1 0
1.2 TDM 1 1 1 0 1 x 1 0 1
1.3 LDM 1 1 1 1 1 1 1 1 1
2.1 TDM 1 1 1 0.5 0.5 0.5 0.5 0.25 0.25
2.2 LDM 1 1 1 1 1 0.5 0.5 0.5 0.5
3.1 TDM 1 1 1 0.25 0.75 0.5 0.5 5/40 0.375
3.2 LDM 1 1 1 1 1 5/40 0.5 5/40 0.5
3.3 TDM 1 1 1 0.15 0.85 0.5 0.5 3/40 0.425
3.4 LDM 1 1 1 1 1 3/40 0.5 3/40 0.5
3.5 TDM 1 1 1 0.05 0.95 0.5 0.5 1/40 0.475
3.6 LDM 1 1 1 1 1 1/40 0.5 1/40 0.5

Table 5.1: Tested scenario summary.

where Mux is the multiplexing technique used, Tc is the portion of time to send critical data
in TDM, Tnc is the portion of time to send non-critical data, Kc is the code rate used to
send critical data in TDM or in UL in LDM, Knc is the code rate to send non-critical data in
TDM or in LL in LDM, Max(Thc) is the maximum normalized throughput that the critical
data will have and Max(Thnc) is the maximum normalized throughput that the non-critical
data will have. Throughput is defined in Equation 4.20.
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5.4 Initial test scenarios

In this section the first three scenarios of Table 5.2 are simulated. The first two scenarios
are TDM systems, where only one antenna is used to send and receive the critical and non-
critical data transmission. In the first scenario, all available time is used to send critical data
with a code rate of 1.

Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)
1.1 TDM 1 1 1 1 0 1 x 1 0
1.2 TDM 1 1 1 0 1 x 1 0 1
1.3 LDM 1 1 1 1 1 1 1 1 1

Table 5.2: Initial test scenarios.

If the channel behaviour is analyzed it can be seen that all TDM and LDM scenarios
follow the same behaviour. Winner channel has always the lower BER, versus HiperLAN 2
channel A and fast fading channel. BER of scenario 1.1 can be as example in Figure 5.3.
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Figure 5.3: Critical data BER of scenario 1.1.

Focusing only on the Winner channel, critical data BER of scenario 1.1 and 1.3 are
compared in Figure 5.4a and non-critical data BER of scenario 1.2 and 1.3 are compared in
Figure 5.4b.

It could be concluded that in both cases, BER of the LDM system is higher than TDM
when both systems are using the same code rate (Kc = Knc = 1) and all available time
to send data. In critical data transmission there is a difference of 3 dB between TDM and
LDM. This is because in LDM, the LL adds an extra noise to the UL as seen in Equation
4.4. In the case of non-critical data the difference between TDM and LDM is 6 dB because
the LL has lower power assignment than non-critical data in TDM.
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(a) Critical data BER comparison of Winner channel: sce-
nario 1.1 vs scenario 1.3.
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(b) Non-critical data BER comparison of Winner channel:
scenario 1.2 vs scenario 1.3.

Figure 5.4: Simulation results of scenario 1.1, 1.2 and 1.3.

These cases are used to have an initial setup and a starting point to be used as compar-
ative purposes.

5.5 SISO scenarios with same code rate K

Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)
2.1 TDM 1 1 1 0.5 0.5 0.5 0.5 0.25 0.25
2.2 LDM 1 1 1 1 1 0.5 0.5 0.5 0.5

Table 5.3: Tested scenarios 2.1 and 2.2.

In this section, TDM and LDM systems are compared maintaining the same code rate
in both scenarios, that is, scenarios 2.1 and 2.2 are compared. In the TDM system, critical
data and non-critical data share the available time to send data, with same time slot length
(Tc = Tnc = 0.5). In this case, BER and throughput are simulated to compare two scenarios.

Focusing on BER curves of Figures 5.5a and 5.5b (scenario 2.1), it can be seen that
both types of data take advantage of using a lower coding rate than the initial scenarios of
Section 5.4. Fast fading channel take advantage of using code against A channel or Winner,
obtaining a steeper slope. In scenario 2.1 at SNR higher than 5 dB in the critical data case
or 10 dB in the non-critical data case, it can be seen that fast fading channel has lower BER
than A or Winner channels. In scenario 2.2, similar behavior is observed with both types of
data, but in this case SNR must be higher than 8 dB in the critical case and 16 dB in the
case of non-critical data to obtain lower BER with a fast fading channel than A or Winner
channel.
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(a) Critical data BER of scenario 2.1.
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(b) Non-critical data BER of scenario 2.1.

Figure 5.5: Simulation results of scenario 2.1.

The throughput is defined by Equation 4.20 and in a TDM system is limited by the
coding rate and the available time to send data. The maximum Th happens when Pb = 0,
i.e, the maximum throughput in the critical case is 0.25. In the non-critical receiver the
throughput is defined in the same way and the maximum throughput is 0.25. In the LDM
case the same definition of throughput is used but in this case maximum throughput in both
critical and non-critical data is 0.5, double than the TDM system. Equation 4.20 uses bit
error rate to obtain throughput, but throughput definition using packet error rate instead
of bit error rate is possible as defined in Equation 5.1:

ThP = R · (1− PP ) , (5.1)

where PP is the packet error rate.
To compare both scenarios, BER and throughput of only Winner channel are plotted

in Figure 5.6. It can be seen that using the same code rate, BER of the TDM system is
lower than LDM in both critical and non-critical receivers. In the critical data transmission,
TDM system has 3 dB gain against LDM and in the non-critical data case the gain is 6 dB.
But, since LDM can use all available time, maximum throughput of LDM is higher than the
TDM system; specifically LDM maximum throughput is double of TDM in both cases. This
extra throughput using LDM can be exploited to add redundancy to the data with the aim
of decreasing BER. Focusing on throughput using PER, critical and non-critical data are
shown in Figure 5.6e and 5.6f respectively. It can be seen that LDM has higher throughput
than TDM only when SNR is higher than 4 dB in critical case and 11 dB in non-critical
case.

In next section, the extra available time that LDM gives to the transmission will be used
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(a) Critical data BER of Winner channel.
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(b) Non-critical data BER of Winner channel.
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(c) Normalized critical data throughput using BER of Win-
ner channel.
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(d) Normalized non-critical data throughput using BER of
Winner channel.
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(e) Normalized critical data throughput using PER of Win-
ner channel.
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(f) Normalized non-critical data throughput using PER of
Winner channel.

Figure 5.6: Winner channel simulation results: scenario 2.1 vs scenario 2.2.
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to use different code rates with the objective of maintaining the same maximum bit rate in
the critical data and obtain lower BER. In the case of non-critical data, it will not vary the
code rate with the aim of increasing throughput instead of decreasing BER.

5.6 TDM vs LDM using different coding rates

In this section different scenarios were simulated to obtain results and evaluate the perfor-
mance of the channel.

5.6.1 TDM and LDM scenario comparison with maximum critical

throughput 5/40

Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)

3.1 TDM 1 1 1 0.25 0.75 0.5 0.5 5/40 0.375
3.2 LDM 1 1 1 1 1 5/40 0.5 5/40 0.5

Table 5.4: Tested scenarios 3.1 and 3.2.

As shown in the table 5.4 both scenarios 3.1 and 3.2 have maximum throughput of critical
data of 5/40 in our simulator. Critical and non-critical data BER of scenario 3.1 show the
same results than scenario 2.1 where the used code rate makes that fast fading channel has
lower BER than channel A or Winner when SNR is higher than 5 dBs. But due to the
low code rate that scenario 3.2 is using in the critical data, this effect does not happen and
Winner and channel A have lower BER than fast fading channel as shown in Figure 5.7.
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Figure 5.7: Critical data BER of scenario 3.2.
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Analyzing non-critical BER simulations of both scenario 3.1 and 3.2, they have the same
behaviour than scenario 2.1 and 2.2 because they are using the same code rate making that
the fast fading channels has lower BER versus the rest of the channels when SNR is higher
than 15 dB as seen in Figure 5.5b.

A comparison of both scenarios is plotted in Figure 5.8. In Figure 5.8a comparison of
critical data BER is displayed. It can be seen that the LDM system with the same maximum
bit rate than TDM has a lower BER. For example, with a SNR as low as -5 dB, LDM can
achieve a BER of 10−2 while TDM system has a BER of 4 ·10−1. With a SNR of 0 dB, LDM
has achieved a SNR of 4 · 10−5 and TDM a BER of 5 · 10−2 having a difference of 3 order
of magnitude. This lower BER affects in the critical data throughput, keeping the LDM
throughput higher than in TDM (Figure 5.8c).

In Figure 5.8b non-critical BER of both scenarios is shown. In this case the code rate of
0.5 has kept in both cases so the BER of TDM system is lower than LDM, maintaining a 6
dB gain for all SNRs. This higher BER of LDM can be compensated with the extra available
time to send non-critical data, as can be shown in Figure 5.8d. Maximum throughput of LDM
is 0.5 while maximum throughput of TDM is 0.375. It can be seen that LDM can outperform
TDM throughput in some cases. Focusing on throughput using BER of Figure 5.8d, with
SNR higher than 6 dB, LDM throughput is higher than TDM and BER is 2 · 10−1. Above
this SNR the LDM system can obtain higher throughput than TDM. Throughput using PER
of Figure 5.8f shows that with SNR higher than 13 dB LDM has higher throughput than
TDM.

Another characteristic of LDM described in Chapter 4 and represented in Figure 4.3
is that the capacity of LDM increases with the difference between layers’ SNR. Maximum
capacity of LDM increases when the difference of SNR between layers increase, specifically
when LL SNR is higher than UL. In the case where SNR of LL is equal or lower than UL
SNR, the maximum capacity of LDM is the same capacity than TDM. In Figure 5.9 average
BER of scenario 3.1 and 3.2 are plotted. Average BER (AvBER) of the system is defined as
Equation 5.2:

AvBER =
BERc +BERnc

2
, (5.2)

where BERc is the critical data BER value and BERnc is the non-critical data BER value.
AvBER is calculated for every pair of SNR (critical and non-critical) values. Figure 5.9a
shows AvBER of scenario 3.1 and Figure 5.9b shows AvBER of scenario 3.2. Figure 5.9c is
the top view of Figure 5.9a and it can be seen that in scenario 3.1 the critical data BER
starts decreasing at 0 dB and the non-critical data BER starts at 4 dB. For scenario 3.2 top
view of Figure 5.9b is the Figure 5.9d. In both figures it can be seen that critical data BER
starts decreasing at -8 dB and that the non-critical case starts at 8 dB. The LDM system
used in scenario 3.2 makes critical data BER lower than scenario 3.1 but non-critical data
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(a) Critical data BER scenario 3.1 vs scenario 3.2.
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(b) Non-critical data BER scenario 3.1 vs scenario 3.2.
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(c) Critical data throughput using BER of scenario 3.1 vs
scenario 3.2.
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(d) Non-critical data throughput using BER of scenario 3.1
vs scenario 3.2.
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(e) Critical data throughput using PER of scenario 3.1 vs
scenario 3.2.
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(f) Non-critical data throughput using PER of scenario 3.1.
vs scenario 3.2.

Figure 5.8: Winner channel simulation results: scenario 3.1 vs scenario 3.2.
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BER is penalized instead.
To prove that AvBER of LDM system is lower than the TDM, the difference in AvBER-s is

calculated and displayed in Figure 5.10. Figure 5.10a is a 3-D view of these difference values.
Positive values of Figure 5.10a means that AvLDMBER < AvTDMBER while negative values means
that AvLDMBER > AvTDMBER . Figure 5.10b is a top view of 5.10a where 4 zones can be identified.
The fist zone in red is marked as the "invalid zone". This zone is where critical data SNR
is so low that data can not be recovered, so this zone can not be used in transmission. The
second zone in black is the "ineligible zone", where SNR of non-critical receiver is lower than
critical data receiver. This situation needs to be avoided because LDM benefits happens
when critical data SNR is lower than the non-critical. The third zone is the zone highlighted
as the "positive values" zone. In this zone, LDM AvBER is lower than TDM, making this
zone as the optimum zone where the use of LDM is highly recommended. The remaining
zone is where LDM’s AvBER is lower than TDM but the difference between them is not so
high.

Bottom view of 5.10a is displayed in Figure 5.10c. In this figure the same zones of Figure
5.10b are highlighted but there is another one identified as "negative values" where AvBER of
TDM is lower than LDM. This means that in these values, the use of TDM is recommended
instead of LDM, so this is a zone to avoid if there is using an LDM system.
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(a) AvBER of TDM critical data vs non-critical data with
different SNR values.
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(b) AvBER of LDM critical data vs non-critical data with
different SNR values and KLDM

c = 5/40.
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(c) AvBER of TDM critical data vs non-critical data with
different SNR values - top view.
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(d) AvBER of LDM critical data vs non-critical data with
different SNR values and KLDM

c = 5/40 - top view.

Figure 5.9: Average BER simulation results of scenario 3.1 and 3.2.
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Figure 5.10: BER difference of scenario 3.1 and 3.2.
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5.6.2 TDM and LDM scenario comparison with maximum critical

throughput 3/40

Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)
3.3 TDM 1 1 1 0.15 0.85 0.5 0.5 3/40 0.425
3.4 LDM 1 1 1 1 1 3/40 0.5 3/40 0.5

Table 5.5: Tested scenarios 3.3 and 3.4.

In this section, scenarios 3.3 and 3.4 summarized in Table 5.5 are compared. Both
scenarios have a maximum throughput of 3/40 on critical data. Simulation results of scenario
3.3 show same critical and non-critical data BER than scenario 3.1 as they use the same
code rate. BER of critical data of scenario 3.4 has similar behaviour than scenario 3.2 where
the BER of Winner channel is lower than A channel and fast fading for all SNR values as
shown in Figure 5.11.
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Figure 5.11: Critical data BER of scenario 3.4.

To see the differences between scenarios, a comparison is plotted in Figure 5.12. Com-
paring critical data BER, scenario 3.4 has lower BER than scenario 3.3 as seen in Figure
5.12a. For example a BER of 6 · 10−4 is reached in the scenario 3.3 with a SNR of -5 dB
versus a BER of 4 · 10−1 in scenario 3.4. having a 3 order gain. With SNR 0 dB, BER of
scenario 3.3 is 5 · 10−2 versus 2 · 10−6 BER of scenario 3.4, having a difference of 4 orders.
This lower BER makes the throughput of scenario 3.3 represented in Figure 5.12c higher
than scenario 3.4.

With non-critical data BER, the result is the same than scenario 3.1 of Section 5.6.1
because the coding is not changing but the maximum non-critical throughput now on scenario
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3.3 is 0.425 versus 0.5 of the scenario 3.4. It can be seen in Figure 5.12d that for values of
SNR higher than 9 dB, scenario 3.4 has higher throughput than scenario 3.3. In the case of
throughput using PER of Figure 5.12f with SNR values higher than 15 dB, scenario 3.4 has
higher throughput than scenario 3.3.

Analyzing the AvBER as described in Chapter 5.6.1, the results are displayed in Figure
5.13. As the mentioned in previous chapter Figure 5.14a is a 3-D view of the AvBER differ-
ences where positive values of AvBER means that a scenario using LDM has lower average
BER than a scenario using TDM. Figure 5.14b and 5.14c are the top and bottom view of
Figure 5.14a where "ineligible zone" and "invalid zone" are highlighted in both top and
bottom view. In this occasion the invalid zone starts at -16 dB and in the top view it can
be seen that the positive values zone is wider than scenario 3.2. In the bottom view, where
the negative values are highlighted, it can be seen that there are some values where a TDM
scenario obtains lower BER than LDM, so these are values to avoid using an LDM scenario
like scenario 3.4.
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(a) Critical data BER scenario 3.3 vs scenario 3.4.
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(b) Non-critical data BER of scenario 3.3 vs scenario 3.4.
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(c) Normalized critical data throughput using BER of sce-
nario 3.3 vs scenario 3.4.
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(d) Normalized non-critical data throughput using BER of
scenario 3.3 vs scenario 3.4.
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(e) Normalized critical data throughput using PER of sce-
nario 3.3 vs scenario 3.4.
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(f) Normalized non-critical data throughput using PER of
scenario 3.3 vs scenario 3.4.

Figure 5.12: Comparison results of scenario 3.3 vs scenario 3.4.
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(a) AvBER of TDM critical data vs non-critical data with
different SNR values.
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(b) AvBER of LDM critical data vs non-critical data with
different SNR values and KLDM

c = 3/40.
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(c) AvBER of TDM critical data vs non-critical data with
different SNR values - top view.
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Figure 5.13: Average BER simulation results TDM and LDM KLDM
UL = 3/40.
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Figure 5.14: BER difference of scenarios 3.3 and 3.4.
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5.6.3 TDM and LDM scenario comparison with maximum critical

throughput 1/40

Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)
3.5 TDM 1 1 1 0.05 0.95 0.5 0.5 1/40 0.475
3.6 LDM 1 1 1 1 1 1/40 0.5 1/40 0.5

Table 5.6: Tested scenarios 3.5 and 3.6.

Scenarios 3.5 and 3.6 are compared now, with the characteristics summarized in Table
5.6, whose results are shown in Figure 5.15. Figure 5.15a shows that critical data BER can
decrease considerably using LDM in scenario 3.6 using a code rate of 1/40. LDM obtains
BER as low as 4 · 10−4 with SNR -10 dB, in comparison with 5 · 10−1 of TDM system. With
SNR -5 dB, BER of 6·10−6 with LDM is reached versus 4·10−1 obtained with TDM. This low
BER makes that critical data throughput of LDM is higher than TDM as shown in Figure
5.15c. In Figure 5.15b BER of non-critical data shows that it follows the same behaviour than
previous scenarios 3.1 and 3.3 because it has the same characteristics. But analyzing non-
critical data throughput of Figure 5.15d this time the point where LDM scenario throughput
is higher than TDM is 10 dB, versus the 5 dB of scenario 3.2 or the 9 dB of scenario 3.4.
In Figure 5.15f, throughput using PER shows similar behaviour than Figure 5.15d but SNR
must be higher than 17 dB if you want higher throughput using LDM.

Regards the AvBER, the simulation results are displayed in Figure 5.16 and the difference
between average BER is displayed in Figure 5.17. In Figure 5.16d, critical data BER of
scenario 3.6 starts decreasing at -20 dB and the non-critical data starts decreasing at 6 dB
showing that critical data starts decreasing with lower SNR than scenario 3.5 (Figure 5.16c)
but non-critical data starts decreasing with higher SNR.

The difference of AvBER simulation results are displayed in Figure 5.17a in 3D and the top
and bottom view in Figures 5.17b and 5.17c respectively. As previous scenarios, "ineligible
zone" and "invalid zone" are highlighted. This time Figure 5.17b shows a wider positive
value zone, where AvBER of the LDM scenario is lower than TDM. However, analyzing
Figure 5.17c it can be seen that in this occasion there is also negative values zone that it
should be avoided.
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(a) Critical data BER scenario 3.5 vs scenario 3.6.
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(b) Non-critical data BER of scenario 3.5 vs scenario 3.6.
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(c) Normalized critical data throughput using BER of sce-
nario 3.5 vs scenario 3.6.
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(d) Normalized non-critical data throughput using BER of
scenario 3.5 vs scenario 3.6.
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(e) Normalized critical data throughput using PER of sce-
nario 3.5 vs scenario 3.6.
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(f) Normalized non-critical data throughput using PER of
scenario 3.5 vs scenario 3.6.

Figure 5.15: Comparison results of scenario 3.5 vs scenario 3.6.
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AvBER

(a) AvBER of TDM critical data vs non-critical data with
different SNR values.
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(b) AvBER of LDM critical data vs non-critical data with
different SNR values and KLDM

c = 1/40.
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(c) AvBER of TDM critical data vs non-critical data with
different SNR values - top view.
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Figure 5.16: Average BER simulation results TDM and LDM
KLDM
UL = 1/40.
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Figure 5.17: BER difference of scenarios 3.5 and 3.6.
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5.6.4 Simulation results summary

This section summarizes the simulation results shown in Section 5.6. Significative simulation
results are shown in Figure 5.18 where the most representative values are compared to extract
conclusions.

In Figure 5.18a critical data BER of scenario 3.1, 3.2, 3.4 and 3.6 are shown corresponding
to a TDM scenario with KTDM

c = 0.5, LDM system with KLDM
UL = 5/40, LDM system

with KLDM
UL = 3/40 and LDM system with KLDM

UL = 1/40 respectively. Scenario 3.3 and
3.5 are not represented because they have the same result of scenario 3.1. It can be seen
that exploiting the extra time provided by LDM, scenario 3.2, 3.4 and 3.6 can reduce BER
depending of the available time to send critical data (Tc) of TDM. In systems where Tc = 0.05,
a code rate of KLDM

UL = 1/40 can be used, achieving very low BER with low SNR. Depending
on Tc different KLDM

UL could be used to decrease BER. Looking at Figure 5.18c it can be
proven that with this coding critical throughput of LDM scenarios 3.2, 3.4 and 3.6 is always
higher than the corresponding TDM scenarios.

Non-critical receiver BER simulation results are in Figure 5.18b. As the code rate does
not change, BER results are the same in all TDM scenarios (3.1, 3.3 and 3.5) and the LDM
scenarios (3.2, 3.4 and 3.6). But the available extra time that results of using LDM, is used to
increase non-critical data throughput, as it can be seen in Figure 5.18d. Throughput of LDM
scenarios (3.2, 3.4 and 3.6) stays fixed for three scenarios but throughput of TDM varies
with the Tnc in scenario 3.1, 3.3 and 3.5, resulting that if a TDM scenario is using high Tnc
with a low KLDM

UL , the non-critical throughput difference between TDM and LDM decreases.
For example, scenario 3.6 is using a very low code rate in the critical data (KLDM

UL = 1/40)
because in scenario 3.5 T TDMc = 0.05 is very low. It implies that T TDMnc = 0.95 and the
extra time it gains using LDM is 0.05 so the throughput gain is very low. In Figure 5.18d
scenario 3.5 is the scenario with T TDMnc = 0.95 and it must be compared with scenario 3.6,
where LDM throughput curve is higher if SNR is higher than 10 dB. In the opposite side,
comparing scenario 3.2 and 3.1, with a code rate in LDM of KLDM

UL = 5/40, non-critical
throughput difference is higher between scenarios, starting at 6 dB the zone where LDM
throughput is higher than TDM.

With throughput using PER of Figures 5.18e and 5.18f, similar behaviour than through-
put using BER of Figures 5.18c and 5.18d happens. In the critical data, LDM throughput is
always higher than TDM but non-critical data throughput depends on Tnc. Analyzing Figure
5.18f, LDM scenario 3.2, scenario 3.4 and scenario 3.6 will have higher throughput than the
corresponding TDM scenario when SNR is higher than 13, 15 and 17 dB respectively.
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(a) Critical Data BER of scenarios 3.1, 3.2, 3.4 and 3.6.
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(b) Non-critical Data BER of scenarios 3.1, 3.2, 3.3, 3.4, 3.5
and 3.6.

SNR
-30 -20 -10 0 10 20 30 40

N
or

m
al

iz
ed

 T
hr

ou
gh

P
ut

 C
rit

ic
al

 D
at

a

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

TDM scenario 3.1
TDM scenario 3.3
TDM scenario 3.5
LDM scenario 3.2
LDM scenario 3.4
LDM scenario 3.6

(c) Critical Data Throughput using BER of scenarios 3.1,
3.2, 3.3, 3.4, 3.5 and 3.6.
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(d) Non-critical Data Throughput using BER of scenarios
3.1, 3.2, 3.3, 3.4, 3.5 and 3.6.
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(e) Critical Data Throughput using PER of scenarios 3.1,
3.2., 3.3., 3.4., 3.5 and 3.6.
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Figure 5.18: Comparison of tested scenarios.
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5.7 Chapter summary

The main conclusion of this section is that a commitment rule is necessary to fulfill system
requirements. Very low BER can be achieved using LDM and lower coding, but throughput of
non-critical data will be compromised and a higher SNR will be necessary in the non-critical
receiver to overcome TDM throughput. This could be done for example using directive
antennas to obtain better SNR. The system design is very important and the system average
SNR is a factor that affects to design criteria. LOS between non-critical receivers and the
transmitter is desirable in such systems or the installation of directional gain antennas in
the non-critical receivers.

This chapter has led to the publication [Arruti17b] where BER and throughput results
of this chapter are published.
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Chapter 6

Performance with multiantenna
configurations

6.1 Introduction

In the previous chapter, simulated LDM and TDM systems have a single antenna at the
transmitter and the receivers. In this chapter, scenarios with different antenna numbers
are simulated. As the previous chapter, simulation results of combining the LDM scheme
proposed in Chapter 4 and the Winner channel model presented in Chapter 3 are shown,
enhancing the performance of the systems using multiantenna configurations.

6.2 Simulator characteristics

The simulations carried out in this chapter have the same parameters as in Chapter 5.
When MISO and MIMO systems are used, which have been described in Section 2.3.1, a
maximum likelihood (ML) detector [Jankiraman04] is used and perfect (CSI) is assumed in
the receivers. When LDM is simulated, injection level g = 0.3 is fixed.

6.3 Test scenarios

15 MISO and MIMO systems are simulated in this chapter. The simulated scenarios are
summarized in Table 6.1. (·)Alam means that the transmitter will encode data over 2 antennas
using Alamouti, instead of doubling the throughput through spatial multiplexing.
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Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)
4.1 SDM 2 1 1 1 1 0.5 0.5 0.5 0.5
4.2 TDM 2 1 1 0.5 0.5 0.5 0.5 0.5 0.5
4.3 TDM 2 1 1 0.5 0.5 1Alam 0.5 0.5 0.5
4.4 LDM 2 1 1 1 1 0.5Alam 0.5Alam 0.5 0.5
5.1 TDM 2 2 2 0.5 0.5 0.5 0.5 0.5 0.5
5.2 TDM 2 2 2 0.5 0.5 1Alam 0.5 0.5 0.5
5.3 LDM 2 2 2 1 1 0.5Alam 0.5 0.5 1
5.4 LDM 2 2 2 1 1 0.5Alam 0.5Alam 0.5 0.5
5.5 TDM 2 2 2 0.25 0.75 0.5Alam 0.5 5/40 0.75
5.6 LDM 2 2 2 1 1 5/40Alam 0.5 5/40 1
5.7 TDM 2 2 2 0.15 0.85 0.5Alam 0.5 3/40 0.85
5.8 LDM 2 2 2 1 1 3/40Alam 0.5 3/40 1
5.9 TDM 2 2 2 0.05 0.95 0.5Alam 0.5 1/40 0.95
5.10 LDM 2 2 2 1 1 1/40Alam 0.5 1/40 1

Table 6.1: Summary of tested multiantenna scenarios.

6.4 LDM SISO vs TDM MISO systems with same data

bitrate 0.5

In this section LDM systems using SISO will be compared with TDM systems using MISO
to evaluate their performance. MISO will be used in TDM to increase the transmitted
maximum bit rate thanks to multiple antennas to make a fair comparison with SISO LDM
systems. The main goal, as in previous sections, is to maintain the bitrate in the critical
data transmission and try to maintain or increase the maximum throughput in non-critical
receivers.

To do the comparison, scenario 2.2 (LDM) and 4.1, 4.2 and 4.3 (TDM) have been sim-
ulated. As it has been stated in the previous chapter, from this section onwards, only the
behaviour of proposed Winner wireless channel will be analyzed. The main characteristics
of each scenario are summarized in Table 6.2.

Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)
2.2 LDM 1 1 1 1 1 0.5 0.5 0.5 0.5
4.1 SDM 2 1 1 1 1 0.5 0.5 0.5 0.5
4.2 TDM 2 1 1 0.5 0.5 0.5 0.5 0.5 0.5
4.3 TDM 2 1 1 0.5 0.5 1Alam 0.5 0.5 0.5

Table 6.2: Tested scenarios 2.2, 4.1, 4.2 and 4.3.

In the case of the analyzed MISO transmission (scenario 4.1), two antennas send simulta-
neously critical and non-critical data multiplexing in the spatial domain instead of through
layers. This configuration is very similar to LDM, where the critical and non-critical infor-
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mation are transmitting simultaneously during all the time. In this scenario, both antennas
are being transmitted with same power levels, and the total transmitted power is normalized
to be comparable with LDM.

Scenario 4.1 uses the same power allocation for both antennas. This is not fully com-
parable with the LDM scenario because LDM uses 1

1+g
power to transmit critical data and

g
1+g

to transmit non-critical data. To have a fair comparable scenario 4.1 with scenario 2.2,
scenario 4.1b has been simulated, where the configuration is the same as scenario 4.1 but one
antenna is transmitting critical data with 1

1+g
power and the other antenna is transmitting

non-critical data with power g
1+g

.
Scenario 4.2 is very similar to scenario 4.1 but it loses the simultaneity of both types

of information. In this case, critical and non-critical data do not share the same time slot
thanks to spatial diversity. It uses different time slots to send different type of data; 50% of
the time is transmitting critical data using MISO and Spatial Multiplexing and 50% of time
is transmitting non-critical data in the same way.

Scenario 4.3 is a MISO system where the critical data uses Alamouti coding. Non-critical
data does not use Alamouti but uses a 0.5 coding rate. Alamouti coding is a space time
coding as it has been described in Chapter 2.3.2.1. Using Alamouti coding, two consecutive
time slots and data from both antenna are considered to obtain two symbols, so the effective
bit rate is 1. If 50% of the time is used to send critical data the resulting effective bit rate is
0.5. As it can be seen in Table 6.2, all scenarios have a maximum throughput of 0.5 in both
type of data.
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(b) Non-critical data BER, same data rate.

Figure 6.1: Simulation results of scenario 2.2 vs scenario 4.1, 4.2 and 4.3.

Simulation results are displayed in Figure 6.1. In Figure 6.1a the critical data BER is
compared between all scenarios. It can be seen that only scenario 4.3 has lower BER than
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scenario 2.2 based in LDM, if the SNR level is lower than 8 dB. All other scenarios have
higher BER than LDM maintaining the data rate. In Figure 6.1b non-critical data BER is
compared. In this case it can be seen that LDM based scenario 2.2 has lower BER than the
rest of scenarios for all SNRs.

Another advantage of LDM compared with TDM/SDM scenarios is that TDM/SDM use
2 antennas against only the need of one antenna of the LDM scenario reducing the antenna
complexity of the system.

6.5 LDM MISO vs TDM MISO systems with same

critical data bitrate 0.5

In the previous section, LDM SISO and a TDM MISO have been compared. It can be
seen that an LDM SISO system, with lower antenna number and complexity can have lower
BER than a TDM MISO system depending on the SNR. In this section, LDM MISO will
be compared with a TDM MISO system. Both systems have same number of transmit and
receive antennas, and maximum throughput will be maintained to do a fair comparison.
Scenarios 4.1, 4.2 and 4.3 described in section 6.4 are compared with scenario 4.4 based in
LDM. A summary of compared scenarios is shown in Table 6.3.

Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)
4.1 SDM 2 1 1 1 1 0.5 0.5 0.5 0.5
4.2 TDM 2 1 1 0.5 0.5 0.5 0.5 0.5 0.5
4.3 TDM 2 1 1 0.5 0.5 1Alam 0.5 0.5 0.5
4.4 LDM 2 1 1 1 1 0.5Alam 0.5Alam 0.5 0.5

Table 6.3: Tested scenarios 4.1, 4.2, 4.3 and 4.4.

Scenario 4.4 is an LDM system with 2 antennas to transmit and one to receive, and with
a coding rate of 0.5 in both data type. It uses Alamouti space time block coding exploiting
the spatial diversity of the 2 transmit antennas. With this Alamouti coding, the maximum
rate is 0.5 in both type of data. The results of simulations are plotted in 6.2.

Results of simulation of critical data of Figure 6.2a show that scenario 4.4 based on LDM
has lower BER than TDM when SNR is higher than 2 dB. If the SNR value is higher than
2 dB, LDM scenario has lower BER than all other scenarios. As the previous section, using
gain antennas LDM can have lower BER than TDM for all SNR values. For example in this
case to have lower BER than TDM at SNR -3 dB or higher, 2 dB gain antenna is necessary
against the 4 dB antenna of the previous section to maintain the same BER level.

In the case of non-critical data, whose results are plotted in Figure 6.2b, it can be seen
that scenario 4.2 and 4.3 have lower BER from SNR 0 dB to 3.5 dB than scenario 4.4, but
above 3.5 dB, LDM based scenario has lower BER than TDM.
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(a) Critical data BER, same data rate.
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Figure 6.2: Simulation results of scenario 4.1, 4.2 and 4.3 vs scenario 4.4.

The conclusion is similar to previous section. Nevertheless, for the same 2x1 MISO
configuration, using LDM and TDM, LDM has steeper slope than the SISO configuration.
This allows to use antennas with lower gain to obtain lower BER than TDM maintaining
the same bit rate in both cases. In non-critical data case, LDM has practically lower BER
than TDM for nearly every SNR value.

6.6 MIMO scenarios with same critical data bitrate

LDM SISO and MISO scenarios were analyzed until now and compared with TDM SISO
and MISO systems. In this section, MIMO systems using LDM and TDM will be analyzed
and compared to evaluate their performance. MIMO scenarios are listed from scenario 5.1
to 5.10 in Table 6.1.

6.6.1 LDM vs TDM MIMO systems with critical data bitrate 0.5

Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)
5.1 TDM 2 2 2 0.5 0.5 0.5 0.5 0.5 0.5
5.2 TDM 2 2 2 0.5 0.5 1Alam 0.5 0.5 0.5
5.3 LDM 2 2 2 1 1 0.5Alam 0.5 0.5 1
5.4 LDM 2 2 2 1 1 0.5Alam 0.5Alam 0.5 0.5

Table 6.4: Tested scenarios 5.1, 5.2, 5.3 and 5.4.

The simulated systems are now MIMO systems. The simulated scenarios are summarized
in Table 6.4, where the transmitter has 2 antennas and the receiver has also 2 antennas. The
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simulation results of the scenarios are plotted in Figure 6.3.
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(a) Critical data BER scenario 5.1, 5.2, 5.3 and 5.4.
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Figure 6.3: Simulation results of scenario 5.1, 5.2, 5.3 and 5.4.

BER simulation results of critical data are in Figure 6.3a where a comparison between
the simulated scenarios is shown. Scenarios 5.3 and 5.4, both of which use LDM with a
code rate of 0.5 with Alamouti have lower BER than TDM scenario 5.1 for all SNR. But
compared with scenario 5.2, which uses code rate 1 with Alamouti to maintain the same bit
rate, LDM has lower BER when SNR is higher than -2 dB. Between -15 dB and -2 dB, TDM
has lower BER than LDM, having a maximum difference from 1.5 · 10−1 in TDM to 4 · 10−3

in LDM when SNR is -6 dB.
In Figure 6.3b results for non-critical data are shown. The coding rate of scenario 5.3

is 0.5 without using Alamouti so the maximum throughput is 1. In this scenario BER is
always higher than in scenarios 5.1 and 5.2 (TDM). But if the spatial diversity is exploited
using Alamouti, as it does in scenario 5.3, the non-critical BER has a steeper slope. It can
be seen that above a SNR of 4 dB, LDM system with Alamouti has lower BER than the
other scenarios. Using Alamouti, the maximum throughput is reduced to 0.5 like the rest of
the scenarios but BER is also reduced.

6.6.2 LDM vs TDM MIMO system with critical data bitrate 5/40

Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)
5.5 TDM 2 2 2 0.25 0.75 0.5Alam 0.5 5/40 0.75
5.6 LDM 2 2 2 1 1 5/40Alam 0.5 5/40 1

Table 6.5: Tested scenarios 5.5 and 5.6.
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Scenario 5.5 is a TDM system that uses 2x2 MIMO and the critical data has 25% of the
available time to send information, having a maximum throughput of 5/40. Scenario 5.6 is
an LDM MIMO 2x2 system with same maximum throughput, but thanks to extra available
time to send data, it uses a code rate of 5/40. Both scenarios use Alamouti to exploit space
diversity.

SNR
-30 -25 -20 -15 -10 -5 0

C
rit

ic
al

 D
at

a 
B

E
R

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

TDM scenario 5.5
LDM scenario 5.6

(a) Critical data BER scenario 5.5 and 5.6.
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Figure 6.4: Simulation results of scenario 5.5 and 5.6.

Results of simulations are shown in Figure 6.4 where in Figure 6.4a critical data simu-
lations are compared. LDM has lower BER than TDM thanks to the lower code rate. In
Figure 6.4b BER of non-critical data is shown, where it can be seen that TDM always has
6 dB gain over LDM. Using this configuration LDM has a maximum throughput of 1, 0.25
more than the TDM scenario.

6.6.3 LDM vs TDM MIMO system with critical data bitrate 3/40

Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)
5.7 TDM 2 2 2 0.15 0.85 0.5Alam 0.5 3/40 0.85
5.8 LDM 2 2 2 1 1 3/40Alam 0.5 3/40 1

Table 6.6: Tested scenarios 5.7 and 5.8.

Scenario 5.7 is a TDM system like scenario 5.5, i.e. it uses 2x2 MIMO, but the critical data
has only 15% of the available time to send information. Critical data maximum throughput
in this case is 3/40. Scenario 5.8 is an LDM MIMO 2x2 system with same critical maximum
throughput and using a code rate of 3/40 and both scenarios use Alamouti to exploit space
diversity. Figure 6.5a shows comparison of critical data simulations. Also in this case, LDM
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has lower BER than TDM thanks to the lower code rate. In Figure 6.5b non-critical data
BER is shown and the same behaviour as the previous section is observed, where TDM
always has 6 dB gain over LDM. But in this case LDM has a maximum throughput of 1
now, only 0.15 more than TDM scenario. Hence, reduction of critical data BER carries a
reduction of non-critical throughput while BER is maintained.
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Figure 6.5: Simulation results of scenario 5.7 and 5.8.
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6.6.4 LDM vs TDM MIMO system with critical data bitrate 1/40

Scenario Mux MT MRc MRnc Tc Tnc Kc Knc Max(Thc) Max(Thnc)
5.9 TDM 2 2 2 0.05 0.95 0.5Alam 0.5 1/40 0.95
5.10 LDM 2 2 2 1 1 1/40Alam 0.5 1/40 1

Table 6.7: Tested scenarios 5.9 and 5.10.

In this last comparison, where both scenarios are using 2x2 MIMO systems, critical data
is using 5% of time to transmit data in TDM. This means that LDM can use a code rate
of 1/40 to maintain the same throughput. In Figure 6.6a the comparison is shown, where it
can be seen that such systems can obtain a BER as low as 2 · 10−3 with a SNR of -15 dB,
where TDM has a BER of 5 · 10−1. In the non-critical data results of Figure 6.6b the same
behaviour as the previous scenarios is observed where TDM has 6 dB gain over LDM, but
maximum throughput of LDM is 0.05 higher than TDM.
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Figure 6.6: Simulation results of scenario 5.9 and 5.10.

6.7 Summary of simulation results

6.7.1 MISO scenarios

In the case of MISO scenarios simulations it has been observed that LDM SISO scenario
has lower BER in critical and non-critical data than simulated 2 TDM MISO scenarios but
in one case, TDM MISO has lower BER than LDM if SNR is lower than 8 dB. Above 8
dB LDM has stepper slope, reaching 1 · 10−6 BER with SNR 20 dB. In this case, if there is
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opportunity to use antennas with gain, using 4 dB gain antenna, LDM will have lower BER
than TDM above -3 dB SNR. With non-critical data, SISO LDM with the same code rate
than MISO TDM has lower BER than TDM and extra antennas are not needed.

If an LDM MISO is compared versus a TDM MISO system with the same number of
antennas and same maximum throughput, it can be concluded that an LDM MISO system
has stepper slope than a TDM scenario but critical data BER is lower in LDM above a
specific SNR. Below this SNR, one TDM scenario has lower BER than LDM. Depending of
the requirements of the system TDM or LDM should be used or if there is opportunity to
use directive antennas, use it to have lower BER in LDM critical receivers. Non-critical data
BER is lower using LDM than TDM as described in section 6.5.

6.7.2 MIMO scenarios

As in the SISO case, TDM MIMO versus LDM MIMO with same maximum throughput are
compared first, with a code rate of 0.5 in both critical and non-critical data using LDM and
TDM. The conclusion is similar to SISO but the antenna gain needed by LDM to have lower
BER than TDM is lower now. An LDM MIMO scenario has lower BER than a TDM MIMO
scenario above SNR -2 dB. From -15 dB to -2 dB, only one TDM MIMO scenario has lower
BER than LDM MIMO, but the BER difference is very low as described in section 6.6.1.
Above SNR -2 dB, LDM MIMO has steeper slope reaching a BER of 3 · 10−3 with SNR 0
dB. The non-critical data BER is lower than TDM above SNR 2 dB and has a steeper slope
but below SNR 2 dB, TDM has lower BER for some scenarios.

Using the extra time of LDM to add redundancy to the critical data very low BER can
be obtained. Following the same examples than SISO, KLDM

UL = 5/40, KLDM
UL = 3/40 and

KLDM
UL = 1/40 are used. Now, thanks to the use of multiple antennas and Alamouti coding,

BER of the data is decreased. With KLDM
UL = 1/40 and Alamouti, BER of 10−3 is obtained

with only SNR -15 dB versus 0.5 that have the TDM system. In the non-critical data, TDM
has always lower BER than LDM. With our simulation conditions, TDM is always 6 dB
over LDM system. To avoid this difference 6 dB gain antennas could be used in non-critical
receivers for example. Using directive antennas, non-critical receivers will have same BER
than TDM but higher throughput than TDM.

6.8 Chapter summary

In this chapter, the LDM system proposed in Chapter 5 is extended with MIMO and MISO
configurations. Several scenarios have been tested to know the performance of using LDM
instead of TDM using multiantenna systems.

The main conclusion is that an LDM-SISO could have lower critical and non-critical
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data BER than a TDM-MISO under some SNR conditions reducing antenna complexity. In
the LDM-MISO case, having the same antenna number than TDM-MISO the critical and
non-critical data could be lower than the previous case.

Comparing LDM-MIMO with TDM-MIMO with same bitrate, it could be observed that
LDM-MIMO can outperform TDM-MIMO in terms of BER and throughput in both critical
and non-critical data, when system SNR is above a threshold. Using UEP to protect critical
data, it is observed that LDM-MIMO outperforms TDM-MIMO in critical data BER while
non-critical data BER is penalized, but throughput increased. Depending of the system
requirements and characteristics, the more suitable scenario must be chosen.

The results of this chapter have been submitted to "Vehicular Communications" journal
of Elsevier editorial.
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Chapter 7

Conclusion and Further Research

This chapter summarizes the work done, the main contributions and further research.

7.1 Summary

The aim of this PhD thesis has been to propose a reliable method to transmit data over
a wireless channel, focusing on inside train wireless transmission. This type of channel is
very interesting because new train communication systems are using a relying system to
receive information using external antennas and transmit the information inside the train.
Additionally, one of the goals of recent research works is to replace wired control systems by
wireless systems, which allows to have more flexible and easy to deploy systems and lighten
the weight of the train.

The first step to design a reliable wireless system is to know the target wireless channel.
After carrying out a deep literature review, a new Winner model has been proposed in this
thesis. To obtain the parameters of the Winner model, Ray Tracing techniques have been
used. Based in the physical layout of the analyzed train scenario a ray tracing model has been
generated and the more significant parameters have been extracted to obtain a mathematical
model.

Train systems use a Train Control and Monitoring System (TCMS) where the transmit-
ted information data can be classified as control data, which are considered critical, and
monitoring data, whose priority is not so high and are considered non-critical. To ensure
the reliability of the critical data over the non-critical one, Layered Division Multiplexing
(LDM) with UEP is proposed transmission method. LDM is proposed to add reliability to
critical data and increase or maintain the throughput of the non-critical data. The theoret-
ical capacity gain has been analyzed and using a simple simulator with a gaussian channel,
the possibility to reduce BER has been proved.

Finally, a more complete simulator has been developed that includes the proposed novel
wireless channel, HiperLAN based channels, multiplexing techniques as LDM, TDM and
FDM, and multiantenna systems as SISO, MISO and MIMO. Combining different techniques
developed in the simulator, several different scenarios have been tested to obtain BER and
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throughput and extract conclusions. It can be seen that LDM obtains lower BER than TDM
and FDM in most of the considered setups. Depending of the scenarios and the available
resources (number of antennas, antenna gain, computing power...) LDM can be a good
alternative to TDM or FDM.

7.2 Thesis Contribution

The main contribution of this research work are the following:

• Chapter 3: A novel inside train wireless channel is proposed based in the Winner
standard. Based on Ray Tracing simulations and the train layout, the main parameters
to generate a Winner model are extracted and compared with measurement campaigns
in the literature. The new model is compared with the measurements campaign done
inside trains and checked that they match. This novel inside train wireless channel is
presented in [Arruti13].

• Chapter 4: LDM combined with UEP is analyzed and proposed to be the multiplex-
ing technique to be used over the wireless channel. LDM combined with UEP adds
reliability of critical data while coexists with non-critical. To prove that BER can be
reduced compared with TDM or FDM, first simulations are done using a simple gaus-
sian channel with one antenna to send and receive. The simulation results confirm the
hypothesis and they are published in [Arruti17a] as a possible candidate to be used in
industrial environments too.

• Chapter 5: The proposed LDM system is tested in complete simulator with different
channel models, including the proposed in Chapter 3. In this chapter, only SISO
simulations are done obtaining system performance results. Several scenarios have been
simulated to obtain BER and throughput results with the aim of analyzing when an
LDM system should be used instead of TDM or FDM systems. Part of the simulation
results are published in [Arruti17b].

• Chapter 6: In the last chapter, multiantenna configurations are tested using LDM sys-
tem and compared with TDM/FDM systems. BER and throughput simulation results
of multiantenna configurations have been submitted to "Vehicular Communications"
journal of Elsevier editorial.

7.3 Suggestions for Further Research

The work described in this PhD dissertation can be improved and extended in many ways.
Here are some suggestions for further research:
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• The proposed model does not include the effect of travelers moving inside the train
car. The literature proposes to model these travellers as circular cylinders [Ghaddar04]
moving inside the train following a behaviour model. The model can be improved
inserting spurious noise that affects the wireless channel randomly.

• The proposed model needs to be adjusted. A future work will be to create a laboratory
scenario similar to a train carriage in order to replicate our scenarios in a controlled
way. A more realistic approach is to perform intensive channel sounding tests in a real
train to adjust the model parameters.

• LDM system is implemented only in the simulator. Another interesting future research
is the implementation of LDM over laboratory Software Define Radio (SDR) systems
to have a realistic system. With this realistic system, wireless transmission tests can
be done to obtain BER results.

• The simulations assume that the receiver has perfect Channel State Information (CSI).
But in the real world this assumption is not true and the receivers can work with partial
CSI. A further research about the effect of this partial CSI over LDM systems may be
interesting.
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Publications

The following publications have been published or submitted for publication by the author
of this thesis in refereed journal and conference proceedings.

Journal papers:

• E. Arruti, M. Mendicute, M. Barrenechea, “Performance analysis of inside train wireless
system using LDM and Unequal Error Protection”, submitted to Vehicular Communi-
cations, Elsevier editorial.

International conference papers:

• E. Arruti, M. Mendicute, M. Barrenechea, “Unequal error protection with LDM in
inside carriage wireless communications”, in International Conference on Intelligent
Transport Systems (ITS) Telecommunications. ITST 2017, Warsaw, 29-31 May 2017.

• E. Arruti, M. Mendicute, M. Barrenechea, “QoS in industrial wireless networks using
LDM”, in International Workshop of Electronics, Control, Measurement, Signals and
their application to Mechatronics. ECMSM2017, San Sebastian, 24-26 May, 2017.

• E. Arruti, M. Mendicute, J. Thompson, “A Novel WINNER Based Model for Wireless
Communications Inside Train Carriages”, in 7th European Modelling Symposium on
Mathematical Modelling and Computer Simulation (EMS), Manchester. 20-22 Novem-
ber, 2013. Pp. 584-589.

The author also has contributed to these publications during the period of the thesis:

Journal papers:

• F. Casado, A. Arriola, E. Arruti, I. Ortego, J.I. Sancho, “Frequency estimation for
compact microstrip antennas”, in Electronics Letters, Vol. 51. No 7. Pp. 546-548. 02
April, 2015.
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• F. Casado, A. Arriola, E. Arruti, I. Ortego, J.I. Sancho, “Pin diodes and their impact on
reconfigurable compact microstrip antennas with high frequency ratio”, in Microwave
and Optical Technology Letters, Vol. 56. No 11. Pp. 2676-2681. November,. 2014.

• M. Barrenechea, M. Mendicute, E. Arruti, “Fully pipelined implementation of tree-
search algorithms for vector precoding”, in International Journal of Reconfigurable
Computing,Vol. 2013, Article ID 496013, 12 p. 2013.

International conference papers:

• I. Jiménez, M. Barrenechea, M. Mendicute, E. Arruti, “Iterative joint MMSE design of
relaying MIMO downlink schemes with nonlinearly precoded transmission”, in IEEE
International Workshop on Signal Processing Advances in Wireless Communications
(SPAWC)., Cesme, Turkey. 17 - 20 June, 2012. Pp. 424-428.

• F. Casado, A. Arriola, E. Arruti, J. Parrón, I. Ortego, I. Sancho, “2.45 GHz Printed IFA
on Metallic Environments: Clearance Distance and Retuning Considerations”, in 6th
European Conference on Antennas and Propagation (EuCAP), Prague. 26-30 March,
2012. Pp. 921-924.

• I. Jiménez, M. Barrenechea, M. Mendicute and E. Arruti, “Non-linear precoding ap-
proaches for non-regenerative multiuser MIMO relay systems”, in Proceedings of the
20th European Signal Processing Conference (EUSIPCO), Bucharest. 27-31 August,
2012. Pp. 1399-1403.

• F. Casado, A. Arriola, J. Parron, E. Arruti, I. Ortego, J.I. Sancho„ “Reconfigurable
Matching Network for 2.45 GHz printed IFA on metallic environments”, in : Antennas
and Propagation Conference (LAPC) 2012, Loughborough. 12-13 November, 2012.
Pp. 1-4.

• M. Barrenechea, M. Mendicute, I.Jimenez, E. Arruti, “Implementation of complex enu-
meration for multiuser MIMO vector precoding”, in Proceedings of the 19th EURASIP
European Signal Processing Conference EUSIPCO,Barcelona 29 August-2 September,
2011.

• M. Barrenechea, L. Barbero, I. Jiménez, E. Arruti, M. Mendicute, “High-throughput
implementation of tree search algorithms for vector precoding”, in 36th International
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2011 Pp. 1689-1692.
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