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Abstract

Context: Motivated by their success in software development, large-scale
systems development companies are increasingly adopting agile methods and
their practices. Such companies need to accommodate different development
cycles of hardware and software and are usually subject to regulation and safety
concerns. Also, for such companies, requirements engineering is an essential
activity that involves upfront and detailed analysis which can be at odds with
agile development methods.

Objective: The overall aim of this thesis is to investigate the challenges and
solution candidates of performing effective requirements engineering in an agile
environment, based on empirical evidence. Illustrated with studies on safety
and system-level information needs, we explore RE challenges and solutions in
large-scale agile development, both in general and from the teams’ perspectives.

Method: To meet our aim, we performed a secondary study and a series of
empirical studies based on case studies. We collected qualitative data using
interviews, focus groups and workshops to derive challenges and potential
solutions from industry.

Findings: Our findings show that there are numerous challenges of conducting
requirements engineering in agile development especially where systems devel-
opment is concerned. The challenges discovered sprout from an integration
problem of working with agile methods while relying on established plan-driven
processes for the overall system. We highlight the communication challenge
of crossing the boundary of agile methods and system-level (or plan-driven)
development, which also proves the coexistence of both methods.

Conclusions: Our results highlight the painful areas of requirements engineer-
ing in agile development and propose solutions that can be explored further.
This thesis contributes to future research, by establishing a holistic map of
challenges and candidate solutions that can be further developed to make RE
more efficient within agile environments.

Keywords

Requirements Engineering, Systems Development, Coordination, Large-scale
Agile, Plan-driven, Empirical Research, Methods Co-existence, Safety-critical
System Development
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Technology and Göteborg University, 2018.

[f] R. Kasauli, G. Liebel, E. Knauss, S. Gopakumar, B. Kanagwa, “Require-
ments Engineering Challenges in Large-Scale Agile System Development.”
Multikonferenz Software Engineering & Management (SE), 2018



Research Contribution

All the included papers were published with collaborations from colleagues. I
am the main author of five of the six included papers and as such responsible
for the research design, dividing the work between co-authors and performing
most of the writing. In particular, I have participated in the included papers
as follows:

In papers A–C, the planning, design, execution of the research and writing
were mostly done by me. For paper D and E, I participated in part of the data
collection, participated and coordinated the writing of the papers. Paper F is
a tool paper which I extend with a technical report expanding on the 2 paged
document that was published. Here I, therefore, improve my contribution to
include formal documentation of the tool.



xii



Contents

Abstract v

Acknowledgement vii

List of Publications ix

Personal Contribution xi

1 Introduction 1
1.1 Background and Related Work . . . . . . . . . . . . . . . . . . 2

1.1.1 RE in Systems’ Software Development . . . . . . . . . . 3
1.1.2 Traditional Waterfall Process Vs. Agile Development in

Systems Engineering . . . . . . . . . . . . . . . . . . . . 4
1.1.3 Large-scale Agile Systems Development . . . . . . . . . 7
1.1.4 RE in Large-scale Agile Environments . . . . . . . . . . 8
1.1.5 System Understanding in the Large . . . . . . . . . . . 9
1.1.6 Cross-cutting concerns in Development . . . . . . . . . . 10

1.2 Research Focus . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.1 Gain insight in current state of RE . . . . . . . . . . . . 12
1.2.2 Exploring solution space . . . . . . . . . . . . . . . . . . 12

1.3 Research Methodology . . . . . . . . . . . . . . . . . . . . . . . 12
1.3.1 Research Approach . . . . . . . . . . . . . . . . . . . . . 13
1.3.2 Case Study Method . . . . . . . . . . . . . . . . . . . . 14
1.3.3 Secondary Study . . . . . . . . . . . . . . . . . . . . . . 17
1.3.4 Threats to validity . . . . . . . . . . . . . . . . . . . . . 17

1.3.4.1 Construct validity . . . . . . . . . . . . . . . . 17
1.3.4.2 Internal validity . . . . . . . . . . . . . . . . . 18
1.3.4.3 External validity . . . . . . . . . . . . . . . . . 18
1.3.4.4 Reliability . . . . . . . . . . . . . . . . . . . . 19

1.4 Research Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.4.1 Paper A: RE Challenges in Large-Scale Agile . . . . . . 19
1.4.2 Paper B: Safety-Critical Systems in Agile . . . . . . . . 21
1.4.3 Paper C: Agile Islands in a Waterfall . . . . . . . . . . 22
1.4.4 Paper D: RE practices in large-scale Agile . . . . . . . . 23
1.4.5 Paper E: Charting coordination needs . . . . . . . . . . 26
1.4.6 Paper F: Tool support for managing requirements . . . 27

1.5 Summary of Results . . . . . . . . . . . . . . . . . . . . . . . . 28
1.5.1 Current status of RE (G1 ) . . . . . . . . . . . . . . . . 28

xiii



xiv CONTENTS

1.5.2 Exploring solution space (G2 ) . . . . . . . . . . . . . . 30
1.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.7 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . 33

2 Paper A 35
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2 Background and Related Work . . . . . . . . . . . . . . . . . . 36
2.3 Research Methodology . . . . . . . . . . . . . . . . . . . . . . . 38
2.4 Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.4.1 What are possible scopes of applying agile methods in
large-scale system development? (RQ 1) . . . . . . . . . 42
2.4.1.1 Context of Case Companies . . . . . . . . . . . 42
2.4.1.2 Agile Scope in Large-Scale System Development 43

2.4.2 How is the role of requirements characterized in large-
scale agile system development? (RQ 2) . . . . . . . . . 45

2.4.3 Which requirements related challenges exist in large-scale
agile system development? (RQ 3) . . . . . . . . . . . . 46
2.4.3.1 Shared Understanding of Value . . . . . . . . . 46
2.4.3.2 Build and Maintain System Understanding . . 48

2.5 Discussion and Implications . . . . . . . . . . . . . . . . . . . . 51
2.6 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . 53

3 Paper B 55
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.2.1 Search strategy . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.2 Inclusion and Exclusion criteria . . . . . . . . . . . . . . 59
3.2.3 Data extraction and Synthesis . . . . . . . . . . . . . . 60
3.2.4 Limitations and Threats to Validity . . . . . . . . . . . 60

3.3 Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.1 RQ1: Existing research about agile development of SCS 61
3.3.2 RQ2: Key benefits of applying agile methods to SCS . . 61
3.3.3 RQ3: Challenges with agile development of SCS . . . . 63
3.3.4 RQ4: Solution candidates (e.g. principles and practices)

for challenges with respect to agile development of SCS 64
3.3.5 Synthesis of Findings . . . . . . . . . . . . . . . . . . . . 67

3.4 Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . 69

4 Paper C 71
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3 Research Method . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.3.1 Data Collection . . . . . . . . . . . . . . . . . . . . . . . 74
4.3.2 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.3 Threats to Validity . . . . . . . . . . . . . . . . . . . . . 76

4.4 The Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4.1 Roles in the Departments . . . . . . . . . . . . . . . . . 77
4.4.2 Requirements Model in the Departments . . . . . . . . . 78

4.5 Challenges and Strategies . . . . . . . . . . . . . . . . . . . . . 79



CONTENTS xv

4.5.1 Challenges in Departments A and B . . . . . . . . . . . 79
4.5.2 Challenges Unique to Department A . . . . . . . . . . . 82
4.5.3 Challenges Unique to Department B . . . . . . . . . . . 83

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5 Paper D 87
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2 Background and Related Work . . . . . . . . . . . . . . . . . . 89

5.2.1 Large-Scale Agile . . . . . . . . . . . . . . . . . . . . . . 89
5.2.2 RE and Agile . . . . . . . . . . . . . . . . . . . . . . . . 90

5.3 Research Methodology . . . . . . . . . . . . . . . . . . . . . . . 91
5.3.1 Case Companies . . . . . . . . . . . . . . . . . . . . . . 91
5.3.2 Sampling and Data Collection . . . . . . . . . . . . . . . 93
5.3.3 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.4 Threats to Validity . . . . . . . . . . . . . . . . . . . . . 97

5.4 Pervasiveness of Agile development (RQ1) . . . . . . . . . . . . 98
5.5 Challenges and Potential solutions (RQ2 and RQ3) . . . . . . . 101

5.5.1 Build and Maintain Shared Understanding of Customer
Value . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.5.1.1 C1.a: Bridge gap to customer . . . . . . . . . . 101
5.5.1.2 C1.b: Building long-lasting customer knowledge 104

5.5.2 Support Change and Evolution . . . . . . . . . . . . . . 104
5.5.2.1 C2.a: Managing experimental requirements . . 104
5.5.2.2 C2.b: Synchronization of development . . . . . 105
5.5.2.3 C2.c: Avoid re-specifying, encourage re-use . . 106
5.5.2.4 C2.d: Updating requirements . . . . . . . . . . 107

5.5.3 Build and Maintain Shared Understanding about System 108
5.5.3.1 C3.a: Documentation to complement tests and

stories . . . . . . . . . . . . . . . . . . . . . . . 108
5.5.3.2 C3.b: System vs component thinking . . . . . 110
5.5.3.3 C3.c: Creating and Maintaining Traces . . . . 111
5.5.3.4 C3.d: Learning and long-term knowledge . . . 112
5.5.3.5 C3.e: Backward compatibility . . . . . . . . . 113

5.5.4 Representation of Requirements Knowledge . . . . . . . 113
5.5.4.1 C4.a: Manage levels vs. decomposition . . . . 114
5.5.4.2 C4.b: Quality requirements as thresholds . . . 115
5.5.4.3 C4.c: Tooling not fit for purpose . . . . . . . . 116
5.5.4.4 C4.d: Accommodate different representations . 117
5.5.4.5 C4.e: Consistent requirements quality . . . . . 117

5.5.5 Process Aspects . . . . . . . . . . . . . . . . . . . . . . 118
5.5.5.1 C5.a: Prioritization of distributed functionality 118
5.5.5.2 C5.b: Manage completeness . . . . . . . . . . . 119
5.5.5.3 C5.c: Consistent requirements processes . . . . 120
5.5.5.4 C5.d: Quality vs time-to-market: . . . . . . . . 120

5.5.6 Organizational Aspects . . . . . . . . . . . . . . . . . . 122
5.5.6.1 C6.a: Bridge Plan-Driven and Agile . . . . . . 122
5.5.6.2 C6.b: Plan V & V based on requirements . . . 123
5.5.6.3 C6.c: Time for invention and planning . . . . . 124



xvi CONTENTS

5.5.6.4 C6.d: Impact on infrastructure . . . . . . . . . 125
5.6 Discussion and Implications . . . . . . . . . . . . . . . . . . . . 126

5.6.1 Build and Maintain Shared Understanding of Customer
Value . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.6.2 Support Change and Evolution . . . . . . . . . . . . . . 127
5.6.3 Build and Maintain Shared Understanding about System 128
5.6.4 Representation of requirements knowledge . . . . . . . . 130
5.6.5 Process aspects . . . . . . . . . . . . . . . . . . . . . . . 131
5.6.6 Organization aspects . . . . . . . . . . . . . . . . . . . . 132
5.6.7 Challenges beyond the scope of this study . . . . . . . . 132

5.7 Conclusion and Outlook . . . . . . . . . . . . . . . . . . . . . . 133

6 Paper E 139
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6.2.1 Agile Islands . . . . . . . . . . . . . . . . . . . . . . . . 141
6.2.2 Boundary Objects . . . . . . . . . . . . . . . . . . . . . 142

6.3 Research Method . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.3.1 Focus Group . . . . . . . . . . . . . . . . . . . . . . . . 142
6.3.2 Individual Company Workshops . . . . . . . . . . . . . 144
6.3.3 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . 144
6.3.4 Threats to Validity . . . . . . . . . . . . . . . . . . . . . 146

6.4 Frequently Encountered Agile Islands . . . . . . . . . . . . . . 147
6.4.1 Methodological Islands . . . . . . . . . . . . . . . . . . . 147

6.4.1.1 Groups of teams . . . . . . . . . . . . . . . . . 147
6.4.1.2 Teams (individual teams) . . . . . . . . . . . . 148
6.4.1.3 Organizations . . . . . . . . . . . . . . . . . . 149

6.4.2 Drivers of Methodological Islands . . . . . . . . . . . . . 149
6.4.2.1 Business-related drivers . . . . . . . . . . . . . 149
6.4.2.2 Process-related drivers . . . . . . . . . . . . . 150
6.4.2.3 Technology drivers . . . . . . . . . . . . . . . . 150

6.5 Boundary Objects in Large-Scale Agile . . . . . . . . . . . . . . 151
6.6 Discussion and Conclusion . . . . . . . . . . . . . . . . . . . . . 154

6.6.1 Methodological Islands . . . . . . . . . . . . . . . . . . . 154
6.6.2 Boundary Objects . . . . . . . . . . . . . . . . . . . . . 154
6.6.3 Implications for practitioners . . . . . . . . . . . . . . . 155
6.6.4 Implications for research . . . . . . . . . . . . . . . . . . 155

7 Paper F 157
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
7.2 Industrial Context . . . . . . . . . . . . . . . . . . . . . . . . . 158
7.3 T-Reqs vs. Challenges and Requirements . . . . . . . . . . . . 159
7.4 Discussion and Outlook . . . . . . . . . . . . . . . . . . . . . . 161
7.5 Towards Agile Tooling for RE . . . . . . . . . . . . . . . . . . . 164
7.6 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.7 Example elaboration . . . . . . . . . . . . . . . . . . . . . . . . 165

7.7.1 Updating requirements . . . . . . . . . . . . . . . . . . . 165
7.7.2 Tooling not fit for purpose . . . . . . . . . . . . . . . . . 166

7.8 Demonstration . . . . . . . . . . . . . . . . . . . . . . . . . . . 166



CONTENTS xvii

7.9 Limitations and future work . . . . . . . . . . . . . . . . . . . . 169

Bibliography 171



xviii CONTENTS



Chapter 1

Introduction

“It isn’t just that businesses use more software, but that, increasingly, a business
is defined in software. That is, the core processes a business executes–from how
it produces a product, to how it interacts with customers, to how it delivers
services–are increasingly specified, monitored, and executed in software. This
is . . . a transition that is spreading to all kinds of companies, regardless of the
product or service they provide.’ –Jay Kreps CEO of Confluent

Software has pervaded our lives and is continuously gaining importance.
Seen as a driver for innovation, even the formally hardware-based systems
like automobiles are becoming more software-oriented than before [1, 2]. This
increased use of software has led to more software-intensive systems, i.e. systems
that consist of software, hardware and possibly mechatronic parts defining the
context in which they are used. Such systems include, e.g., telecommunications
and automotive systems. At the large-scale, for such software-intensive systems
requirements engineering is the key to success [3, 4].

Requirements Engineering (RE) is traditionally a sequential process where
the execution of, for instance, software development requires indisputable
completion of the requirements specification phase [3, 5]. This traditional
approach to RE has formed the foundation on which many large-scale systems
companies are built. These companies often have to deal with standards and
regulations [6], along with parallel development of hardware and software. With
advancement in software, and new players coming into the market, competition
has increased and customer demands are evolving much faster, making reliance
on traditional (plan-driven) methods, with their long lead times and lack of
flexibility, less of an option. Thus large-scale systems development companies
are seeking better approaches that allow flexibility, a characteristic of agile
development methods.

Although initially meant for development at a small scale [7], agile devel-
opment methods are increasingly adopted by large-scale systems development
companies [8–10]. On top of the flexibility that agile methods provide, their
adoption at scale is driven by reported success in handling changing customer
demands, achieving shorter time-to-market and improved quality outputs [11].
However, their adoption at scale is challenging, not only because of the scale
but also the foundation on which many of these companies are built that calls
for a sequential adoption [12–14].

1
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Agile development promotes customer collaboration which is in line with RE.
Thus, RE and Agile development seem to support each other. However, long
upfront analysis–a phase in RE commonly leading to extensive documentation–
is considered anti-agile creating some friction between RE and agile methods.
Existing work on this friction has addressed practices and their challenges
[15,16] while also commenting on synergies and conflicts of traditional RE with
agile [17], without focusing on RE in large-scale agile systems development.
This research attempts to address that friction while focusing on large systems’
development.

We approach the problem through a series of empirical studies that discover
the information needs and related knowledge, pertinent to systems develop-
ment. The overall aim of this thesis is to investigate the challenges and solution
candidates of performing effective RE in an agile environment, based on em-
pirical evidence. We explore RE challenges and solutions in large-scale agile
systems development, both in the general and the teams’ perspectives. The
new knowledge and methods presented in this thesis can be used to inform
process and tool design in large-scale agile system development. Once the gap
between agile and traditional methods is addressed, many challenges relating to
coordination and knowledge management will have been combated. Ultimately,
large-scale companies have met their agile adoption goals.

The thesis is composed of two parts, the introduction part (Chapter 1)
and the second part is an attachment of the included papers. The rest of
this chapter is structured as follows: Section 1.1 presents the background and
related work of the research presented in this thesis. Section 1.2 presents our
research questions. The research methodology is described in Section 1.3 while
Section 1.4 provides a synthesis of our research outputs. In Section 1.5, we
give conclusions and future work. For the second part, we have Chapter 2 to
Chapter 7 with Papers A–F respectively.

1.1 Background and Related Work

The adoption of agile methods has changed the way RE is interpreted in
development. According to Leffingwell, “No matter the specific method, agile’s
treatment of requirements is fundamentally different” [18]. Whereas some argue
that RE can be viewed from two different angles; 1) as a formal and structured
transformation of information [17] (e.g. traditionalists) or 2) as a collaborative
effort relying on the creativity and competence of the involved engineers [19]
(e.g. the agilists), others seem to imply that RE ceased to exist with the
introduction of agile methods (e.g. ‘architecturalists’). The dispute on agile
methods and RE existence is not something to argue for. In fact, as noted by
Paetsch et al. [17], the RE process phases of elicitation, analysis, and validation
are present in all agile processes. Thus in this thesis, we take the view that RE
is a collaborative effort of which agile methods are an example.

This section discusses the background of RE and agile development in the
systems development context. We start by detailing the RE process in systems
development in which we describe the traditional RE process and fundamental
RE terminology. We then review the literature on traditional methods and
agile software development while discussing the documented comparison of the
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two methods. A discussion on large-scale agile systems development comes
next followed by a discussion on RE in large-scale agile development. Since RE
is a communication problem, we discuss the knowledge management literature
before concluding the section with a discussion on safety as a cross-cutting
concern in development. Safety systems’ development is dependent on effective
RE. Safety is used as a maximum formality example for performing RE in an
agile development environment.

1.1.1 RE in Systems’ Software Development

Systems development or engineering was initially about configuring hardware
components into physical systems like ships or railroads [20]. The component
parts would be produced once the configuration and the requirements specifi-
cation are done. The production was thus a sequential process. As technology
advanced and software began to appear in such systems, the same sequential
process of development was naturally followed [20]. Over the years, even as
software in systems (e.g. automotive [1,21]) increased, such sequential processes
formed the basis for development. The dependence on software has led to
software-intensive systems–systems that depend on software, hardware and the
context in which they are operating for correct operations. It is important to
note that for such software-intensive systems, software failures are commonly
associated with RE challenges [4].

RE is defined as “a systematic and disciplined approach to the specification
and management of requirements with the goal to:

[a] Know the relevant requirements, achieve a consensus among the stakehold-
ers about these requirements, document them according to given standards,
and manage them systematically

[b] Understand and document stakeholders’ desires and needs

[c] Specify and manage requirements to minimize the risk of delivering a
system that does not meet the stakeholders’ desires and needs

All of which address important facets of RE: (1) process orientation, (2)
stakeholder focus, and (3) importance of risk and value considerations [22].”
RE activities typically include elicitation, analysis, specification, validation and
management, with requirements prioritisation coming in to support elicitation
and analysis by identifying the most valuable requirements [23].

Requirements elicitation process includes users getting involved in gath-
ering requirements [15]. During elicitation, the initial information regarding
requirements and context is gathered. The requirements analysis phase then
follows to check for consistency, completeness, necessity and feasibility of the
requirements, thus creating an understanding of the requirements. The next
activity is the requirements specification where the requirements are defined in
terms of system behaviour, decomposing the problem into component parts and
serving as input to design specification. The end of this process is marked with
a requirements specification document where the agreed requirements are docu-
mented for communication with stakeholders and developers. The requirements
validation is important for confirming customers’ needs and correcting errors
in the specifications to avoid rework which could be expensive. Requirements
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Figure 1.1: Requirements Engineering process flow. Adopted from [5]

management aims to keep the requirements’ quality whenever there are updates
or newly added requirements during the system implementation. The updating
of requirements also means dependencies and relationships of different require-
ments documents must be managed, and all the requirements should also be
traceable, which helps to investigate the impact of the changes [5]. The flow of
the processes is as represented in Figure 1.1. The requirements flow through a
sequential process similar to that followed in the waterfall or V-model methods
that have existed in system engineering for many generations.

With increased emphasis on user value as well as increased pace of change,
more strain has been put on the traditional, sequential approach. The strain
came from the realization that requirements were more emergent with use than
pre-specifiable, and thus traditional methods were not suitable for producing
user valued products [20]. Alternative methods, like agile methods, were then
devised and adopted.

1.1.2 Traditional Waterfall Process Vs. Agile Develop-
ment in Systems Engineering

The traditional waterfall process is a classical systems engineering process that
follows a sequential flow of activities, as shown in Figure 1.2. The phases are
cascaded one after another with former processes being frozen when work is
continued to later stages. As can be seen in Figure 1.2, once inconsistencies are
noticed at the testing phase, then software requirements are revisited, which
has proved expensive in the fast-paced change of today. As demonstrated
in Figure 1.1, RE also follows a sequential process similar to the waterfall
methods.

On the contrary, agile development is both iterative and continuous. Ac-
cording to the agile alliance [25],

“Agile is the ability to create and respond to change in order to
succeed in an uncertain and turbulent environment.”
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Figure 1.2: Waterfall process. Adopted from [24]

Concerning agile software development, Beck [26] notes that:

“Agile software development is an umbrella term for a set of methods
and practices based on the values and principles expressed in the
Agile Manifesto [26].”

The agile manifesto identifies four values for agile development as shown in
Table 1.1

Table 1.1: The four values for agile development

1. Individuals and interactions over processes and tools.
2. Working software over comprehensive documentation.
3. Customer collaboration over contract negotiation.
4. Responding to change over following a plan.

While the agile advocates acknowledged the items on the right as having
value, they valued the items on the left more. The agile manifesto also connects
12 principles that attempt to make the agile values more concrete and deliver
solid guidance for software development teams and their projects. The original
agile principles are as presented in Table 1.2. These have been reviewed by
William [27] but the basic concepts remain the same.

Agile methods like Scrum [28] and XP [29] are based on the above values and
principles and encourage flexible, light-weight software development with short
iterations [30] thus creating the ability to deal with changing requirements and
fast time-to-market. In agile software development, requirements are allowed
to evolve through collaboration between self-organizing, cross-functional teams
utilizing the appropriate practices for their context.

In agile development, instead of fixing all plans at the project start, the
project is broken into smaller sub-tasks which are implemented in short time-
boxed iterations [18], commonly referred to as sprints. Sprint duration is also an
agile variable with differing recommendations from the different agile methods
but typically spans 2–4 weeks. The goal of each sprint is to produce shippable
code incrementally. Sprints have the same pattern, which has three common
phases illustrated in Figure 1.3).
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Table 1.2: The 12 Agile Principles [25]

No. Principle

1. Our highest priority is to satisfy the customer through early and
continuous delivery of valuable software.

2. Welcome changing requirements, even late in development. Agile
processes harness change for the customer’s competitive advantage.

3. Deliver working software frequently, from a couple of weeks to a
couple of months, with a preference to the shorter timescale.

4. Business people and developers must work together daily
throughout the project.

5. Build projects around motivated individuals. Give them the
environment and support they need, and trust them to get the job
done.

6. The most efficient and effective method of conveying information
to and within a development team is face-to-face conversation.

7. Working software is the primary measure of progress.
8. Agile processes promote sustainable development. The sponsors,

developers, and users should be able to maintain a constant pace
indefinitely.

9. Continuous attention to technical excellence and good design
enhances agility.

10. Simplicity – the art of maximizing the amount of work not done –
is essential.

11. The best architectures, requirements, and designs emerge from
self-organizing teams.

12. At regular intervals, the team reflects on how to become more
effective, then tunes and adjusts its behavior accordingly.

The first phase is a planning phase that includes a review of the sprint
backlog that is later (re-)prioritized and estimation of the work to be done
established [31]. The team–usually 5-9 people–then commits to the work. The
second phase is the development phase in which the team takes responsibility
for the requirements and elaborates them. Then the code implementation,
building, and testing are done. The last phase is the delivery of the increment
and assessment of the sprint [31], sprint review in Fig. 1.3.

For effective development in agile methods, communication, and collabora-
tion among the team members are crucial. Thus the practice of face-to-face
communication with team members is recommended [15], together with an
on-site customer so that the developers will get quick clarifications on require-
ments. Most agile methods, such as scrum, have the practice of a daily stand-up
meeting for the team. At this meeting, the team members give a report of what
has been done, and what they plan to do, including the challenges that they
could be facing. In this way, the sprint progress is tracked, and the problems
are reported in time.

De Lucia and Qusef [32] state that the main difference between traditional
and agile development is not whether, but when to do RE. In the traditional
approach, RE is done only at the beginning of development (see Figure 1.2)
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while in agile development, RE is as continuous and incremental as the prod-
uct being developed. Research on agile and traditional methods has varied
considerably, starting from comparing characteristics of agile with those of
traditional methods [33–35] to uncovering challenges of hybrid development in
organisations [36].

The hybrid methods come from the fact that many large organisations are
only still transitioning to agile and thus have both traditional and agile methods
in operation. Also, many have safety concerns that call for a well-streamlined
process and documentation that would otherwise be ignored in a fully agile
process. Theocharis et al. [37] conducted a study to find out whether agility
accelerated the extinction of traditional methods. They, however, found a
mixed application of methods and concluded that hybrid approaches formed
the standard of today’s development. Research in this field has advanced
to the point that researchers study how the methods have been combined
in development [38], the challenges of having such combinations [39] and
potential solutions to such challenges [40]. It should be noted that in large-scale
organisations in practice, adoptions start with the software development teams
using agile methods while the rest of the organisation works with traditional
methods [41]. Whereas these studies are partially empirical, they lack the
RE perspective, which gives a more general focus on communication and
coordination in such environments.

1.1.3 Large-scale Agile Systems Development

Although initially meant for small collocated teams, the reported success
of agile methods has led to their adoption at scale [8, 9, 42] and in systems
development [9,10,43]. Large-scale companies are characterised by long lead
times, many stakeholders with varying backgrounds and needs during (and
probably after) the systems’ development. Also being in the context of systems
development, large-scale companies are also characterised by stable sequential
processes [44]. Because of these characteristics, agile adoption at scale was
received with skepticism, with most adoptions starting in software development
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teams. This selective adoption created pockets of agile teams within a larger
ecosystem of plan-driven culture. We term these pockets of agile teams as agile
islands (Paper A and C).

Large-scale agile development is a complex term that has been interpreted
in various ways [6]. It has been used to refer to varying contexts starting from
one large team in a project to large multi-team projects [45]. Dingsoyr et
al. [46] provide a taxonomy of scale and categorise large-scale as a company
or project with 2–9 development teams. We use the term “large-scale agile
system development” to refer to large-scale agile development in the context of
systems engineering and define it as follows:

Large-scale agile system development is the development of a prod-
uct consisting of software, hardware, and potentially mechatronic
components that include more than 6 development teams and is
aligned with agile principles.

Large-scale agile development has received considerable attention from the
research community with many reporting successful adoption [9, 13, 42, 47]
although challenges remain. Several challenges relating to e.g. coordination in
a multiple team environment with hierarchical management and organisational
boundaries [8] and coordinating work between agile teams [43] have been
identified. As such, large-scale agile frameworks are being adopted to overcome
the challenges [48].

SAFe framework has been reported by the state of agile report [49] as
the most popular with 30% of the companies in the survey using it. These
frameworks have received considerable attention from the research community
recently, with some studies exploring how these frameworks have been adopted
(e.g. SAFe [50]) and recommended guidance for clear adoption [51]. Others have
explored the benefits and challenges of adopting these frameworks [52,53]. It,
however, remains unclear whether these frameworks do address the challenges
identified by the introduction of agile methods at scale.

1.1.4 RE in Large-scale Agile Environments

“No matter the specific method, agile’s treatment of requirements is fundamentally
different [18]

Since many systems development companies are adopting agile methods,
the existing techniques are proving inadequate. As a result, RE becomes an
even more significant challenge for agile development companies, especially at
scale and in systems development. The research on RE in agile development
environments has thus attracted much attention from both research and practice,
leading to a need for more empirical studies that devise working solutions
collectively.

The process of doing RE in an agile development environment has been
coined Agile RE, although it has no unanimously accepted definition [16].
Agile RE can however be weakly defined as the agile way of performing RE.
Some of the existing research on agile RE has explored the benefits and
challenges [16, 23, 54], together with the practices used in development [15, 19].
The challenges identified include, e.g. neglect of non-functional requirements,
customer availability and minimal documentation. The consensus in all the
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studies is that agile RE addresses some of the classical RE challenges, e.g.
communication gaps, while it also causes new challenges which call for new
techniques.

Identified practices that apply to agile RE include; face-to-face commu-
nication, customer involvement, requirements prioritization, review meetings
and retrospectives, iterative/incremental development, user stories, test-driven
development, acceptance tests, change management and code refactoring. The
practices adopted by teams vary depending on the agile method of development
that is chosen. For instance, in XP, the planning game is used and begins with
an on-site customer who writes the requirements. These are later prioritized
by the development team together with the customer. However, experience
with practitioners has shown that practices and methods have been adopted
randomly according to the development needs.

Other researchers have compared the use of traditional RE and agile RE [17]
while also identifying how agile development can benefit from traditional
methods. Paetsch [17] note that the major difference is in the amount of
documentation carried out in the development process. In summary, there is
substantial amount of existing work on the use of agile RE and its practices.
However, we notice a lack of empirical evidence in terms of large-scale agile
systems development.

1.1.5 System Understanding in the Large

Software engineering is a knowledge-intensive endeavour [55, 56] with activities
from requirements elicitation to the project coordination and management. It
is unlikely for the team members to have all the knowledge obtained from those
activities [56]. Agile development adds to the challenge with the idea of breaking
down the system requirements into features to be developed every sprint,
thus making the bigger picture of system understanding unclear. However,
in order to deliver a quality product, the development team has to have a
clear understanding of the system. Effective communication and knowledge
management become an essential part of their development [6].

Knowledge management is crucial for proper system understanding and
ensuring effective communication helps to transfer knowledge [57]. However,
few existing works explicitly address communication in agile development [58].
Communication in agile projects has mainly focused on the impact of the
agile practices on communication [59]. In a systematic review, Hummel et
al. found reports that agile methods lead to improved communications in large-
scale development projects. They also found that the informal communication
on which agile methods depend may be problematic for large projects with
many stakeholders and a lot of shared information. The studies present a
broad understanding of the communication concept without focusing on the
social interaction and behavior of teams [58]. Studies suggest synchronous and
asynchronous communication means e.g. wikis and group e-mails in order to
establish the multiplicity of social links between team members and to provide
continual access to project information in large-scale settings [58]. While
investigating inter-team coordination mechanisms, Nyrud and Stray [60] find
ad-hoc conversations more beneficial than daily stand-up meetings that agile
methods recommend. These were found to be the most time-consuming and
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involved less coordination. Such coordination can be tagged in artefacts which
also could come from both agile and traditional methods [61].

For large-scale development, such artefacts are shared within the team
and also across different teams. Some high-level artefacts, e.g. architectural
models [62], and tools [63] are used as boundary objects . Boundary objects
are defined by Star and Griesemer is as follows:

Boundary objects are objects which are both plastic enough to adapt
to local needs and the constraints of the several parties employing
them, yet robust enough to maintain a common identity across
sites [64].

Boundary objects are shared between several teams and each team can access
what they need from it and thus helping in knowledge management across
the system development. As Rolland et al. [6] state “We believe there is a
need to emphasize the boundary work and boundary infrastructures that are
required for working across contexts resolving and coordinating complex socio–
technical interdependencies.” This thesis explores the use of boundary objects
in development.

Tools are essential to ensure effective communication and collaboration
in large-scale development companies. In this thesis, the focus is on tools
that help in effective communication of software requirements. Through a
survey subjected to requirements tool vendors, de Gea et al. [65] provide
an insight into the degree of support offered by requirements tools and the
capabilities of these tools in supporting the RE process. They find a substantial
number of tools supporting requirements elicitation but a poor representation
of tools for requirements management. de Gea et al. argue that RE tools are
traditionally oriented towards textual requirements and thus the reason for
fewer modeling tools. These textual requirements tools are, however, used for
elicitation processes. This thesis also explores the use of a text-based tool for
requirements management.

1.1.6 Cross-cutting concerns in Development

We use the term cross-cutting concerns to mean the development concerns that
are driven by RE and require system understanding. These are usually quality
concerns or non-functional requirements of any software development. Existing
research conducted in agile software development identifies challenges of dealing
with non-functional requirements [66]. For the context of this thesis, the cross-
cutting concern that raises interest is safety since it gives us a maximum
formality example.

Safety raises concern since agile methods tend to have less favour for
documentation and processes [67,68] yet safety requires a well-defined process
with extra documentation for certification [69]. Glinz [22] defines safety as the
capability of a system to operate without resulting in harming people, property,
or the environment [22].

Safety systems or Safety-critical systems (SCS) are becoming more prevalent
in use with the advance of the digital era [70]. Many software applications are
highly critical for safety, and are found in, for example, the avionics, medical,
railway, and automotive sectors. Examples of such systems include flight
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control systems in avionics [71], automatic braking systems in automotive [72],
Train Control Management System (TCMS) for a high-speed train in railway
systems [73].

Requirements for the development of SCS (Safety requirements) are com-
monly stated as quality requirements and in some cases also stated in terms of
functional requirements and thus usually follow the same development path as
all other requirements. However, since these safety requirements have more
stringent rules on the testing and validation, extra checks are put in place.
With this extra effort demonstrated in safety development, using safety as a
comparison gives us a maximum formality example to ensure we do not miss
critical elements of RE in system development.

1.2 Research Focus

The overall goal of this thesis is to investigate the challenges and solution can-
didates of performing effective RE in an agile environment, based on empirical
evidence. Considering that the use of agile methods suffers most at scale, we
focus on large-scale systems development companies to achieve our goal.

The main goal is broken down to two sub-goals as follows:

• G.1: To gain insight in the current state of RE in large-scale agile systems
development.

• G.2: To recommend solutions for addressing critical cross-cutting chal-
lenges of RE in large-scale agile system development.

To meet the set goals while scoping the thesis, research objectives (RO)
were defined for each of the goals and addressed as presented in Table 1.3. The
connection between the goals and objectives is further illustrated in Figure 1.4.

Table 1.3: Research questions for the respective aims

G.1: Gain insight in current state of Requirements Engineering

RO.1A Identify the Requirements Engineering
challenges of using agile methods in
large-scale systems development.

Paper A, D

RO.1B To explore the state of the art on
challenges of developing Safety-Critical
Systems in agile environment.

Paper B

RO.1C To identify challenges of using agile
methods in structured environments.

Paper C

G.2: Explore solution space

RO.2A Examine and critique existing popular
frameworks for managing scaled system
development.

Paper D

RO.2B To propose techniques to solve or overcome
some of the identified challenges

Paper E, F
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1.2.1 Gain insight in current state of RE

The first sub-goal G.1 was set to gain insight into the current RE challenges
in the agile industry. The topic for RO.1A explores general challenges of
performing RE in large-scale agile systems organisations. This topic was
selected with request from participating companies that were in the process of
adopting agile methods and thus formed the basis for the subsequent objectives.

Through RO.1A, the role of RE in large-scale agile development was re-
emphasised and a range of challenges discovered. Since we aimed for empirical
research, it was essential to perform relevant research while also keeping the
practitioners interested. Thus, while RO.1A gave a broad scope of challenges,
we explored the ones that geared interest for the participating companies and
also proved less explored by academia. Without wanting to miss important RE
related issues, we explored research on safety in agile development. In so doing,
a study on the challenges related to safety-critical and agile development led to
the second objective RO.1B. RO.1B aimed to find out which challenges have
been identified in research that relate to safety systems in agile environments.

RO.1A also found different scopes of agile adoption in practice giving a hint
of coexistence of both agile and plan-driven methods. This finding created a
need to investigate the challenge of having both methods in industry. RO.1C
based on one case company to explore the coexistence phenomenon. Challenges
in this context were sought from the perspectives of the development teams.

1.2.2 Exploring solution space

After gaining insight and understanding our problem space, we aimed to explore
the solution space as well. We explored the solution space in three separate
ways which aimed to meet two objectives. RO.2A was set to explore the already
designed frameworks and find out how, or if at all, they are addressing the
identified challenges. Understanding which practices the scaled frameworks
recommend for addressing the identified challenges also helped us to understand
the challenges a bit more. With views from the practitioners, we also sought
to understand whether the frameworks are helping and how it is that the
challenges continue to surface.

RO.2B explored available techniques for overcoming (any of) the identified
challenges. Through RO.2B, we identified other possible interventions that
could be used to address some of the identified challenges. We started with a
design and implementation of a tool that showed promising results for addressing
some of the challenges. We also started to derive on a taxonomy that could
help address coordination concerns in large-scale agile systems’ development.

1.3 Research Methodology

This thesis builds on six studies (Papers A–E), i.e. four empirical studies that
adopt a case study approach (Papers A, C, D and E), one secondary study
(Paper B), and one tool study (Paper F). The work in this thesis follows an
empirical research methodology. It collected, analyzed and evaluated empirical
evidence on the phenomena of interest. This section describes the overall
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research approach of the thesis, followed by a description of the methods used,
namely; a secondary study through mapping study, and case studies.

1.3.1 Research Approach

The overall research of this thesis was motivated by our industrial partners’
enthusiasm to improve their RE management process. For this reason, the
majority of the work was performed as qualitative empirical studies. The
collaboration with industry partners allowed us to base our findings on empirical
data from practitioners and also validate the relevance of our research questions.

Since software development is carried out by persons or groups in organ-
isations [74], this makes it a multi-disciplinary area that also includes social
boundaries. Thus, for this research, we investigate not only the tools and
processes used by the development teams but also their social and cognitive
processes [75]. For studying these real-life situations of practitioners in our
partner organisations, the use of qualitative approaches became necessary.

The qualitative studies allowed us to get insight into the RE challenges
that our industry partners encounter and also derive solution candidates. We
also include a literature or secondary study paper that allows us to zoom out
of RE to relate to the bigger context of safety, with which many large-scale
system development companies are concerned. We elaborate on the qualitative
methods used and the secondary study in the next sections.
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1.3.2 Case Study Method

This thesis bases on a case study definition given by Runeson et al. [76].
According to Runeson et al., a case study is an empirical inquiry that draws
on multiple sources of evidence to investigate one instance (or a small number
of instances) of a contemporary software engineering phenomenon within its
real-life context, especially when the boundary between phenomenon and context
cannot be clearly specified [76]. Furthermore, case studies provide an in-depth
understanding of why and how given phenomenon occur [75], thus giving
opportunities to describe, explore and explain the studied phenomenon. This
thesis includes studies that are mainly exploratory (especially Paper A and
C), in that they seek new insights [76] and identify useful distinctions that
clarify our understanding [75] about agile development and RE processes
in industry. Paper C and D endeavour to describe the reasoning behind
the identified challenges and identify solution candidates from literature and
practitioners. Paper E also uses a case study approach and attempts to derive a
taxonomy aimed towards improving the current situation. Paper F introduces
and describes a Text-based Requirements system (T-Reqs) that was fronted
as a solution to some of the identified challenges. T-Reqs is the open-source
version we created based on a working tool at one case company.

Runeson and Host [74] present five steps to performing case study research
and these include: (i) designing case study objectives and plan (ii) Defining data
collection procedures and protocols (iii) Collecting data on the studied case,
(iv) analysing the data and (v) reporting the data. The researcher participated
actively in all these steps for the appended studies. For the first step, we had
our research questions prepared before starting the study and purposely [77]
identified the cases to use in our studies. For all the studies, we chose large-scale
systems development companies that have agile development teams. While
identifying the companies, we also discussed with the contacts in the different
companies on the acceptable data collection procedures.

Case studies can be (i) holistic–with single or multiple case studies is the
unit(s) of analysis, (ii) embedded–where one can either have a single case study
with many units of analysis or multiple case studies each with multiple units of
analysis. This thesis used two of those four described settings; holistic multiple
case study for papers A, D and E, and one embedded single case study for
paper C. Each setting was used to satisfy the aims we had in each study. For
instance, in Paper A the aim was to find out the general challenges of doing
RE in agile development companies and thus a multiple case study approach,
with four cases of study, was chosen. The cases were all from different domains.
This setting allowed us to discover as many challenges as there were, and we
could attempt to generalise when we find challenges reoccurring in different
domains. The findings of Paper A inspired the study that led to Paper B and
C. For paper C, we used a single case study with two units of analysis as we
aimed to find the challenges that individual agile teams faced working in a
structured environment. The single case was viable since we needed to focus
on the same environment setting and the two units of analysis shed more light
on the actual situation enabling us to explain the phenomenon. For each of
these case studies data was collected through interviews, focus group meetings
and workshops where necessary.
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Focus Groups and Workshops We used workshops as initial data collec-
tion instruments for most of our studies (Papers A, B and D) and backed
them up with focus group meetings to get more detailed understanding and
explanation. We differentiate between workshops and focus groups in that
for a workshop, a group of practitioners–generally knowledgeable about agile
development and RE–meets to work on creating a defined result jointly while
focus groups involved representative stakeholders or experts that were invited
to discuss the specific topic under investigation from all relevant perspectives.
For instance, in Paper A, the workshops involved company contacts from all
participating companies whereas focus groups were conducted at company
sites with the representative practitioners of RE and agile development. Focus
groups allowed us to dig deeper focusing on one company while workshops
allowed us to triangulate our findings. In general, a total of 13 workshops with
79 participants and 7 focus group sessions with 26 participants were conducted.
The totals are distributed in the different studies as shown in Table 1.4.

For all the workshops, at least three (3) researchers were always present
whereas focus groups sessions were attended by at least two (2) researchers. The
researcher was always one of those present and participating in workshops and
focus group sessions. Prior to workshops and focus group sessions, a tentative
agenda was shared with agreed participants. In many instances, the agenda
included a presentation from the practitioners, detailing their experience with
RE and agile development (Paper A, C and D), with safety (Paper B) or with
islands and boundary-objects (Paper E). We would then present work related
to the topic of discussion to ensure a common understanding of the topic. In
most cases, this would raise discussion points for which notes would be taken.
The researcher would present at some sessions (Paper A, B) and actively take
notes while seeking clarifications where necessary at other sessions (e.g. Paper
D, E). Follow-up questions and discussions were kept welcome and open. The
sessions lasted three (3) hours in most cases (e.g. in Paper A, B, E) and
full-day, at Chalmers university premises, in one paper (Paper D). We would
summarise the session on one or more slides as a way to ensure we understood
the participants’ input correctly.

Interviews The researcher was actively involved in 18 of the 29 (unique,
see Table 1.4) interviews that were conducted in this thesis. Interviews were
used in studies leading to papers A, C and D. For Paper C, interviews were
the primary source of data since it targeted development teams in particular.
Semi-structured interviews, where one or more interviewers interacted with one
interviewee based on an interview guide, were also used to collect data. For each
interview study, an interview instrument with a structured set of questions was
designed prior to the interviews. The interview instrument was created with
recommendations from the contact persons in the respective companies. These
recommendations allowed the researcher(s) to ask questions that interviewees
would understand in their context.

The interviews started with an explanation to the interviewee about the
focus of the study to ensure that the same topic was being discussed. During
the interviews, the instrument acted as a guide and was kept open in such a way
that there was no strict adherence to the structure and flow of the questions.
Both the interviewer and the interviewee were free to ask for clarification and
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follow-on questions which allowed wide and deep inquiries into the reality of
software development for the specific topics of interest. All interviews were
audio-recorded with interviewee consent and later transcribed leading to textual
analysis.

Data analysis For the data analysis, since we were dealing with qualitative
data, we relied on a thematic coding approach [78]. Since we worked in groups,
we had at least two researchers at each study to familiarize themselves with the
data collected while highlighting noteworthy statements and assigning codes or
labels to each. The researcher was always one of the two researchers at each
coding phase. For the interview data, the researcher transcribed the data and
performed the initial coding. The codes would then be discussed as a group
and iteratively agree on the themes which we would discuss through workshops
(Paper A, D, E) or through email and telephone calls (Paper B and C) for
validation with the participating cases. Paper F describes T-Reqs which was
inspired by a tool already in use in one of the companies as their in-house
solution. Together with support from the pioneers of that in-house solution,
we created an open-source version of T-Reqs through defining simple templates
and scripts. For T-Reqs, we relied on feedback from the company contact to
verify and improve its usefulness.

Table 1.4: Summary of Research Methods

Paper Data Collection Analysis
Method

Type No.of
participants

Paper A Holistic
multi-case

5 focus groups
2 workshops
22 interviews

14
11
22

Thematic
analysis

Paper B Mapping
Study

Mapping
study

Paper C Embedded
single

1 focus group
18 interviews

9
181

Thematic
analysis

Paper D2 Holistic
multi-case

5 focus groups
11 workshops
22 interviews

14
63
22

Thematic
analysis

Paper E Holistic
multiple

1 focus group
2 workshops

4
16

Member
checking

Paper F Holistic
single

Tool design

1 11 of the 18 interviews were used in Paper A.
2 Paper D shares focus group, interview and 11 workshop participants with
paper A.
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1.3.3 Secondary Study

With the growing number of empirical studies in software engineering comes a
necessity to construct an objective summary of the available research evidence
to aid in decision making and formulation of research questions [79]. Using a
systematic literature review is one way of obtaining the objective summary.
Much as each study included in this thesis has a literature review section, a
systematic review provides guidelines to follow while reviewing literature in
order to avoid bias and ensure replicability [80]. Systematic literature reviews,
however, require a considerable amount of effort [81].

A systematic mapping study provides a map of the results reported in
literature, usually a more coarse overview thus often requires less effort than a
systematic literature review [80]. The process followed in a mapping study is
also systematic but more coarse than a systematic literature review, allowing
to process larger numbers of papers.

System development companies are usually subject to standards and regu-
lations, thus they aim for a transparent RE process. Also, with the increased
digitalisation and interconnectedness of devices, safety becomes a concern in
development. Following the findings from Paper A that identified challenges
with safety, a mapping study (Paper B) was conducted to help us draw a map
on the current state of affairs in as far as agile development and safety-critical
systems development are concerned. The researcher performed the initial
document search that gave 1986 documents and was able to reduce them to 69
documents when following the inclusion and exclusion criteria that were defined.
Together with two of the other researchers, more studies were excluded giving a
final total of 34 documents whose data was analysed and findings presented in
Paper D. We aimed to classify and synthesize our findings from industry with
those in published empirical studies. With this, we derived a viable research
direction for managing requirements in large-scale agile development.

1.3.4 Threats to validity

For this thesis, as with many empirical studies, there are validity threats worth
discussing. We consider the four perspectives of validity threats as presented
in Runeson and Host [74]and in Easterbrook et al. [75].

1.3.4.1 Construct validity

Threats to construct validity refer to the relations between the research method
and the observations from the study [74]. With these threats, the question to
answer is: Are the theoretical constructs interpreted and measured correctly?
There is a threat that the interpretation of the questions asked at the interviews
may be different for the researcher and the interviewees due to the use of different
or abstract terms. To minimise this threat, we relied on our company contacts
and selected participants who are knowledgeable in the subject of study. On
the general scope, participants had to have knowledge on the constructs of
agile development and RE. We collected data from multiple sources, including
existing literature and different companies in varying domains. This diversity
of sources helped us to ensure we got correct results. For the interviews, we
shared and discussed the interview guide with the company contact persons in
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order to agree on the commonly understood/used terms at the company and
also used literature to provide a link between our understanding and that of the
interviewees. In cases where the interviewee did not understand the question,
we endeavoured to rephrase and give explanations. We also asked interviewees
for elaborations in case we got an ambiguous answer. Most of the data collected
in interviews was validated in workshops and focus group meetings. These
meetings always began with presentations from the company participants and
also from one of the researchers. Judging from the presentations that were
given by practitioners, we were always confident that the concepts were clearly
understood. We also ensured that we had more than one researcher for data
collection and analysis in all the studies. To combat the practitioners’ fear to
answer asked questions with honesty, we guaranteed anonymity and raw data
was only to be used by the researchers. For Paper B in particular, we also
calculated inter-rater agreement where there seemed to be some disagreements.
This calculation was then followed with discussions, among the researchers, to
resolve the disagreements.

1.3.4.2 Internal validity

Internal validity focuses on the research design and whether the results really
do follow from the data [75]. For internal validity the question to answer
is: Could external factors impact the results of the investigated factors? To
minimise this risk, and with permission from the interviewee, we recorded all
our interview sessions in order to ensure that each researcher gets the same
message at data analysis phase. We also used data triangulation between
interviews (Paper A and D), between the units of analysis (Paper C), and
between the case companies (Paper A and E). Furthermore, the results of our
case studies were discussed in workshops (Paper A, D and E) and at focus group
meetings (Paper C). The workshops and focus groups included practitioners
from these companies that were already involved in the respective studies.
These practitioners were always allowed to discuss their (sometimes different)
perspectives on the data we collected, thus increasing our confidence in the
data. Through sufficient numbers of interviews and member checking, we made
sure that we captured all important concepts in the scope of our inquiries.
To avoid a too restricted view on smaller parts of a project or a product, we
selected interviewees from different parts of the development. There might,
however, still be a selection bias as the interviewees were selected through a
convenience sample through our company contacts.

1.3.4.3 External validity

External validity relates to the ability to generalise the results beyond our
case studies. By design, the external validity of our studies is low. Hence,
generalisation of our findings to different domains or companies might not be
possible. Easterbrook [75] notes that qualitative studies aim to understand
and explain a given phenomenon rather than generalising. Understanding
the investigated phenomenon in one setting may help to understand other
situations. For instance, in Paper A, we designed our study to identify common
challenges across participating companies. Thus, our research method does not
support any deep reasoning about differences between companies, domains, and
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market positions. However, given that we found similar themes in all cases, we
expect that these apply similarly to other companies or projects in large-scale
systems engineering. By analysing data gathered from different companies
with different characteristics, we believe that we have got results that can be
extended in the future and were able to identify relevant categories that are
applicable in other contexts.

1.3.4.4 Reliability

Threats to reliability refer to level to which the study results are dependent
on specific researchers. We limit reliability threats by improving the interview
instruments in multiple iterations and by conducting interviews in pairs of two
researchers. Also, at least two researchers were involved in the focus groups and
workshops in order to reduce the impact of subjectivity. We have continued
involvement with our case companies and therefore a mutual trust among
the parties exists. The data analysis was discussed and refined among the
authors in several iterations. The results were discussed with the participating
companies and also compared results obtained to available literature. We also
tried to describe our data collection and analysis procedures and shared the
instruments used for data collection in the studies conducted. The potential
solutions proposed are based on our reasoning, claims in related work (that
these solutions help with a specific challenge), and on discussions with the
case companies. We have not applied the solutions from the literature in the
case companies, or solutions suggested by one company in further companies.
Further validation of the collected solutions is needed.

1.4 Research Synthesis

We summarise the main results and contributions of this thesis per research
objective and reported study. The detailed descriptions of the results for each
study can be found in the respective paper (Chapter 2–7).

1.4.1 Paper A: RE Challenges in Large-Scale Agile

RO.1A: To identify the RE challenges of using agile methods in
large-scale systems development.

There is a substantial amount of research on agile methods from their definition
to their adoption, even at scale. Research on RE in agile environments is,
however, limited. Although there is available literature exploring challenges
of agile RE, none has the context of scaled system development companies.
Motivated by the limited empirical studies on RE challenges particular to
large-scale agile systems development, we conducted the study leading to Paper
A which also formed the basis for the subsequent studies. Paper A contributes
to our first goal (G.1 – establishing the current use of RE) while meeting our
first objective RO.1A, based on the following research questions:

RQ1A.a.: What are possible scopes of applying agile methods in large-scale
system development?
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RQ1A.b.: How is the role of requirements characterized in large-scale agile
system development?

RQ1A.c.: Which requirements related challenges exist in large-scale agile
system development?

Main findings: With the first question, RQ.1A.a, we aimed to establish
the level to which our four case companies were agile. We found that the
participating companies were in the process of adopting agility and thus had
adopted agility in differing levels. Whereas one had adopted agile methods for
the whole product development process, several of the companies had agile
adoption only in the agile teams. This finding meant that the system-level was
still following a plan-driven approach, which also gave slight differences in the
challenges faced.

RQ.1A.b helped us confirm the importance of requirements, even in the
face of agile methods development. We find that requirements are seen as an
order while the teams prefer to work with user stories that are portrayed as
goals and give them more autonomy. RE is still crucial for system development,
and the study revealed that large-scale systems companies are struggling to
perform RE in agile development to the level they are used to while they were
using waterfall/traditional methods.

However, irrespective of the level of adoption, all companies exhibited
challenges (RQ.1A.c) that were put under two particular groups: Shared under-
standing of User Value and Building and Maintaining System understanding.
In regard to user value, most challenges were coming from teams struggling to
understand customer value, writing meaningful user stories and feedback and
requirements clarification from the user stories or features they develop. For
system understanding, the challenges faced relate to informing and synchronis-
ing between teams, creating and maintaining traces, insufficient tests and user
stories, agile tool chain establishment and, coming more from the traditional
foundation, there was a gap between plan-driven development and agile devel-
opment. Generally, findings demonstrate how system development is struggling
with RE, and this has now become an essential topic for practitioners and
researchers alike. Existing literature concerning RE in agile development does
not provide approaches for both user and system requirements specification in
an agile environment.

Potential application of the results: Paper A contributes a map of RE
related challenges in scaled agile system development. Practitioners find this
map useful to plan their adoption of agile methods as well as check their
process improvement since it allows to avoid over-optimizing one aspect while
negatively affecting another aspect. We hope that researchers benefit from
our overview of challenges when conducting related studies. To follow up on
this study, we conducted an independent study on challenges specific to safety
(Paper B), since the companies having to deal with safety requirements seemed
to show some differences and one following up on the teams being agile while
system-level is not (Paper C).



1.4. RESEARCH SYNTHESIS 21

1.4.2 Paper B: Safety-Critical Systems in Agile

RO.1B: To explore the state of art on the challenges of developing
SCS in an agile environment.

Agile methods have been criticised for neglecting upfront requirements and
extensive documentation [30] which are some of the defining features of safety
systems’ development. This criticism has thus created thinking that agile
methods are not suitable for Safety-Critical Systems (SCS) development. Upon
finding a challenge of developing SCS in agile development among companies
dealing with safety systems in Paper A, we sought to understand what challenges
have been identified from published empirical studies. Since we did not find
a study with a comprehensive and recent overview to help us understand the
context, we ventured to explore the domain through a mapping study. We
included only published empirical studies from 2001 to 2017. Paper B meets
this objective by answering the following research questions:

RQ1B.a.: What research exists about agile development of Safety-Critical
Systems?

RQ1B.b.: What are the key benefits of applying agile methods and practices
in SCS development?

RQ1B.c.: What challenges exist with agile development of SCS?

RQ1B.d.: What solution candidates (e.g. principles and practices) promise
to address challenges with respect to agile development of SCS?

Main findings: The results obtained showed that the focus on SCS has
changed considerably over the years from being positive in the beginning,
i.e. identifying benefits, to the recent papers discussing more of solutions to
overcome identified challenges. The reported benefits were in agreement with
the ones reported in the non-safety development domains, for instance better
test cases, improved quality and improved safety culture.

Apart from not trusting agile methods for safety development, the challenges
faced in development of SCS using agile methods are more geared towards
the certification and assurance requirements of safety systems. Assurance
requirements, for instance, involve many stakeholders who come from different
domains. Managing communication between such numbers proved challenging
in the agile context where documentation is not used for communication or
even given that much attention. Also, standards were written with a waterfall
mindset which favour effectiveness of waterfall methods over the flexibility of
agile methods. Obviously there were challenges with upfront planning, lack
of documentation focus and the trade-off of flexibility vs safety which have
always been a cause for the skepticism. Generally, safety requirements call
for well-structured processes, and heavy documentation that is not clearly
supported by agile development and agile teams find it hard and cumbersome
to balance speed and flexibility with the need for documentation.

The solutions proposed relate to using much the same practices as in the
non-safety development case but also include discussions relating to safety for
instance in the daily meetings and sprint reviews. It was also encouraged to
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have safety experts as part of the team so that teams always have safety in
their mindset(s). We also notice that some practices that have existed even
in the traditional methods are highly recommended, e.g. setting high coding
standards and relying on standard operating procedures to improve quality
management.

Potential application of results: The results provide for potential general-
isation to other areas. We know the research that exists and that allows us and
the companies to systematically search for a setup on being large-scale agile
using a map of these challenges. The results also indicate that the challenges
faced in SCS development come from the need for structured processes that
the standards impose. With the standards in mind, it becomes necessary for
companies adopting agile methods to work on a coexistence plan that should
have both practices in proper use. Results also provide a starting point for
enabling us to accumulate more knowledge on which solutions could help. So
future research can build on it rather than replicate it.

1.4.3 Paper C: Agile Islands in a Waterfall

RO.1C: To identify the challenges of using agile methods in struc-
tured environments.

Findings from paper A (and partly from paper B) show that there is a challenge
of dealing with the gap between plan-driven and agile development and having
‘agile islands in a waterfall’ organisation. Paper A findings also indicate that
some companies have agile adoption only in the development teams an occurring
commonly noted in some studies but not yet explored further. Paper C sought
to follow-up on that finding to reveal the challenges that agile teams in such
traditional structures were facing. We explore the challenges from perspectives
of two of the agile teams in one large-scale company. The research objective
RO.1C was met by answering the following research questions:

RQ1C.a.: What are the perceived challenges when combining plan-driven
and agile paradigms in large-scale systems engineering?

RQ1C.b.: What mitigation strategies exist for the challenges identified?

Main findings: The findings of this paper indicate a variation in challenges
(RQ1C.a) faced for departments of the same company. The difference in
challenges stems from the departments’ different ways of working with agile
development methods. We find that whereas both departments have adopted
agile methods relating to Scrum, they have customised them to their specific
needs and thus modified a few roles and practices that bring in the difference.
In one department for instance, the role of product owner was not defined
although requirement prioritisation and coordination seemed to be going on
well. Also, the requirements management tools used in both departments
differed considerably although for both departments developers had no access
to the high-level or system requirements. In that context, we found challenges
common to both departments, e.g. development teams not being aware of
the high-level requirements, function owners over exposed to change requests
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and traceability issues mostly stemming from difference in tools and unclear
responsibilities in such environments.

We also found challenges unique to each department. At one department,
there was less focus on control and more ambition to facilitate autonomy of
agile teams. This resulted in practices where, for example, anyone on the team
could write a user story to the backlog. It was found that this could lead to
temporal inconsistencies, between the user stories and implementation, that
surfaced and had to be fixed during testing. At the other department, such
challenges were not as evident as the challenge of not knowing what effects a
change in one requirement could have on dependent units. Since developers in
this department were working with a central platform that is the foundation for
the work of several other departments, they felt the lack the complete picture
of the function was a more pressing challenge.

Strategies to mitigate the identified challenges were obtained both from
the participants and also from literature. On the one hand, participants felt it
necessary to have (system) testers as part of the team, update requirements
based on learning from sprint, create proper channels for writing user stories
while also explicitly stating which user story must be traced. Literature, on
the other hand, recommends cross-functional teams to manage requirements
updates, increasing understanding of processes and roles in development and
bringing testers closer to the requirement owner. However, these strategies
remain abstract and empirical research on their effectiveness is currently lacking.

Potential application of results: The results suggest a need for a holistic
company-wide approach to agile adoption and development to overcome some
of the challenges. Although there exist studies that mention the possibility of
different ways of working for sections of the same company, this is the only
study, that we are aware of, that clearly documents it while providing the
proof of what challenges could ensue. From this study, we also observe that
while it might not be possible to have all parts of the company agile nor be
desirable to have all parts of the company plan-driven, if different approaches
must co-exist, one should find a way to integrate them. Future research may
need to show how this integration can be achieved.

1.4.4 Paper D: RE practices in large-scale Agile

RO.1A: To identify the RE challenges of using agile methods in large-
scale systems development and
RO.2A: Examine existing scaled frameworks

Many frameworks have been proposed to try to overcome the challenge of
agile development at scale. However, their usefulness or ability to solve the
challenges has not been explored as elaborated in Section 1.1.3. With Paper
D, we explore what solutions two of the popular frameworks, SAFe and LeSS,
offer in relation to our identified challenges. Paper D contributes to research
objective RO.1A and satisfies RO.2A by answering the following questions:

RQ.2A.a: How pervasive are agile methods in large-scale system develop-
ment?
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RQ.2A.b: Which requirements-related challenges exist in large-scale agile
system development?

RQ.2A.c: Which approaches have been proposed in popular literature and
which approaches are used by practitioners to address the challenges identified
in RQ.2A.b?

Main findings: Paper D reports on a three-year exploration that extends
Paper A with an almost exhaustive catalogue of RE challenges from the
participation of seven companies. Thus RQ.2A.a re-affirms that agile adoption
still exists in different phases in large-scaled systems development companies,
with the three more companies in perspective. We identify new challenges
(RQ.2A.b) to those identified in Paper A and rearrange them to six categories
which we briefly elaborate in the following:

1) The first category, Build and maintain shared understanding of customer
value, comes from the core strength of agile methods – managing customer
value. Challenges here include bridging gap to customer and building long-
lasting customer knowledge. For these large-scale companies, the distance
between customers and development is large, and it is difficult to break the
features into meaningful packages that have customer value and can be delivered
incrementally. The distance also makes the customer role unclear at scale.

2) For the second category, support change and evolution, we find challenges
relating to managing requirements updates, management of experimental
requirements, synchronisation of development and requirements re-use. We find
that updates are manually done, leading to inconsistencies which are expensive
to remove. This indicates that facilities for updating system requirements
based on agile learning are currently missing.

3) Build and maintain shared understanding about system is our third cate-
gory. With agile methods’ focus on value, the system requirements knowledge
is underrepresented. We find the need for documentation to complement test
cases and user stories, which are common practices in agile development, as
they are not sufficient for system understanding. Furthermore, the big picture
of the system is not captured since teams focus more on features or components
and thus, the creation and maintenance of traces becomes complex as well.

4) The fourth category Representation of Requirements Knowledge, denotes
the shared responsibility of requirements knowledge. In particular, it is hard to
manage the various levels of development in large-scale while giving meaningful
decomposition of requirements in agile development. We also find that the
current tools being used are not fit for agile development as they do not provide
the flexibility needed to accommodate different representations of requirements
that teams or individuals could have. Additionally, it is difficult to establish
consistent requirements quality and also align or establish thresholds for quality
requirements.

5) Our fifth challenge category, process aspects, relates to the process of
working with requirements. We find challenges relating to prioritisation of
distributed functionality, managing requirements completeness and consistency.
We also find the common challenge of balancing between time-to-market and
quality of the product.

6) Organizational Aspects formed our sixth and final category. For these
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large-scale systems engineering companies, the overall organisation in which
RE is practiced plays a vital role as well. Inherently, these companies perform
(some) long-term planning, especially for facilities. Our challenges in this
category relate to bridging between such system-level planning and agile work
in software teams, planning of integrated system testing, managing research
and pre-development, and identifying impacts on critical infrastructure in good
time.

Practitioners made suggestions towards solutions for some of the identified
challenges (RQ.2A.c). For instance, many of the practitioners agreed that it is
a good practice to have the teams and PO update the requirements. In this
way, the gap between plan-driven and agile development would be bridged,
and the tooling not fit for purpose challenge addressed. They also shared a
recommendation to move from project-focused development to product-focused
development in order to create and maintain traces as well as encourage re-use of
requirements. Here, practitioners also mentioned the Text-based Requirements
system (T-Reqs) as a useful tool for updating and managing experimental
requirements. Paper D gives more details on these challenges and solutions,
while we expend on TReqs in Paper F.

A mapping of the challenges to the solutions provided by SAFe and LeSS
frameworks (RQ.2A.c) revealed that these frameworks have in some cases
concrete practices while in other cases, there is none. In relation to Build
and maintain shared understanding of customer value category, we find that
several practices have been proposed. We find solutions relating to concrete
practices, (e.g. frequent demos, sprint review bazars, use models, continuous
improvement, retrospectives). We also find more abstract guidelines. For
instance SAFe describes techniques such as combining “weighted shortest job
first”, “portfolio backlog”, and “program kan-ban” to support cross-cutting
initiatives towards prioritization. It also advocates for a combination of other
practices as elaborated in Paper D. However, there are no clear guidelines on
how to combine all these suggestions into one coordinated process. The same
can be said about many of the recommendations from LeSS framework. It is
our understanding that such combinations would require specialised tools, or
even just customised tools which do not yet exist.

Results from analysis of popular frameworks show a lack of concrete ad-
vice to manage some of the challenges (coming from the different categories)
while for many others, the solutions from these frameworks are relatively
underrepresented.

Potential application of results: The Paper presents a catalogue of RE
challenges and their potential solutions both from practitioners and also rec-
ommendations from popular frameworks. This catalogue would help inform
practitioners on which solutions they already have available through the scaled
frameworks and what practitioners in similar settings have used to manage
their situations. Additionally, in order to mitigate the identified challenges, we
encourage future research to not only focus on producing further practices but
also evaluate the existing and proposed solutions in large-scale agile settings.
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1.4.5 Paper E: Charting coordination needs

RO.2B: To propose techniques to solve or overcome some of the
identified challenges

Current research explored hybrid development in terms of how development
methods are combined by teams during development, for instance, using a
mixture of traditional methods with agile methods [38]. What does that mean
for large-scale companies working on different projects with dependencies? Our
previous studies showed issues with communication and documentation, which
were affecting coordination between teams and high-level development. While
motivated by the results of paper C and those leading to Paper D, in paper
E we set out to search for solutions for identified challenges. We started with
generalising the problem of agile islands to the whole system development and
thus the whole organisation. We contribute to research objective RO.2B by
answering the following research questions in paper E:

RQ2B.a: Which agile islands are repeatedly encountered in large-scale agile
contexts?

RQ2B.b: Which boundary objects are repeatedly encountered in large-scale
agile contexts?

Main findings: Our findings to RQ2B.a show that there are occurrences of
varying methods being used in the companies but not only among those using
agile methods but also non-agile teams. We thus started to think in terms of
methodological islands. While evaluating which islands do exist, we realised
that the level of abstraction for the island differed and these abstractions were
extracted and grouped to give the drivers for methodological islands.

We identified three groups of methodological islands which occur on different
levels in the company. At the very high level, we identified external organisations
that companies have to work with. These include, for instance, suppliers,
regulators and customers, all of which come with different ways of working
that have to be accommodated. The next two groups come from within the
companies. For companies using SAFe framework, agile release trains (teams of
agile teams) exist, and companies have to coordinate tasks between the different
release trains. Similarly, for companies without SAFe, departments still exist
each with its teams. As has always been, product development can span several
departments (e.g. marketing, hardware, software departments) and thus several
disciplines in the company. Since departments and release trains, for instance,
are a group of different teams, at the intermediate level we identified groups
of teams as another category of methodological islands. At the lowest level in
the company, we have the individual teams, for instance, component teams or
integration teams, which also display different methodologies.

We identified drivers for such methodological islands as process-, business-
and technology-related factors. Companies are business-oriented and thus have
to watch different factors which are best addressed through having departments.
For the large scale, some companies or departments are also distributed to
different geographical zones which brings in time and cultural differences.
This distribution creates different methods for the affected departments, thus
the business-related drivers. Process-related drivers describe a mixture of
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development methods (SAFe [82], V-Model [83], Scrum [28]) and whether a
company mainly works based on projects, or whether significant workflows
in the continuous development of a platform. The technology-related drivers
come from the systems being developed. Here, methodological islands will
emerge depending on whether they are dealing with the same architectural
decomposition, systems disciplines, platform and product-line, and the required
time-scale of commitment.

The boundary objects related to the methodological islands were also identi-
fied and categorised depending on different viewpoints of the islands. Typically,
for large-scale, before development commences, contracts, roadmaps and plans
are created for proper project or product management. We categorised these as
planning boundary objects. We further identified boundary objects that relate
to tasks in the development effort, e.g. user stories and other backlog items as
task boundary objects. Those that are concerned with technological aspects (e.g.
tests or architectural objects) of the system being developed were categorised
as technology boundary objects. Regulation and standards boundary objects
are used to ensure that the company complies with regulations and standards
through safety cases for instance. The regulations come with a demand for
process definition and thus documentation which is achieved through process
boundary objects like SAFe documentation. Boundary objects relating to the
final customers’ product were categorised as product description boundary
objects and include, e.g., the technical documentation for the customer and
the variability model. Trace links are a special category, as they represent the
relationships between artefacts.

Potential application of results: Paper E presents a catalogue of method-
ological islands and the boundary objects between them. Our catalogue proved
useful when discussing potential process improvements with companies as it
gives them a mindset of planning their coordination efforts in relation to their
distances and particular needs. So, this catalogue comes in as a starting point
for a technique that can be used to identify gaps or distance in islands and
also plan for possible intervention before it becomes costly. This catalogue for
boundary objects is not exhaustive and future research could pursue creating
a model or taxonomy that defines this technique fully. Also, thinking about
tools as boundary objects is a viable next step.

1.4.6 Paper F: Tool support for managing requirements

RO.2B:To propose techniques to solve or overcome some of the iden-
tified challenges

We approached the other part of research objective RO.2B through developing
the T-Reqs tool. The tool design was motivated by Paper A, C, D that reflect
findings on the challenge of agile teams not being aware of or able to update
the system requirements. Agile methods provide recommended practices which
also need tools support to make them effective. To this end, requirements tools
are abundant. However, most existing tools for requirements management do
not support the autonomy of development teams, e.g., giving developers ability
to view, and possibly update the requirements at system-level. We recommend
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Table 1.5: Summary of challenges relating to the ‘gap’

Category Related Challenge
Organisational
issues

Lack of trust in agile methods
No time for invention and planning
Hard to plan tests based on requirements

Process issues Prioritisation of distributed functionality
Managing different representations
Tooling not fit for purpose

Technology issues Lack of overall system knowledge
Managing traceability
Updating requirements
Synchronisation of development

customisable tooling to address the gap between system-level and agile teams.
With paper F, a new tooling concept is illustrated.

T-Reqs is a tool solution that gives the developers autonomy and ability
to make changes to the system requirements when needed. It is text-based
and works with Git version control system to enable agile teams to propose
changes to the high-level requirements at system level. This tool is presented
in Chapter 7 where it is further elaborated in a technical report.

Potential application The tool is applied in the development in one com-
pany with a few modifications. The tool works well with reviews and allows
the developers to use it within their usual development environments and yet
still maintain traceability. It, however, still has artefact (requirement, test
case or user story) Identity (ID) generation and more ideas to enhance it with
sophisticated capabilities such as models that will not make it more complicated
are welcome. The tool highlights the text-based view on requirements and
future research could explore which domains such specification works best and
if it can be generalised.

1.5 Summary of Results

The appended papers each contribute incrementally to the thesis goal of
providing an empirical investigation into the challenges and solution candidates
of performing effective RE at scale and in systems development. In this section,
we summarise the contributions of this thesis as per the sub-goals of the thesis.

1.5.1 Current status of RE (G1 )

Findings re-affirm that RE in system development is still as important as in
agile development as it is or has been in traditional development. However,
the team focus on user stories that come with agile development has added
on to the challenges of RE in systems development despite solving, e.g. a few
previously known challenges. We explored the challenges of developing in a
large-scale agile environment from three ‘angles’ in order to meet this goal. We
began with the general large-scale organisation (RO.1A) that reveals challenges
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relating to user value and system understanding (Paper A). These findings in
paper A are later expanded into six categories in Paper D. This thesis focuses on
challenges that relate to system understanding. The studies addressing RO.1B
and RO.1C explore system understanding yet further. The second ‘angle’ is the
safety-critical domain, RO.1B. This research (Paper B) reveals that challenges
in the safety domain stem from the recommendations provided by the standards
and regulations, that companies have to fulfil. We find challenges relating
to upfront, just-in-time, and long term or infrastructural aspects. However,
the trade-off between upfront analysis and just-in-time development is still
much of a pain point that is under researched. The third and final setting
is the agile teams in a waterfall environment, RO.1C. This study (Paper C)
highlights the challenge of the gap between system-level requirements and agile
teams development. At the system-level, requirements are more plan-driven
while in the development teams, the pace of change of requirements is easily
accommodated. It is a challenge to balance the agility of teams and system-level
information needs in large-scale agile system development. This challenge is
a reoccurring challenge in all the studies and appears to be affected by the
entire process of the organisation including business, process and technological
aspects. Here we denote the challenges in those categories that also relate to or
sprout from that major challenge and are also reported in our studies. Table
1.5 presents the visualisation.

Organisational issues In this category, challenges relating to organisational
discipline are discussed. Agile at scale was received with skepticism from many
project and/or product managers as they lacked the trust in agile methods since
agile methods do not give clear guidelines for project monitoring and control.
Also, large-scale organisations commonly invest much time for inventions and
planning. However, with the introduction of sprints, it is not clear at what level
to do it as it would slow down development if given to developers yet at system-
level it would mean extensive documentation and handover not recommended
in agile development. Test planning (plan V & V based on requirements) is
another organisational issue that is affected by agility at scale. The agile teams
with their product owners do not perform validation plans which are done by
the system managers. This introduces a gap between the agile and system
testing team. Also the rate of change of requirements could warrant an update
to the testing infrastructure. However, the current setting does not give testers
the ability to monitor changes and thus have a head-start in improving the test
environment.

Process issues Here, we group challenges from the development process that
relate to the gap. Prioritisation of distributed functionality is suffering at the
gap since teams choose to work with simple tasks leaving out the high priority
tasks with the excuse of not enough time to implement. This act frustrates
system development as it becomes hard to follow development. Additionally,
teams want to tailor requirements to their contexts but there is no support for
managing different representations of requirements. At the same time, system-
level development aims to keep artefacts consistent and manageable. This also
brings in the tooling not fit for purpose challenge. Current tools limit developers’
access to system-level requirements making updating of requirements slow and



30 CHAPTER 1. INTRODUCTION

cumbersome. Also, since requirements are usually defined at the beginning of
development, there is no obvious way to update them.

Technology issues In this category, both process and organisational aspects
are at play, thus issues relating to technologies used. At the higher end,
the organisations choose the technologies to use and at the lower end, the
processes depend on (are driven by) the technologies used. Teams develop
components that must fit into the full system but lack the overall system
knowledge. They thus might sub-optimise with regard to the bigger system as
they are thinking of component quality. This challenge can be motivated by the
organisation improving its structures which should help the developers become
more proactive than before. It is hard to trace user stories on development level
to requirements on system-level since developers are also not motivated to create
such traces. This challenge is also deepened by the usage of different tools at
the development and system level. In the end, the update to requirements also
suffers developers work with tools different from those at the system level. With
large-scale development, there are usually many levels of requirements as they
are decomposed making synchronisation of development hard as channelling
the right information from system level down to the developers becomes time
consuming and difficult.

1.5.2 Exploring solution space (G2 )

The solution space is explored in three ways as well. First, we analyse two
popular frameworks (SAFe and LeSS) to identify the solutions they offer for
the identified challenges. In relation to balancing team agility and system-level
information, scaled frameworks have recommended practices. However, there
is no empirical proof of which we are aware. We find a lack of guidance on
the tools to use, and the proposed practices are not concrete per se. With this
finding, we explore alternatives for solutions. Second we start to recommend
with a textual tool (T-Reqs) based on Git that allows the developers to propose
changes to the high-level requirements. Lastly, we come up with a catalogue of
methodological islands and boundary object types that practitioners should
recognise in their organisations to help them try to address the coordination
challenges between teams and system-level works. The proposed solution relies
on artefacts, specifically boundary objects. In view of this aspect, T-Reqs is
a boundary object that can also address the coordination needs of teams in
large-systems’ development. We recognise process, organisational and technical
issues which relate to RE at scale both in the problem space and in the solution
space. Our findings in the solution space imply that large-scale companies’ RE
needs for agile system development are driven by choices made at all those
(process, organisation, and technical) levels. Thus, understanding the factors
at play in each of the levels could help address the ‘gap’ challenge.

1.6 Discussion

Just as the technology-, process- and business-related (or organisational) as-
pects drive the occurrence of methodological islands, the current state of RE
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challenges has also been grouped in these categories allowing us to under-
stand the challenges better in relation to the solution space. For organisations
that have a set organisation structure and defined standards and processes
to follow within the organisation, this grouping starts to appear at different
levels. At the highest level is the business-related aspects, with processes- and
technology-related aspects as subsets. The processes and technologies used are
determined by the organisation and thus differences of methods used in teams
are easily identified. In this way, organisations only take up processes if they
have explored the different ways such processes can be applied to their contexts
and thus expect less surprising challenges. In line with recommendations to
tailor agile methods to their contexts [84], we further emphasis a company
driven adoption.

This thesis expounds on the challenge of a gap between development and
system-level requirements. The gap between agile teams and system-level
development has been addressed through hybrid development in recent studies.
Hybrid development in the most straightforward form consists of practices
from different agile methods and also from traditional development methods.
We have seen that this form of development has become the current norm for
many companies, big and small alike [36]. For large-scale system development,
however, hybrid development goes beyond the combination of different methods
for development to having two separate sections in the organisation, one working
in a plan-driven (traditional) and another working in an agile manner.

Results on the challenges arising from coexistence of traditional and agile
methods reveal,e.g., inconsistencies between the implemented requirements
and the requirements being tested (test planning), which comes from the
development teams not being aware of the high-level requirements. These
results are in agreement with, e.g., Kusters et al. [39] who identify a ‘lack
of linkage of the iterative development process to the test process’. This
thesis identifies many challenges in this gap (see Section 1.5. In light of such
challenges, the success of agile development at scale becomes questionable.
Rolland et al. [6] while challenging assumptions of agile development at scale,
posed the same question when they examined the concept of self-organising
teams at scale. Although not focused on RE in system development, they pose
this question “Are there models of organizing the development process that can
grant team-level autonomy and still ensure efficient inter-team coordination?”
Dealing with safety-critical components of the software and a solid foundation
on waterfall methods limits the autonomy that teams can have at scale. We
question how far team autonomy can be stretched in that context.

Additionally, our findings show that requirements change so fast during
development that it is hard to track the change in dependencies between re-
quirements among teams. At scale these challenges change form and become
essential to address [6]. In the systems engineering context with parallel devel-
opment of hardware and software, these challenges become critical, especially
when we add the RE context as then the documentation and entire validation
process could be terribly slowed. Struggles to find solutions for such challenges
are still on-going.

Kuusinen et al. [40] recommend strategies that include convincing manage-
ment to change their mindset about agile methods. Relating to our discussions
in interviews and workshops, managers seem to be convinced but still challenges
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exist since, given the scale and related constraints, it is hard to be fully agile.
We believe that buy-in to agile development at scale has to span to the known
‘non-agile’ departments like hardware departments as well. This thesis presents
two fundamental attempts to solving the identified challenges. Coming from
an RE perspective, development is turned into a communication problem and
eventually into a coordination problem when we talk of software development
among 6 or more teams. At that level, good strategies for coordination of
development need to be devised. T-Reqs and the concept of Boundary Objects
and Methodological Islands (BOMI) introduced in this thesis present ideas
towards potentially working solutions.

With T-Reqs, the organisations do not change their infrastructure as such.
The known rules and standards of development still apply with the flexibil-
ity of allowing the developers propose changes and work directly with the
requirements. In this way, requirements updating challenges are reduced. Some
studies have proposed having cross-functional teams [54,85] to help in updating
requirements across the ‘gap’. These solutions are applicable for intra-team
coordination and communication, and become problematic across teams. T-
Reqs ensures coordination across teams, and requirements are always to the
most recent version across teams. In addition, the BOMI concept allows
for an agile or autonomous way of identifying communication need and thus
creating it. This suggestion relates to the practice of ad-hoc meetings [60]
which was found effective. Boundary objects as artefacts can come up whenever
they are needed and depending on the development aims, can be maintained
or discarded afterwards. We, however, aim for reusable boundary objects to
reduce workload and also carry over knowledge from previous development.

In short, T-Reqs and BOMI potentally address some of the identified chal-
lenges. T-Reqs potentially addresses the challenge of lack of agile tooling
(tooling not fit for purpose), managing requirements updates during devel-
opment and traceability management. BOMI concept is good for advising
processes to synchrnonise development, managing different representations and
traceability management. It is almost impossible to define a generic solution
and thus we propose these two concepts as they can be customised to the
particular company needs. Although they may appear constraining, these
solution candidates offer teams an opportunity to be autonomous and efficient
while working with system-level information that is process-driven. These two
solution proposals call for a full organisational buy-in to agile development.

In the context of RE in large-scale agile systems development, whereas
agile RE aims at using agile practices to do RE, we argue for RE for agile
development (RE4Agile) where we perform RE to support agile development.
This means that the known methods of doing RE would still hold. However,
they would not be done one off as before and would also be done incrementally
and concurrent to development. This thesis argues that, for large-scale systems
development organisations, an approach that takes advantage of the speed and
change handling of agile development while also building on the coordination
provided by traditional methods would be more adequate. We thus recommend
that such large-systems companies to aim for an informed hybrid approach
that takes the best of both worlds.
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1.7 Conclusions and Future Work

This research aimed to uncover RE challenges and solution candidates for the use
of agile development in systems development companies. Through use of a series
of qualitative empirical studies, we contribute a catalogue of RE challenges
in large-scale agile systems development. We found challenges relating to
maintenance and long-term product support which agile methods tend to
ignore. Future research could explore that direction a bit more. This thesis
dwells on the challenge of system understanding to highlight the challenges
of interaction between agile teams and system-level requirements. While
companies continue to struggle with the gap, we see a need for future research
specifically aiming at investigation of trade-offs between effort done upfront
and just-in-time. We also advocate for guidelines on how to shift more effort
into just-in-time analysis as we aim towards RE for Agile development.

Through exploration of solution candidates, this thesis also provides a
first attempt to skip the divide between upfront and just-in-time analysis.
While uncovering the solution candidates, we noticed practices recommended in
literature but did not yet find empirical evidence confirming their usefulness for
large-scale systems development. We thus encourage future research to not only
produce more practices to solve open challenges, but also focus on evaluation
of existing large-scale agile system proposals from a requirements perspective.
We also explored solutions offered by two of the popular large-scale frameworks,
SAFe and LeSS. We found that whereas they have recommended practices, these
are still abstract and not concrete enough for the practitioners to implement
with certainty. Perhaps studies detailing the successful implementation of these
frameworks while elaborating how the proposed practices were met could help
in that aspect.

We introduce, T-Reqs, a custom made solution in one of the companies which
we, together with its pioneers, created an open-source version of. Although the
tool has not yet been tried in other environments or contexts, it is a first step
towards addressing many of the identified challenges for large-scale systems
development. We aim to continue adding functionality and exploring its usage
and thus welcome contributions towards making the open source tool more
usable.

We started to explore practical ways to address knowledge management
in large-scale agile systems development. For that, we charted a landscape
of methodological islands and boundary objects (BOMI) which practitioners
found useful for discussing potential process and tool improvements. We
are currently working on translating the landscape into a model that can
benefit practitioners. Future research could use our landscape to prioritise and
scope knowledge management needs. Additionally, a quantitative survey could
provide information on which boundary objects and methodological islands are
most frequent. With these contributions in the solution space, we provide a
sketch of promising approaches, e.g. through agile tools and BOMIs, on how
these challenges could be approached.
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[156] Ö. Uludag, M. Kleehaus, C. Caprano, and F. Matthes, “Identifying
and structuring challenges in large-scale agile development based on a
structured literature review,” in IEEE 22nd International Enterprise
Distributed Object Computing Conference (EDOC), Oct 2018, pp. 191–
197.

[157] D. Leffingwell, Agile software requirements: lean requirements practices
for teams, programs, and the enterprise. Addison-Wesley Professional,
2010.

[158] Campbell-Pretty, Tribal Unity: Getting from Teams to Tribes by Creating
a One Team Culture. CreateSpace Independent Publishing Platform,
2016.

[159] M. Khurum, T. Gorschek, and M. Wilson, “The software value map—an
exhaustive collection of value aspects for the development of software
intensive products,” Journal of Software: Evolution and Process, vol. 25,
no. 7, pp. 711–741, 2013.

[160] J. Horkoff, J. Lindman, I. Hammouda, and E. Knauss, “Experiences
applying e3 value modeling in a cross-company study,” in Conceptual
Modeling, J. C. Trujillo, K. C. Davis, X. Du, Z. Li, T. W. Ling, G. Li,
and M. L. Lee, Eds. Cham: Springer International Publishing, 2018,
pp. 610–625.

[161] O. Batsaikhan and Y.-C. Lin, “Building a shared understanding of
customer value in a large-scale agile organization: A case study,” 2018,
master thesis, Chalmers | University of Gothenburg, Dept. of Computer
Science and Engineering.

[162] A. Cockburn, Agile software development: the cooperative game. Pearson
Education, 2006.

[163] I. Sommerville, Software Engineering, 10th ed. Pearson, 2015.

[164] S. Lauesen, Software Requirements. Pearson / Addison-Wesley, 2002.

[165] ——, Guide to Requirements SL-07: Problem-oriented requirements v5,
2017, the course book (Lau).

[166] S. Ambler, Agile modeling: effective practices for extreme programming
and the unified process. John Wiley & Sons, 2002.



184 BIBLIOGRAPHY

[167] B. Rumpe, “Agile modeling with the uml,” in Radical Innovations of
Software and Systems Engineering in the Future, M. Wirsing, A. Knapp,
and S. Balsamo, Eds. Berlin, Heidelberg: Springer, 2004, pp. 297–309.

[168] R. Wohlrab, P. Pelliccione, E. Knauss, and M. Larsson, “Boundary
objects and their use in agile systems engineering,” Journal of Software:
Evolution and Process, vol. 31, no. 5, p. e2166, 2019, e2166 smr.2166.

[169] J. Lindman, J. Horkoff, I. Hammouda, and E. Knauss, “Emerging per-
spectives of application programming interface strategy: A framework to
respond to business concerns,” IEEE Software, vol. 37, no. 2, pp. 52–59,
March 2020.

[170] R. Wohlrab, E. Knauss, and P. Pelliccione, “Why and how to balance
alignment and diversity of requirements engineering practices in automo-
tive,” Journal of Systems and Software, vol. 162, p. 110516, 2020.

[171] G. Lucassen, F. Dalpiaz, J. M. E. M. van der Werf, and S. Brinkkem-
per, “Forging high-quality user stories: Towards a discipline for agile
requirements,” in IEEE 23rd International Requirements Engineering
Conference (RE), Aug 2015, pp. 126–135.

[172] A. M. Davis, Just Enough Requirements Management: Where Software
Development Meets Marketing. Dorset House, 2005.

[173] E. Hadar and A. Hassanzadeh, “Big data analytics on cyber attack graphs
for prioritizing agile security requirements,” in IEEE 27th International
Requirements Engineering Conference (RE), Jeju Island, South Korea,
Sep. 2019, pp. 330–339.

[174] T. Sedano, P. Ralph, and C. Péraire, “The product backlog,” in
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