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Abstract

This thesis seeks to address the HCI (Human-Computer Interaction) research problem of how to
establish the level of audio and video quality that end users require to successfully perform tasks via

networked desktop videoconferencing.

There are currently no established HCI methods of assessing the perceived quality of audio and
video delivered in desktop videoconferencing. The transport of real-time speech and video
information across new digital networks causes novel and different degradations, problems and
issues to those common in the traditional telecommunications areas (telephone and television).
Traditional assessment methods involve the use of very short test samples, are traditionally
conducted outside a task-based environment, and focus on whether a degradation is noticed or not.
But these methods cannot help establish what audio-visual quality is required by users to perform

tasks successfully with the minimum of user cost, in interactive conferencing environments.

This thesis addresses this research gap by investigating and developing a battery of assessment
methods for networked videoconferencing, suitable for use in both field trials and laboratory-based
studies. The development and use of these new methods helps identify the most critical variables
(and levels of these variables) that affect perceived quality, and means by which network designers
and HCI practitioners can address these problems are suggested. The output of the thesis therefore
contributes both methodological (i.e. new rating scales and data-gathering methods) and substantive
(i.e. explicit knowledge about quality requirements for certain tasks) knowledge to the HCI and
networking research communities on the subjective quality requirements of real-time interaction in

networked videoconferencing environments.

Exploratory research is carried out through an interleaved series of field trials and controlled
studies, advancing substantive and methodological knowledge in an incremental fashion. Initial
studies use the ITU-recommended assessment methods, but these are found to be unsuitable for
assessing networked speech and video quality for a number of reasons. Therefore later studies
investigate and establish a novel polar rating scale, which can be used both as a static rating scale
and as a dynamic continuous slider. These and further developments of the methods in future lab-
based and real conferencing environments will enable subjective quality requirements and

guidelines for different videoconferencing tasks to be established.
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Chapter 1: Introduction

1.1 Desktop conferencing over the Internet

Desktop multimedia conferencing entails the communication of two or more individuals across a
network using a combination of audio, video and shared workspace. Users sit in front of their
computers and communicate in real time via microphone, camera, and (usually) shared digital
workspace. The communication can take place on a point-to-point basis, or involve many
individuals and sites (via multicasting - Deering, 1988), and therefore offers many diverse
communities the opportunity to collaboratively work across great distances. Uptake of the
technology has been increasing in the higher education and research communities for applications
such as distance education and remote project meetings, and the rapid growth of digital
broadcasting and entertainment systems has ensured that the technology has spread throughout
industrial and commercial communities in recent years. As network infrastructures improve, and
equipment costs drop, it can be anticipated that multimedia conferencing will continue to grow in

popularity.

However, as the popularity of the Internet is growing, and the uptake of multimedia conferencing
technology is increasing, a cautionary note must be sounded. There is a danger that the growing
Internet cornmunity could become a victim of its own success: as traffic increases, so does network
congestion, which has particularly adverse effects on the successful and timely delivery of real-time
data. This increase of network congestion has prompted calls for Quality of Service (QoS)
guarantees, which could be achieved by mechanisms such as bandwidth reservation (see section
1.2). QoS means different things to different people. According to Fluckiger (1995), QoS in
networking terms is a “...concept by which applications may indicate their specific requirements to
the network, before they actually start transmitting information data”. This raises the question
‘What requirements does the application have?’ Ultimately, an application’s requirements must be
the application user’s requirements, i.e. “...a residential person, a professional individual, a
subscriber organisation, a computer program, a computer system”. In the context of this thesis, it
is the requirements of the end-user of a system, the person who interacts with a network application

to achieve a particular task, that determine whether the media quality is good enough.

The work reported in this thesis has been carried out in the context of Internet Protocol (IP)-based
multicast multimedia conferencing (MMC), but many of the issues and findings should be relevant
for other desktop conferencing systems and networks, and contribute to the design and development

of multimedia conferencing applications in general.
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1.2 Description of the research problem

The research focus of this thesis is how to establish, from an end-user perspective, what audio and

video quality is required to make desktop videoconferencing usable.

There is an implicit assumption in the networking community that all audio and video quality
problems in videoconferencing will be solved by increasing or reserving bandwidth (e.g. Jayant,
1990; Zhang et al., 1993). However, bandwidth is expensive, and to employ a scheme such as
bandwidth reservation effectively, it would be sensible to establish what the different media quality
requirements actually are, from an end-user’s point of view, for different tasks. Designers of
services and applications stand to benefit from knowing the minimum quality required (for a
particular task to be achieved successfully, without causing user dissatisfaction and undue user cost
- see section 2.1.2) and the maximum point beyond which increased quality offers no benefit to the
user. Identifying these quality boundaries will be of importance to the networking community:
even if available bandwidth can be maximised in most places, there will always be consumer

demand for lower quality at lower cost (Podolsky et al., 1998).

Although bandwidth requirements undoubtedly need to be identified, many other factors can have
an impact on user perception, especially the multimodal perception entailed in videoconferencing.
For example, it is known that increasing audio quality can create an illusion of increased video
quality (Negroponte, 1995), and that volume differences between speakers in videoconferences can
cause negative quality perceptions (see section 8.2). Factors such as these need to be identified, and

their impact on perceived quality should be explored systematically.

However, this raises a further problem - there is no established methodology in either the Human-
Computer Interaction (HCI) or networking communities for assessing the subjective quality of
audio and video delivered through real-time videoconferencing systems. This is partly due to the
fact that until recently, much conferencing (over the Internet) was confined to the networking
research community, but also because interactive, multi-person conferencing presents a non-trivial
conglomeration of variables that can interact to affect perceived quality, rendering traditional
speech and picture quality measurement methods insufficient. Increasing the bandwidth may
reduce the effects of network congestion, but factors such as the hardware used, the method of
encoding, the background noise, and the task being undertaken will all play a role in affecting the
overall perceived quality. From Gestalt psychology we are told that “the whole is greater than the

sum of its parts” (Kohler, 1930), but in evaluating perceived quality of multimedia conferencing, it
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is necessary to first identify and understand the role that each of those parts plays, and how they

interact with one another.

Therefore, the main research questions addressed in this thesis are:

e How should the subjective quality of the component media (audio in particular) delivered in
desktop videoconferencing be measured? (What existing measurement methods might be
suitable, and where might these methods fail?)

e What are the fundamental factors that affect perceived media quality in desktop
videoconferencing?

e What can and should be done to ensure sufficient subjective media quality for different

videoconferencing tasks to be completed successfully?

1.3 The research approach

To date, surprisingly little empirical (either qualitative or quantitative) work has been carried out in
the area of networked videoconferencing. Existing research into speech and video quality
perception has tended to develop objective modelling techniques, or to investigate the subjective
quality of the medium in isolated and brief segments. However, objective modelling techniques
have not been perfected for the fluctuating conditions and degradations that can be common in
networked communication, and it is therefore argued that they should not be relied upon to derive
subjective quality requirements (see section 4.2). Although investigating the subjective quality of
the medium in isolation permits a greater degree of control, with respect to MMC this approach can
only be a part of the data-gathering, since there are so many other influencing factors in the real
world. In addition, short segments listened to or viewed in isolation can tell us nothing about rask

performance (see section 2.1.2).

Central to this HCI thesis is the premise that effective evaluation of MMC perceived quality can
only be achieved through grounding the research in a MMC context, i.e. through conducting
research with real users using MMC technology in real tasks. It is argued that only through
observation in the field can the issues most important to end users be identified. Experimental
hypotheses about these issues can then be formulated and verified under laboratory simulation.
This ‘hand-in-hand’ combined approach is believed to be particularly sensible in investigations of
interactive networked communication, due to the multiplicity of factors that could be assumed to

affect perceived quality.
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In order to establish the feasibility and value of communicating via MMC, it is necessary to conduct
field trials using the technology between different sites and across different disciplines. Both
subjective and objective data must be collected, to increase understanding of the end user
requirements and the optimal network configurations. Laboratory-based simulations alone would

not be sufficient to achieve this aim within a reasonable timeframe.

The starting point of the research, therefore, is to gain an understanding of the audio and video
quality issues involved in MMC. A review of the literature in the areas of spoken and visual
communication, and how transmission of these media has traditionally been measured from a
subjective point of view, is also required. Empirical research then needs to be undertaken to
explore which of the existing methods can be successfully applied in the new research area of
networked videoconferencing, and new methods need to be developed if necessary. On the basis of
the research undertaken, conclusions and recommendations should be provided regarding the
assessment of media quality, and the provision of sufficient levels of the same for different MMC

tasks.

1.4 Scope of the thesis

The original aim of this thesis research was to establish, from an HCI perspective, what audio and
video quality is required to make desktop videoconferencing systems usable. This means that the
quality delivered should be sufficient to meet user requirements within the context of a particular
task, such that the task goal can be achieved successfully (and be perceived as such), without
provoking undue cost to the user (in terms of fatigue or stress). It was determined early on in the
research, however, that there was no suitable existing method for determining perceived quality of
audio and video experienced in interactive videoconferencing communication. As a result, the
thesis research focus shifted to a more methodological one, exploring and developing techniques to

help design an HCI method for assessing audio and video quality.

The research initially focused on identifying the issues that might have an impact on perceived
quality of audio and video in networked videoconferencing environments. It rapidly became clear
that the number of factors involved was far too great to investigate within the time period of the
research (see section 2.8). As a result of the observations made in the ReLaTe field trial (see
section 5.1), the research emphasis was placed on the audio channel rather than the video channel,
since this was found to be the most critical factor to end users. The audio factors likely to play the

largest roles in affecting perceived quality were focused upon, namely packet loss and repair
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schemes. However, the research approach meant that an awareness and consideration of all other

factors was extant (see sections 5.1, 6.2 and 8.1).

In addition to limiting the scope of the variables to be investigated, the means by which to
investigate their effect on perceived quality had to be constrained. Although one of the key goals of
the research was to identify existing research methods that can be applied successfully in the
evaluation of videoconference audio and video quality, it was clearly not possible to conduct an
exhaustive investigation and comparison of all the available methods. Chapter 4 presents an
overview of the methods identified and describes why some of them were not considered suitable

for further research.

1.5 Contributions of the thesis

An understanding of subjective requirements is critical to the survival of real-time multimedia
applications and services, since it is the end users that will determine whether an application is
successful or not. For example, system developers may favour the implementation of one method
of speech encoding over another if it reduces the amount of bandwidth required, but if users do not
like the sound quality delivered, applications utilising the scheme are likely to be rejected. As
mentioned in section 1.2, there are currently no suitable guidelines in the HCI literature for
evaluating the conditions commonly experienced by users in videoconferencing applications.
Traditional techniques for subjective assessment of audio and video quality have been developed
from an engineering standpoint, with a view to determining whether degradations are detectable or
not. From an HCI point of view, this level of investigation is almost irrelevant - what matters is
whether the level of quality that is delivered is sufficient for a task to be carried out successfully,

with acceptable cost to the user.

In addressing the need for an HCI method for assessing and establishing required audio and video
quality, the research presented in this thesis makes a number of methodological and substantive
contributions. Methodological contributions include:

1. An evaluation of the suitability of existing methods for subjective assessment of the audio and
video quality delivered in networked videoconferencing environments (in theory in Chapter 4,
and in practice in Chapter 5).

2. The development of new methods for the subjective assessment of this new technology, leading
to a means of identifying different subjective quality issues and deriving subjective quality
requirements for different videoconferencing applications (see Chapters 6, 7 and 8). For

example, a new polar rating scale is explored and assessed in section 6.1.
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Substantive contributions include:

3. A fuller understanding of the issues involved in subjective perception formation in MMC (in
particular in Chapters 5 and 8). For instance, research in the field backed up by experimental
data shows that volume differences can have a more profound effect on perceived quality than
audio packet loss (see section 8.2).

4. Substantive knowledge about the audio and video quality requirements for some MMC tasks (in
particular Chapters 7 and 8). For example, packet loss levels that will be tolerated in a

conversational task are established in section 7.4.

The thesis contributes knowledge to the HCI community in terms of a methodology for assessing
perceived quality of audio and video in MMC conferences, and offers benefits to QoS networking
researchers and developers in terms of providing a means of establishing objective audio and video

requirements for different tasks.

1.6 Overview of the thesis

In section 1.2 the research problems to be addressed were identified as:

1. What are the fundamental factors that affect perceived media (audio and video) quality in
desktop videoconferencing?

2. How should the subjective quality of the component media delivered in desktop MMC be
measured? (What existing measurement methods might be suitable, and where might these
methods fail from an HCI viewpoint?)

3. Which methods aid in identifying critical quality factors, and upper and lower objective quality
limits required for different videoconferencing tasks?

The fundamental factors that may affect perceived quality are described and explained in Chapters 2

and 3, and investigated practically in chapters 5, 6, 7 and 8. The existing methods for assessing

subjective quality are investigated theoretically in Chapter 4, and practically in Chapter 5. New
subjective assessment methods are explored in Chapters 5, 6, 7 and .8. The results of the studies
undertaken in these chapters help answer the third research problem of which methods help

establish quality requirements for different tasks.
The individual chapters are outlined below.

Chapter 2 presents a working definition of networked multimedia communication and provides
descriptions of the multimedia tools used in the research presented in the main body of the thesis.

The main issues involved in the subjective evaluation of the quality delivered through the
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constituent media of audio, video and shared workspace are discussed. Chapter 2 also presents an
overview of the HCI discipline and outlines the academic approach undertaken in the thesis. This

chapter therefore justifies the research strategy undertaken in the overall context of HCI research.

Although there has been little previous research on subjective quality assessment in networked
videoconferencing, there has been much research on the process and product of video-mediated
communication in general, and this research is surveyed in Chapter 3. The mechanisms and results
of spoken and visual communication are considered separately, and then together in the context of

the task being undertaken.

The final background chapter, Chapter 4, focuses on the methods that are traditionally used to
measure the perceived quality of transmitted speech and video. A distinction is made between
speech intelligibility and speech quality, since it is possible to gain high intelligibility without
corresponding high quality. Subjective measurement methods recommended by the ITU are
considered in relation to their suitability for assessing the novel conditions experienced in MMC.
Although the ITU rating scales may in some cases be suitable, serious issues are brought to light:
the labels on the category quz‘ﬂity scales do not represent equal intervals (calling into doubt the
legitimacy of results gained through them), and the scale does not allow for the multidimensionality
of perceived quality to be measured.. Chapter 4 also introduces the most recent ITU-recommended
quality rating method, the Single Stimulus Continuous Quality Evaluation (SSCQE), which permits
quality ratings to be recorded every second by means of a slider. The research presented in this
thesis resulted in the development of a similar method for gathering subjective quality data, a tool
named QUASS (QUality ASsessment Slider). However, as is argued in Chapters 7 and 9, QUASS
is significantly different from the SSCQE method, and offers a more powerful functionality.

Chapter 4 ends with a detailed discussion of the research agenda in the light of the literature review.

Chapters 5-8 present the empirical research undertaken. Field trials, exploratory studies, and larger
experiments are described. The pros, cons and trade-offs involved in both experimental and real-
world studies of MMC are elucidated and discussed. The motivations for, and methods used in, the
studies are presented, and the results are considered in terms of methodological and substantive

contributions to the thesis.

Chapter 5 describes a remote language teaching field trial, and presents the results of early research
undertaken on the basis of observations made in the field trial. These early studies explored the use
of traditional (ITU-recommended) rating methods in the context of MMC speech and video.

Although the scales allowed substantive knowledge to be advanced, the vocabulary on the scales
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was found to be unsuitable for representing the range of MMC qualities, and the multidimensional
aspect of quality perception. The need for a new rating method was identified, whereby the effects

of different quality dimensions can be investigated.

Therefore, Chapter 6 presents studies, both in the lab and in the field, exploring the use of a novel,
polar continuous rating scale. Although the novel rating scale proved useful and reliable, the
drawbacks of one overall rating at the end of a session are highlighted, leading to the development
of QUASS.

Studies using QUASS are discussed in Chapter 7. It was found that continuous real-time subjective
quality rating can be performed well by subjects in an experimental setting, but not so well in a real-
world conference, where the primary (conference) task demands all of the user’s attention. This led
to the development of a version of QUASS where the slider now controlled the objective quality
that a user received i.e. the user could request the level of quality required in order to pérform a
task. In an interactive test environment the method was proven to work well, although individual

differences appear profound. The results are analysed and discussed.

Chapter 8 presents the findings from a large-scale field trial where the impact of different types of
quality degradations was clearly elucidated for the first time. The observations from the field trial
were corroborated in an experiment, which also enabled data to be gathered on how users describe
different types of degradation. Additional research into the vocabulary of MMC degradations, as
used by different user groups, is summarised. The importance of establishing a common descriptive
vocabulary between developers and users is discussed, and the application of different descriptive

terms to different dimensions of quality, and to diagnostic help facilities, is discussed.

The final chapter, chapter 9, draws together all of the substantive results attained from the various
methods employed throughout the research. The usefulness of the different approaches in terms of
achieving the overall goals of developing an HCI evaluation methodology for videoconferencing
applications, and of establishing quality guidelines for certain applications, are discussed. A

summary of possible avenues for future research is presented.
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Chapter 2: The research context

This chapter presents both the HCI context and research domain - videoconferencing across Internet
Protocol networks - of the thesis. The first part of this chapter outlines the view of HCI within
which the thesis research is conducted, and briefly introduces the methods used. The second part of
the chapter introduces the research topic of networked multimedia communication in detail, and
presents the issues involved in the evaluation of desktop videoconferencing. A definition of
multimedia communication is first provided, and then a description of the characteristics of the
networks over which multimedia communication occurs. The key components of audio, video and
shared workspace are presented. Finally the key issues and difficulties involved in assessing the

usability of, and evaluating the delivered quality in, MMC are discussed.

2.1 What is HCI?

Human-computer interaction can be defined as “the discipline concerned with the design,
evaluation, and implementation of interactive computing systems for human use and with the study
of major phenomena surrounding them.” (ACM SIGCHI, quoted in Dix et al., 1998). Since it is
concerned with the technical design of the interacting machine in addition to the human-machine
interface, HCI is vertically more extensive than human factors, but it is less extensive horizontally,

since it is limited to a much narrower class of machines (Dix et al., 1998).

As a research discipline HCI is relatively young (dating from the early 1980s with the emergence of
the personal computer), and has attracted researchers from a variety of disciplines (chiefly
psychology, computer science and human factors, but also from areas as diverse as art and design,
linguistics and social anthropology). This multidisciplinary make-up is a contributory factor to the
discipline’s continuing struggle to define its overall research strategy and methodology. Although it
is agreed that the chief goal of HCI is to provide knowledge and methods for the design of usable
computer technology, there is currently a lack of consensus over how the research should be
conducted and its knowledge communicated to designers. Different approaches to the discipline
aim to produce different levels of knowledge output e.g. heuristics, guidelines or engineering
principles. The following section summarises the different positions with an aim to explaining the
research framework of this thesis. For a more detailed discussion of these positions, see Sasse
(1997).
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2.1.1 Views of HCI

2.1.1.1 HCI as a science

In an attempt to prevent the ‘soft’ psychological input to HCI being pushed out by the ‘hard’
formalisms of the computer science and software engineering contributions, Newell and Card
(1985) proposed a programme to turn psychological research relevant to HCI into a ‘hard’ science,
by incorporating psychological knowledge into models and design tools to be used by designers.
The framework for the construction of such models and tools would be based on:

1. task analysis: symbolic descriptions of tasks from which user behaviour can be predicted;

2. calculation: prediction of user behaviour through explicit operations on mathematical models;
3. approximations: acceptance that such calculations can only be approximate because of the

complexity of human behaviour.

A number of criticisms can be levelled at this approach, however. It has been observed that
restricting the psychological contribution to HCI knowledge to formal descriptions and approximate
calculations would mean discarding a wealth of applicable information about users, and therefore
actually reducing the overall psychological input to HCI. Carroll and Campbell (1986) suggest that,
rather than reducing the psychological contribution to HCI to quantitative measurements and
calculations, psychologists should ensure that the value of explanatory, conceptual HCI research is
recognised and applied. Dix et al. (1998) agree with this, stating that “the dearth of predictive
psychological theory means that in order to test certain usability properties of their designs,
designers must observe how actual users interact with the developed product and measure their
performance.” As Sasse (1997) argues, the “application of quantitative methods to behavioural and
cognitive phenomena which have not been sufficiently well described and understood can lead to

the ‘garbage in, garbage out’ problem well known in computer science.”

A further criticism of this approach is provided by Bellotti (1988), who observes that existing
science-based modelling techniques such as Moran’s Command Language Grammar (Moran, 1981)
and Payne and Green’s Task-Action Grammar (Payne and Green, 1986) have not been taken up by
designers. It appears that these methods require too much effort and time to master, for too little
gain. Mack and Nielsen (1994) also point out that in addition to being difficult to learn, formal
methods “are very difficult to apply and do not scale up well to complex, highly interactive user

interfaces.”

In response to these problems, an alternative to HCI as a science was formulated by Carroll and

Campbell (1989), HCI as a design science.
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2.1.1.2 HCI as a design science

Whilst Newell and Card (1985) argue that empirical HCI research should gather quantitative data
from which to build models for designers to use, thereby following the traditional science approach,
Carroll and Campbell (1986) stress the value and importance of conceptually deep, explanatory
theories of human-computer interaction. They argue that it is necessary to collect “all the
information we can get”, since, like psychologists, HCI researchers are in no position to observe
mental processes directly. In response to a criticism by Newell and Card that observation alone
does not allow HCI research to advance beyond an informal, qualitative stage, Carroll and
Campbell (1989) presented their artifact theory. The central premise of this theory is that it is only
after a system or artifact has been developed that HCI research issues tend to be identified and
addressed. Although Newell and Card would argue this as testament to HCI science lagging
computing technology, Carroll and Campbell claim that the artifacts act in HCI in the same way as
theories in more traditional scientific disciplines. By observing and evaluating artifacts in use in the
real world, HCI research will eventually be advanced through the formulation of theories of user-

system interaction, based on these observations and evaluations.

2.1.1.3 HCI as an engineering discipline
A third view of HCI is as an engineering discipline, formulated by Long and Dowell (1989). They
define HCI as “...the design of humans and computers interacting to perform work effectively.”
The theory is that HCI can be decomposed into the domains of software engineering and human
factors, forming two complementary problems to be solved:

e the design of computers interacting with humans (the domain of software engineering);

e the design of humans interacting with computers (the domain of human factors).

Both domains are responsible for constructing their own engineering principles. Software
engineering is assumed to be close to establishing such principles, whilst human factors is not
currently in a position to formulate them. Although the approach is an attractive one, with its long
term goal of being able to apply engineering principles to HCI design problems (‘specify and
implement’ the solution), this goal is a long way off: as previously stated, all of the requirements for
an interactive system cannot be determined from the start because our models of the psychology and
sociology of the human and human cognition are incomplete, and do not allow us to predict how to
design for maximum usability. Sasse (1997) also cautions against the presumption that software
engineering is close to establishing its engineering principles: “The problem is the — often implicit —

assumption that, because research on the “C” side of HCI is carried out in disciplines named
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computer science and software engineering, all research in these areas follows strict science and

engineering procedures and yields “hard” results. This assumption is incorrect.”

2.1.14 Conclusioﬁs

As Sasse (1997) observes, although there are distinct philosophies of HCI, there are arguments why
pursuing any of these approaches exclusively may not produce the integrated body of applicable
knowledge which the discipline needs to establish. Subscribing to the ‘HCI as a science’ school of
thought requires the formulation of models of the user that call on knowledge about human
cognition that is far from complete. HCI as a design science, on the other hand, can be accused of
producing craft knowledge which is only applicable to the system or artifact under investigation.
The route to expressing concrete HCI knowledge from this approach is still not clearly mapped out.
Engineering principles for HCI are an appealing concept, but as has been argued, the discipline is
still some way off from establishing human factors principles. So how should an individual

researcher plan his or her HCI research?

There are certain facts that are not disputed by any investigators, and it is these that provide a guide
as to where to start in planning research. The HCI discipline seeks to construct a body of
knowledge; therefore, any research undertaking should aim to contribute to this accumulation of
HCI knowledge. It is both substantive and methodological support and knowledge that needs to be
advanced and increased. Substantive (declarative) knowledge is advanced through research
findings, with the aim of using these to prescribe guidelines or standards for design.
Methodological support is provided through general system development methods and the refining
and development of specific HCI techniques to suit the application under evaluation/development.
Before undertaking research, the researcher should determine what related knowledge from other
disciplines exists, whether it can be adopted in its existing form or whether an HCI-specific version

needs to be constructed (Sasse, 1997).

HCI knowledge needs to be made accessible and applicable to designers in order to achieve its
intended effect. Designers are users of HCI knowledge; therefore this knowledge has to be
presented in a format that supports them in the task they are trying to perform. This means it has to
be translated into accessible guidelines, efficient methods, or incorporated into tools. It can be
argued that the best way to ensure the knowledge that is gained is rounded and comprehensive is for
HCI to use both quantitative and qualitative methods, as advocated by Newell and Card (1986). As
Sasse (1997) states, “The semantic prejudice which associates experiments and quantitative data
with good science and clear, valid and applicable results must be overcome. Experiments that are
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inappropriate, or badly planned or controlled, can set back research. Anecdotal science is avoided
by studies that are well planned and executed, and meticulously documented for the inspection by

other researchers.”

2.1.2 HCI evaluation

Evaluation can be defined as “an assessment of ‘the conformity between a system's actual
performance and its desired performance” (Whitefield et al., 1991). This performance can be
measured from three HCI perspectives: task performance, user satisfaction, and user cost. Task
performance is generally assessed in terms of effectiveness and efficiency. Effectiveness relates to
whether users can complete the tasks given to them, and efficiency is concerned with aspects such
as the time taken to complete the task, the frequency of errors, and the frequency of accessing help
facilities. User satisfaction is subjectively measured, often by rating scales or interviews. User cost
is determined mainly by objective measurements of factors such as degree of fatigue, stress,
repetitive strain injury (RSI) potential, and mental effort. The perspectives that will be measured,
and the methods used within these perspectives, will depend on the goals of the evaluation. The
goals of the evaluation will in turn depend on the time available to carry out the evaluation, and the

resources and skills of the investigators.

Two different types of evaluation can be undertaken: summative evaluation and formative
evaluation. Summative evaluation tends to takes place after the implementation of an interface or
system, and is designed to determine whether the design goals were achieved. The output of a
summative evaluation is a report listing the issues/problems found. Formative evaluation, on the
other hand, is an evaluation of an unfinished user interface, and aims to expose usability problems
that exist in the current iteration. Formative evaluation is better positioned to help form the solution

to a design problem.

Evaluation can be carried out in either the laboratory or the field. There are advantages and
drawbacks to both types of evaluation. Laboratory studies offer a high level of control over the
conditions in which the evaluation is carried out, but the lack of context (e.g. office environment
and décor) may mean that one is investigating a situation that never occurs in the real world. Dix et
al. (1998) observe that it is “especially difficult to observe several people cooperating on a task in a
laboratory situation as interpersonal communication is so heavily dependent on context.” Field
studies, on the other hand, allow the gathering of data on interactions between systems and between
individuals which would be missed in a laboratory study, but are subject to greater interference

from extraneous events such as phone calls and high background noise. Dix et al. conclude that, on
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balance, field study is to be preferred, since it permits the study of the interaction as it occurs in
actual use, but they caution that even in this situation, the subjects are likely to be influenced by the
presence of the analyst and/or recording equipment, so the situation will always be somewhat less

than ‘natural’.

As stated above, the evaluation methods that are used will depend on the goals and objectives of the

evaluation. Their applicability/usefulness will also depend on where the data is being collected, and

the type of system being assessed. Some common HCI evaluation methods include specialist

reports, user reports and observational methods (Preece et al., 1994).

e Specialist reports such as an ‘expert walkthrough’ involve an HCI specialist operating a
computer or system from the users’ point of view and reporting the difficulties
encountered/changes that should be made. These methods are also known as usability
inspection methods, and are methods of evaluating software user interfaces using rules,
guidelines or heuristics, rather than acquiring (and analysing) behavioural end-user feedback
(Mack and Montaniz, 1994).

e User reports are based on users’ memory of/inferences about a system. The techniques used to
gather the data are questionnaires, interviews, surveys etc.

®  Observational methods typically involve documenting user performance using a system, and
can take place either in the real world or in controlled laboratory settings.

Mack & Nielsen (1994) include

e Automatic assessment (where usability measures are computed by running a system through
evaluation software) and

¢ Formal measurement (using exact models and formulae to calculate usability measures)

but report that “With the current state of the art, automatic methods do not work and formal

methods are very difficult to apply and do not scale up well to complex, highly interactive user

interfaces. Empirical methods are the main way of evaluating user interfaces, with user testing
probably being the most commonly used method. Often, real users can be difficult or expensive to
recruit in order to test all aspects of all the versions of an evolving design. In this respect,

inspection methods are a way to ‘save users’”.

2.1.2.1 Evaluation conducted in this thesis

The studies conducted in this thesis have considered task performance where possible, but the
emphasis has been on subjective methods for user satisfaction. This was determined to be the most
important aspect to investigate since establishing user satisfaction is critical for the uptake of any

new technology. In the course of the thesis research, both summative (see sections 5.1 and 8.1) and
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formative (see, for example, sections 5.2, 5.3 and 5.7) studies are conducted. The research is
conducted both in the field and in the laboratory: since there is very little HCI knowledge in the area
of networked videoconferencing, observations from systems in use in the field allow the most

critical HCI elements to be identified and explored further in a controlled setting.

2.1.3 The MMUC research context

As discussed in section 2.1, there is currently no consensus in the HCI discipline as to what its
overall research strategy and methods should be. Therefore a decision about these aspects needs to

be made by the individual researcher for the specific topic under investigation.

Traditionally, HCI has been concerned with the user interface, the point at which the user and the
computer meet. But with the advent of computer supported cooperative work (CSCW), this
interface has become more complex - not only is it the interface between the computer and the
human, but also between the human and the human (Gale, 1991). So whilst the human-computer
interface must be evaluated with respect to task performance, user satisfaction and user cost, so too

must the quality of the communication afforded between the two, or more, human communicants.

Within CSCW, networked videoconferencing is a new form of communication, and there are
currently no HCI guidelines or recommended methods that explicitly address the subjective
evaluation of media quality delivered through this technology. Guidelines that address
videocommunication services, such as the RACE' ISSUE (IBC Systems and Services Usability
Engineering) guidelines, tend to have been written with regard to high bandwidth, dedicated link
services, where specialised room-based videoconferencing suites are common. Low bandwidth

desktop conferencing systems over best-effort packet networks have not been addressed.

The approaches of HCI as a science (section 2.1.1.1) and as a design science (section 2.1.1.2) were
discussed, where the contexts of enquiry are traditional scientific experiments and observation of
real-world systems respectively. In this thesis a combination of these strategies is advocated and
~ followed. It is argued that it is not possible to carry out networked videoconferencing research
purely in either a controlled environment or in the field. There are a multitude of variables that may
play a role in perceived videoconferencing quality. It is only by carrying out research in the field

that the variables likely to have the biggest impact on perceived quality can be identified, and it is

! Research and development in Advanced Communications technologies in Europe (funded by the European
Union).
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only in the laboratory that the effect of these variables can be quantified and established. Using
video telephones as an illustration, Nielsen (1994) comments:

“As with many computer-supported cooperative work applications, video telephones require a
critical mass of users for the test to be realistic: if most of the people you want to call do not have a
video connection, you will not rely on the system. Thus, on the one hand field testing is necessary to
learn about changes in the users’ long-term behaviour, but on the other hand such studies will be
very expensive. Therefore, one will want to supplement them with heuristic evaluation and
laboratory-based user testing so that the larger field population does not have to suffer from
glaring usability problems that could have been found out much more cheaply.”

The research approach undertaken in this thesis is therefore similar to Carroll and Campbell’s
(1989) artifact theory, in that the technology must be observed in use in the real world first, but the
theories that arise from this observation are verified in a fashion more akin to the traditional science

approach advocated by Newell and Card (1986).

2.1.3.1 Evaluating MMC experiences

In the course of the research presented in this thesis, a number of different evaluation methods are
employed, but their straightforward application in the context of MMC is shown to be problematic.
In principle, many of the techniques mentioned in section 2.1.2 are suitable, but are pragmatically
difficult to employ. The tasks that are commonly performed using MMC technology are
necessarily complex, involving at least two, and often more, types of media. The task that is being
performed is never performed individually, and frequently involves more than two pebple,
rendering specialist reports/individual usability inspections inappropriate. Most importantly, the
network over which the communication is taking place is in a state of constant flux, so quality does
not remain constant, meaning that user reports are rendered, in field trials at least, insufficiently
detailed. In addition, as will be illustrated in Chapter 8, care is required when asking users to
describe the subjective quality they experience: different user groups use different descriptive
vocabulary. These facts set the evaluation of MMC apart from most other systems that HCI

practitioners are asked to evaluate.

As a result of these issues, practical steps towards developing a new subjective assessment
methodology tailored to evaluating MMC communication are undertaken in this thesis. These steps
involve adapting existing methods, developing new techniques, and simulating real-world
conditions such that these new methods can be employed effectively. The research undertaken

advances both substantive and methodological HCI knowledge.
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2.2 Some technology definitions

As Fluckiger (1995) notes, the term ‘multimedia’ had become “one of the most overused terms of
the early 1990s”, and its use certainly has not lessened towards the end of the decade. It now seems
that any new software or hardware product requires the term ‘multimedia’ (prominently) displayed
somewhere in its description if it is to stand any chance of being successful. It is therefore required
to define more clearly what is meant by the term ‘multimedia’ when it is used in this thesis. Firstly,

it is digital multimedia that is referred to:

“Digital multimedia is the field concerned with the computer-controlled integration of text,
graphics, still and moving images, animation, sounds, and any other medium where every type of

information can be represented, stored, transmitted, and processed digitally.” (Fluckiger, 1995).

Secondly, and more particularly, the concern is with networked digital multimedia, whereby two or
more multimedia end systems communicate with each other over a network. This entails the
transmission of independent streams of data across a communications network. Principally, in
multimedia conferencing, the data streams are audio, video and shared workspace, which will be

considered in sections 2.5, 2.6 and 2.7 respectively.

What are the requirements to be met by networks in transmitting these data streams in order that

real-time multimedia communication can occur?

2.3 Characteristics of digital networks supporting multimedia applications

There are two main types of networks: circuit-switched networks (CSNs) and packet-switched
networks (PSNs). CSNs emulate the telephony model whereby a point-to-point connection is made
across a dedicated link. Data is transmitted across this connection as a continuous stream of bits.
ISDN (Integrated Services Digital Network) is an example of a CSN. PSNs, on the other hand,
partition the data stream into small units (packets) and transmit these individually. The size of the
packet will depend on the application tool in use, but often they will contain many hundreds of
bytes. There is no set route for a packet to reach its destination. The underlying concept of PSNs is
- that more efficient use of the network can be made, since only the source that is transmitting will be

using resources. The Internet is an example of a PSN.
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Transmission of real-time information across digital networks is affected by three factors: the
available bit rate, the delay incurred in sending and receiving across the network, and the error

rate.

2.3.1 Bit rate

This is the rate at which binary information can be exchanged between two sites, per unit of time.
(Rather misleadingly, it is also commonly referred to as the bandwidth, but technically bandwidth
refers to the capacity of the underlying analog channel: depending on the encoding scheme, the
channel can support a certain bit rate, but the bandwidth imposes a fundamental limit on this -
Shannon, 1948.) Two types of bit rates can be supported: constant and variable, although variable
bit rates are more common. The degree of variation depends on the application and network, and is
known as burstiness. The bit rate/bandwidth between sites must be sufficiently large to cope with

the requirements of the application.

2.3.2 Delay

End-to-end delay is defined as the capture time at the sender to the presentation time at the receiver.
End-to-end delay is affected by the time it takes to encode and decode data, especially where
compression is involved (see section 2.5.1). In PSNs, end-to-end delay is also affected by
congestion (queue length) at the packet routers. Delay variation, or jitter, is the degree to which the

time between sending and receiving varies, and depends on the technology used.

2.3.3 Error

There are three main types of error that can occur when transmitting data across networks: loss, bit
corruption, and out-of-order delivery. Loss can be caused by errors in the transmission of a signal
(e.g. ‘crackles’ on a phone line), or by congestion of the network or routers. In CSNs, corruption of
the transmission signal results in bit errors in the received signal. Congestion does not occur in
CSNs since the link between the end-systems is guaranteed. In PSNs without resource reservation,
however, packet loss caused by congestion is the major type of error. The last type of error that can
occur in PSNs is out-of-order delivery, which can happen when a stream of data 1s divided between
two different routes. Since not all routes will have the same transit delay patterns, the data stream

may not be received in the same order it was sent.

CSNs arose out of the digitisation of the original analog telephone transmission system, but PSNs
were not originally designed to transmit real-time voice and video data. Transmission of real-time
audio and video over PSNs will therefore result in very different subjective quality characteristics

from those of CSNs. As will be argued in Chapter 4, traditional speech and video quality
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assessment methods, which were developed in the CSN world, are inappropriate for speech and
video delivered across PSNs. (More importantly with respect to this thesis research, the methods
are not HCI methods, meaning that the data gathered does not lend itself to interpretations about the

adequacy of the quality for a particular task to be performed satisfactorily - see section 5.1.4).

The field studies (see sections 5.1, 6.2 and 8.1) presented in this thesis were carried out over PSNs

using the Internet Protocol, IP and so the next section describes IP networks in greater detail.

2.4 Internet Protocol networks

Internet Protocol (Postel, 1981), IP, did not arise in the telecommunications domain, but rather the
academic research community, and therefore it has different standards to those of a commercial
telecommunications network provider. Principally, IP has not been designed with performance
guarantees in mind: it is a flexible system, without ‘hard-and-fast’ connections. IP networks are
constructed from end-systems and routers through which the data, known as packets, is sent. There

is no set route between two end-systems.

In addition to not having set routes, there is also no bandwidth allocation: the bit rate of a certain
communication stream is shared with other sources, and statistical multiplexing is relied upon to
allocate bandwidth. In the case of a network overload, the network may discard packets: it does not
guarantee a defined level of service. In this case, it is left up to the end-systems to cope with the

loss of data.

There are three main causes of packet loss that affect real-time communication over the Internet:

¢ network congestion leading to dropping of packets at routers;

¢ network congestion leading to consecutive packets being sent by different routes, meaning that
some arrive at the receiver too late to be played out, and are therefore discarded;

e overloading of the local machine, meaning that packets may not be decoded and played out in

time.

2.4.1 The Multicast backbone (Mbone)

That IP-based networks function as ‘best-effort’ services rather than being able to offer a
guaranteed level of service can be viewed as a disadvantage, but this is offset by their major
advantage, the capacity to multicast information. Whereas a unicast connection can be compared to

a telephone call where only two telephones are connected for the duration of the conversation, a
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multicast connection can in principle have an unlimited number of participants. This potential is the
result of the ability of the network to replicate at routers the packets transmitted from a sender. The
replicated packets can be sent on to as many end-systems that have requested the copies by virtue of
being members of a multicast group with a certain address. Multicasting therefore differs from
broadcasting in that broadcasting follows a ‘one-to-all’ protocol, while multicasting is from ‘one-

to-however-many are in the group’.

At present, some Internet routers are unable to deal with multicast addresses, and so special
multicast routers are required, known as mrouters. Mrouters package multicast packets up as
‘normal’ IP packets and send them over the network to the next mrouter. This network of mrouters
forms a physical multicast layer that overlays the Internet, and is known as the Multicast Backbone
of the Internet, or Mbone for short (Deering, 1988). The Mbone grew out of a non-commercial (and
therefore free) experiment in the research community, but multicasting is now present in
commercial networking on a large scale. It is a scalable technology, meaning that it has great
potential, especially in its key applications of transmitting real-time audio and video to and from
multiple sources. There is currently a great deal of debate in the networking community over what
the critical QoS delivered over the Mbone should be. To answer these questions, there is a need for
a reliable method for assessing the usability/acceptability of the quality delivered (see sections 1.2
and 4.13.1).

2.4.2 Mbone packet loss

Some degree of packet loss over IP networks is inevitable. The Transmission Control Protocol
(TCP) of the Internet determines the rate of data transmission by requesting acknowledgements
from receivers that packets have been received (Postel, 1981b). When acknowledgements are not
received, the transmission rate drops, since congestion has occurred. However, in order to ascertain
that there is not enough bandwidth, the flow must be increased a little, which causes packet loss. In
a multicast environment in which people are distributed at many various points on a network,
packet loss can be more or less severe, depending on where on the network the participants are.
Loss distributions are complex, and change and evolve as the network does, but it is possible to

make some general observations.

Handley (1997) reported that most receivers in a multicast session tend to experience loss in the

range of 2-5%, but others will experience a significantly higher range. Packet loss tends to be

individual rather than in clumps, although loss of two or more packets does occur more frequently

than chance would dictate. This finding is in broad agreement with that of Bolot et al. (1995). It
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has also been observed that in very large conferenees each packet is likely to be lost by some
participating receiver, which provides support for mechanisms such as redundant transmission (see

section 2.5.2.5).

The scenario of real-time multimedia conferencing over the Mbone is now described. This is the

research area under which the majority of the research reported in this thesis was carried out.

2.4.3 Multicast multimedia conferencing

There are many different uses of multicast technology, ranging from largescale broadcasts (e.g.
NASA shuttle launches - Macedonia and Brutzman, 1994), to lectures and small seminars, m all of
which the degree of interaction is limited. However, to cover the key issues of multicast
multimedia conferencing (MMC), a scenano is presented of interactive desktop conferencing, in
which the participant sits at a workstation and sends and receives three types of digital media:
audio, video and shared digital workspace. Each workstation is equipped with a camera that sits
either to the side or on top of'the monitor, and speech communication takes place through a headset.
A typical desktop conferencing environment is shown in Figure 1, illustrating on-screen video

images of the conference participants, and shared electronic workspace.

Figure 1: Typical desktop conferencing set-up

The eharaeteristics of each of the three media streams are considered in turn, and representative

software tools for each medium are described.
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2.5 Audio

To send audio information across a network, the sound stream needs first to be digitised. There are
a number of different digital speech coding algorithms. Speech coding algorithms can be divided

into two types: waveform and knowledge-based coding techniques.

Waveform coding techniques attempt to preserve the speech signal. Speech characteristics are
exploited relating to amplitude and time. The simplest of these techmiques is Pulse Code
Modulation, or PCM, defined by the ITU standard G.711. PCM is the simplest method by which an
analog speech signal can be digitised. The signal is sampled 8000 times per second, allowing
frequencies up to 4 kHz to be encoded. Although the frequency range that speech occupies is much
larger than this (about 10 kHz), most speech sounds occupy the lower frequencies, and so this range

is adequate for voice communication. PCM requires a bit rate of 64 kbit/s.

Although PCM is the simplest method, it is not the most efficient means of encoding speech,
because it is not speech specific, and does not take advantage of the natural redundancy in speech
and hearing. Advantage can be taken of the fact that the characteristics of the speech waveform do
not change that frequently (Kent and Read, 1992), and thus speech can be compressed for digital
transmission. ADPCM (Adaptive Differential Pulse Code Modulation) (JTU-T G.723) uses a
predictor model that codes the difference between the signal at an instant and the prediction for that
instant. This compression decreases the bit rate required from 64 to 32 kbit/s, with hardly any

detectable drop in speech quality.

Knowledge-based coding techniques model the speech production process. Two examples are
GSM and LPC. GSM is the codec (encoding/decoding device) used in mobile phones, and works
by modelling the vocal tract (Mouly and Pautet, 1993). It is specially designed for voice signals,
and occupies a bandwidth of 13.2 kbit/s. However, the processing power requirements are

relatively high.

LPC (Linear Predictive Coding) is a synthetic speech encoder that fits speech to a simple model of
the vocal tract and occupies a bandwidth of only 4.8 kbit/s. Although producing intelligible speech,

it tends to sound robotic to the listener.

2.5.1 Bandwidth vs. compression, vs. processing power, vs. perception...

In transmitting speech across a network where available bandwidth is not guaranteed, it is obviously

desirable to compress the speech signal as much as possible to minimise the bit rate required. It is
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possible to get good speech compression since, in essence, a large amount of the speech signal is
unnecessary for comprehension. Speech occupies a frequency range of about 50 Hz to 10 kHz, yet
it is possible to converse perfectly easily across the telephone network where the frequency range is
3.4 kHz. However, there are side effects to compression:

1. Compression requires processing power at both the sending and receiving end: generally the
more compressed the speech signal, the more processing power is required.

2. In addition to processing power, increasing compression increases the end-to-end delay: it
takes more time to both encode and decode compressed speech.

3. Depending on the compression method employed, even a small amount of packet loss can
have a severe effect on the end user, since one packet can contain critical information for the
reconstruction of speech information contained in both subsequent and preceding packets.
The issue of user perception of different speech encoding methods and the effects of network

loss will be discussed further in section 2.5.2.5.

The next section describes a software audio tool developed for use in multicast environments, RAT
(Robust Audio Tool - Hardman et al., 1995; 1998), which offers different speech encoding methods
and different means of dealing with the problematic network characteristics. The research reported
in this thesis both contributed to the iterative development of RAT (through investigation of

suitable packet loss repair mechanisms), and used the tool in MMC experiments and field trials.

2.5.2 RAT (Robust Audio Tool)

RAT was developed at UCL and is designed for use both in unicast and multicast audio
conferencing environments®. The research reported in this thesis was carried out using version 3 of
RAT, and therefore the settings for this version are described. The main RAT interface is shown in

Figure 2.

RAT has been designed to cope with different conditions over the Internet, to interwork with other
audio tools, and to be used across a variety of different platforms. It therefore has a number of
different options that can be selected according to the needs of the user in a particular conference.

The main features of RAT are covered below.

% More details, and the software, can be found at htpp://www-mice.cs.ucl.ac.uk/multimedia/projects/rat/
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Figure 2: The RAT main interface

2.5.2.1 Encoding

There are five types of audio encoding currently available in RAT: 16-bit linear, PCM, DVI, GSM
and LPC. All of these were described in section 2.5 apart from 16-bit linear and DVI. 16-bit linear
is linear PCM at 16 bits per sample, and is therefore higher quality speech (regular PCM is 8 bits
per sample). DVI is essentially the same as ADPCM, but without a linear predictor - it just uses the
previous sample (IMA, 1992). A linear predictor uses much processing power, so DVI consumes
less processing power than ADPCM. However, there is a trade-off between processing power and
the quality of the speech signal: quality is reduced due to the absence of a predictor. Like ADPCM,
DVI requires 32 kbit/s. DVI is the default setting in RAT, since it offers the compression benefits
of ADPCM over PCM, but does not require as much processing power as ADPCM.

2.5.2.2 Packet sizes

RAT offers 4 different packet sizes: 20 milliseconds (ms), 40 ms, 80 ms and 160 ms. There is a
trade-off associated with packet size as fewer, larger packets decrease the network load, but contain
larger amounts of speech, which, should the packets be lost, is more detrimental to the
communication. In addition to increasing the net number of packets transmitted, smaller packets
increase the overall bandwidth required due to the fact that headers must be attached to each packet.
These headers add 96 bits per packet. Therefore, transmitting 20 ms packets creates an overhead of
4.8 kbit/s, whereas 80 ms packets only incur an overhead of 1.2 kbit/s. By default RAT starts with
40 ms packets of DVI coded data.
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2.5.2.3 Silence suppression

Silence suppression is the mechanism by which only audio above a certain volume is transmitted.
The rationale for this is that users are able to leave their microphones unmuted whilst participating
in a conference, without consuming bandwidth unnecessarily by transmitting background noise. It
has been estimated that 50% of conversational time is filled with silence from a participant.
Therefore only when users speak will their audio be transmitted. The default when using RAT is

that silence suppression is turned on.

2.5.2.4 Full/half duplex

Full-duplex is the situation by which the user is able to talk and listen at the same time in a
conference. In this situation it is necessary to converse via a headset or with an echo canceller to
prevent feedback. If feedback occurs (through ‘leaky’ headsets or poor echo cancellation), it will be
necessary to resort to muting the microphone when listening and unmuting it when talking, a
function known as push-to-talk. Some audio cards are not enabled to cope with full-duplex, only
half-duplex. In a half-duplex condition, there are two mode options that can be selected. Net-
mutes-mike means that the speaker’s microphone will be muted as soon as another participant
speaks. Mike-mutes-net means that the speaker is unable to hear anyone else while talking. For

audio cards that support full-duplex, this will be the default setting in RAT.

2.5.2.5 Repair methods

As discussed previously, some packet loss is inevitable in MMC. When audio packets are lost, the
effect on speech perception can be quite severe, especially as the loss rate increases. In order to
compensate for this loss of audio information, different repair methods are available. RAT offers
two types of repair methods, those which are based at the receiver, and those which are sender-

based.

Receiver-based repair schemes work by producing a replacement for a lost packet which is similar
to the original, which is possible since speech waveforms exhibit large amounts of short-term self
similarity. Two receiver-based techniques available in RAT are silence substitution and waveform

substitution (commonly referred to as packet repetition).

In silence substitution, the gap left by a lost packet is filled with silence in order to maintain the
playout order of the packets that do arrive. This technique is widely implemented in other audio
tools (e.g vat - Jacobson, 1992) because it is cheap to implement in terms of processing power.
However, the larger the packet, and the greater the loss rate, the more speech information is not

heard by the user. As packet sizes increase, so does the probability that a phoneme, the smallest
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unit of speech intelligibility, is enclosed in that packet. When phonemes are lost, speech
intelligibility suffers. It has been demonstrated that listening performance is worst when
unexpected silence is encountered in speech (e.g. Miller and Licklider, 1950; Warren, 1982).
Performance can be greatly improved by the insertion of noise of any type at the same frequency as
the missing speech, since speech characteristics change relatively slowly. This is approximated by
the technique of waveform substitution (or packet repetition), which fills in for the missing packet
by repeating the last received packet. The default setting for receiver-based repair in RAT is packet
repetition. This technique is more likely to work well where the packet sizes are small: when the
packet is large, the speech signal is likely to have changed significantly within the missing packet,

and repeating the previous packet may be more detrimental than helpful to perception.

In addition to receiver-based techniques, RAT implements two sender-based repair schemes to
recover from the problem of packet loss: interleaving and redundant transmission. Interleaving
disperses the effect of packet losses by placing originally adjacent units of packets into different
packets for transmission, which are then returned to their original order at the receiver. This means
that should a packet be lost, it contains small parts of many different packets rather than one large
chunk of the speech stream (Perkins et al., 1998). Although interleaving does not increase the
bandwidth requirements of a stream, it does increase the end-to-end delay. Therefore the technique
is not suitable for interactive applications. Redundant transmission is, however, suitable for
interactive applications. The method involves piggy-backing a (often more heavily compressed)
copy of a packet onto the following packet. If the original packet is lost, the redundant copy can be
used in its place. Because the redundant packet is very heavily compressed, sound quality suffers,
but the method is an improvement over having no audio to play out in the place of the lost packet.
There must be a trade-off between the amount of compression used for the redundant packet (and
hence bandwidth overhead), and the quality of the resultant audio. The best compression can be
achieved by using a synthetic version of the speech such as Linear Predictive Coding (LPC), which
is a synthetic quality speech coding algorithm preserving about 60% of the information content of

the speech signal (see section 2.5). Redundant transmission is illustrated in Figure 3.

Descriptions and auditory perception of the different repair schemes is shown in Table 1.
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Figure 3: Redundant transmission

Speech reconstruction
scheme

Description of method

Auditory perception

Silence substitution

Replaces lost packets with

‘Bubbly’ at low loss rates,

packets  containing  zero | perceptible glitches/gaps with
amplitude (silence) large packets
Waveform substitution Decodes  previous  packet | Clicks may be heard where

(packet repetition) again in place of the lost one | frequency and  amplitude
change; ‘stutter’ effect with
large  packet  sizes as
phonemes get repeated

Redundancy Compressed version of speech | May sound unnatural (e.g.

piggy-backed  onto  later

packets

‘robotic’)  depending
compression algorithm used

on

Table 1: Speech repair scheme characteristics: method and perceptual effect

2.5.2.6 Reception statistics

By clicking on the name of a participant in the main RAT window, a reception statistics box is

brought up referring to the audio received from that person (see Figure 4). By this means it is

possible to gain an idea of the amount of objective packet loss being received on that channel.

However, it is not possible to pinpoint the cause of loss, which can be in the network or due to lack

of processing power in either of the end-systems involved.
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Figure 4: RAT reception statistics for a conference participant

2.6 Video

If it is desirable to compress speech for transmission over the Internet, it is an absolute necessity in
the digital transmission of video. Historically, full-motion video is transmitted at 30 frames per
second (fps) in the US and 25 fps in Europe. Given 24 bits per pixel in digital video, transmission
of full size uncompressed digital video at 30 fps for only one second would generate 27 megabytes

of data (Crowcroft et al., 1999).

Compressed digital video will always involve a trade-off between/ra/we rate and resolution. With

limited bit rate, increasing one implies reducing the other.

2.6.1 H.261 video coding

H.261 is one of the ITU H.320 suite of standards for videoconferencing and videotelephony, and is
a standard for compressing colour motion video into a low-bit rate stream. The method was
originally designed for ISDN (Integrated Services Digital Network), and is the most widely used

standard for video compression.

H.261 supports three frame formats, QCIF, CIF and SCIF. QCIF (Quarter Common Intermediate
Format) has dimensions of 176x144 pixels, CIF (Common Intermediate Format), fits an image into
dimensions of 352x288 pixels, and SCIF (Super Common Intermediate Format) 704x576 pixels.
The frames are in turn composed of blocks of pixels (there are 99 blocks in a QCIF image, and 396
in a CIF image). The whole frame is not updated in a single scan, but rather on a block-by-block
basis depending on whether there is new information content in that block or not. This means that

there can be partial updates of faces, especially at lower bit rates.
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2.6.2 vie (VIdeoConferencing Tool)

vie (Videoconferencing Tool) was developed by Lawrence Berkeley Labs (McCanne and Jacobson,

1995). The main window of the interface is shown in Figure 5.
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Figure 5: The main vie window, showing thumbnail images

Like RAT, vie is designed to interwork with a number of different conferencing environments and
platforms, and therefore has a number of settings that users determine. It is designed to work with
video encoding formats other than H.261, although H.261 is the one currently in most common use.
Because of this, H.261 was the encoding format used in all of the trials and studies presented in this

thesis.

2.6.2.1 Receiving video

It is possible to view four different image sizes in vie. Thumbnail images are displayed by default
as soon as a video image is received. By clicking on this image, a larger image is displayed, the
choice with H.261 encoding being QCIF, CIF or SCIF. The default setting is that the image
enlarges to CIF. In addition to being able to change the size of a received image, it is possible to
opt to receive it in greyscale, or to mute it, both of which save processing power on the local

machine. The vie default is that the image will be displayed in colour.

2.6.2.2 Transmitting

The vie user is given a number of options when transmitting. Whilst the default setting is that video
will be transmitted at 128 kbit/s and a frame rate of Sfps, both of these options can be changed on a

slider bar. The bit rate available ranges from 10 kbit/s to the maximum for that session (determined
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by the distance the multicast packets have to travel in the conference, the time-to-live, ttl), while the
frame rate slider ranges from 1 to 30. The rates selected are the upper rates possible, but as activity
in the image increases, the frame rate is likely to drop (due to processing demands), and the bit rate
increase. It is also possible to alter the quality (i.e. resolution) of the image that is transmitted,

although as the quality increases, so will the bit rate.

2.6.2.3 Reception statistics

Beside the thumbnail images that are shown in the main vic window, information about the video
stream received from that person is displayed. It notes how many frames and kilobits per second
are being received from one individual, as well as the packet loss from that person (see Figure 5).
As in RAT, these numbers may differ from the rate the person is actually sending, due to network

loss and the processing power of both computers (sender and receiver) involved.

2.7 Shared workspace

In the scenario of desktop multimedia conferencing, it is likely that in addition to audio and video,
the participants will also be using some form of shared workspace, such that they can view or work
collaboratively on a document. In the multicast community there are a variety of shared workspace

tools available, but two of the most reliable and common are wb and NTE.

wb was developed at Lawrence Berkeley Labs as a means for remote participants in a conference to
write, draw and type on the same workspace at the same time (Jacobson, 1993)°. The contributions
from participants are visible to everyone in the conference. The tool offers a variety of
drawing/typing colours and the opportunity to import text or postscript documents. However, wb
does not function as a word processor, and editing and saving facilities are limited. For example, it
is not possible to edit a segment of text written by someone other than yourself. If a text editor is
required, NTE is a more powerful tool (Handley and Crowcroft, 1997). Developed at UCL, NTE
allows any contribution to be modified (unless locked) by any other member of the group. Text can
be moved and pointed at by any member, and all actions (and actors) are visible to other

participants, minimising confusion.

In general, shared workspace tools do not suffer too badly from the effects of packet loss, since they
do not demand a large amount of bandwidth. When network congestion is very severe, it is
sometimes the case that the letters arrive out of order on the workspace, but the text will eventually

be completed.
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The tools that have been described here have all been designed with the aim of making it easy for
people to participate in multicast multimedia conferences, but as shall be seen, evaluating

multimedia conferencing from a human factors perspective is by no means straightforward.

2.8 Evaluating MMC communication

In a desktop MMC environment, participants are likely to be using audio, video, and shared
workspace tools such as the ones described above. These tools have, in the main, been designed by,
and for use in, the computer networking research community, and are therefore not necessarily
particularly usable, at least by novice users. This has been demonstrated in a study carried out at
UCL for the MERCI (Multimedia European Research Conferencing Integration) project, which
assessed the usability of vic, and found that much of the vic options interface is confusing to
novices, and even experienced users (Clark, 1997). Studies on other Mbone tools such as SDR
(Session Directory*) and RAT have reported similar findings (Clark and Sasse, 1997; Bouch, 1997).
In addition to the interfaces of the tools rarely being designed with novice users in mind, another
usability problem is caused by the sheer number of windows that must be positioned on a screen in
a conference in which there are a number of participants all sending video, conversing through the
audio tool, and using shared workspace. Users often find that it is difficult to manage the screen
‘real estate’ effectively, especially when they are inexperienced in conferencing (Sasse et al.,
1994b). To solve this problem, some researchers are beginning to develop integrated interfaces
which organise the required windows in a sensible fashion, and hide the unwanted functionality.

(However, this may cause a different set of problems, as will be discussed in section 5.1.)

However, usability of the tools is just one facet of evaluating MMC - more important than the tools
themselves is the quality of the communication enabled by using the tools, and as Figure 6

illustrates, this overall quality can be affected by a myriad of factors.

Key factors affecting the overall quality of the communication can be usefully broken down into

those of audio quality, video quality and the task being undertaken.

Perceived audio quality is affected primarily by the presence and degree of packet loss, and the

method, if any, that is used to compensate for this loss. Perceived quality will also suffer from poor

* wb does not run on PCs. A similar tool, WBD, was developed for PC use at Loughborough University, and
is now maintained at UCL.

* SDR is a session directory tool designed to allow the advertisement and joining of multicast conferences on
the Mbone. Software available from http://www-mice.cs.ucl.ac.uk/multimedia/software/
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quality headsets which may allow leakage from the headsets, resulting in echo and distracting
background noise. In a conferencing environment subject to high levels of packet loss, the listener
and speaker’s language background will start to become more critical, since if people are trying to
communicate in a non-native language, any degradation in the audio signal will make this process
much harder. Female speech may not be transmitted as clearly as male speech, since female voices
occupy a different frequency range from male voices, and it is the latter that have most often been
modelled in synthetic speech codecs. Finally, if a large amount of compression is being used, delay

will be increased, which can be detrimental to conversational behaviour.

Delay/synchronisation
Dress/background

/ ‘/Lighting
e Frame rate

Packet loss

Background noise

Hardware

Encoding scheme —

Packet loss

Repair scheme Field of view

Listener/speaker characteristics ize of image
mage resolution
Level of interactivity Group size

Familiarity with other participants

Figure 6: An overview of the main factors affecting perceived media quality in MMC

Delay is also a factor in perceived video quality. It takes comparatively longer to encode and
decode video than it does for audio, and video tends to arrive at the receiver later than audio. The
video stream is also updated relatively infrequently. These two facts combine to mean that a
participant in a conference sees a low frame rate image that is not synchronised with the audio
stream. Packet loss affects video transmission in terms of blocks not being updated at the same
time as the rest of the image, so that the image can appear visibly ‘blocky’. This ‘blockiness’ will
become more apparent as the image size is increased, but in any case the image size is generally
small, at least with H.261 encoding, and this is likely to affect perceived quality. Perception of the
quality of the image will also be affected by the positioning of the remote camera - views from the
side can make people look ‘shifty’ (Short et al., 1976) - and at no point will direct eye contact be

possible. If the remote person is backlit then their features will not be visible at all, and with blocks
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of image being updated at different times, people are well advised to steer clear of checked or

striped clothing.

In many desktop conferences, the focus of the conference participants will be the shared workspace,
and often the audio or video quality will be commented on only if it becomes so poor as to be
disruptive to adequate performance of the task. It is therefore important to ground the whole area of
evaluating MMC:s in the context of the task(s) being undertaken. It is easy to conceive of tasks that
would require better quality than others. For example, a remote interview would demand higher
audio and video quality than a routine project meeting between colleagues. In addition to the actual
task or goal of the conference, there are certain other task factors that will impinge upon the
perceived quality of the delivered data. The size of the group participating in the conference, for
example, will determine how many video streams have to be decoded by the local workstation. If
the participants are familiar to each other, then they are more likely to tolerate a lower quality than
if they are unknown to each other, and of course if participants are not interacting to a great degree,

the requirements will differ from a situation in which a high degree of interaction is engaged in.

These are some of the many variables that need to be considered when evaluating multimedia
conferencing. Clearly, not all of these factors will carry the same weight in forming subjective
opinion of the quality of a conference, but they are all likely to contribute, and so an awareness of
them is necessary (especially when comparing experimentally controlled results with observations
in the real world). A more in-depth consideration of some of the factors is presented in the next

chapter.

This chapter has presented both the academic framework and the real-world setting within which
the thesis research is undertaken. With the aim of assessing perceived quality of audio and video in
MMC, it is necessary first to understand the nature of spoken and visual communication when it

occurs through video-mediated systems. This topic is covered in Chapter 3.

50



Chapter 3: Speech and video communication

Although the research conducted in this thesis took place using multicast technology over IP
networks, this chapter will discuss the issues involved in video-mediated communication (VMC) in
general, since a thorough understanding of the current state of knowledge and issues entailed in
mediated real-time cornmunication is required. It is also contended that the observations and results
arising from the thesis research will be applicable to video-mediated communication across all

networks.

This chapter therefore refers to VMC mainly, and MMC when reference is being made specifically

to multimedia conferencing in multicast environments.

3.1 Audio-visual communication

From Gestalt theory (Kohler, 1930), it is known that “the whole is greater than the sum of its
parts”, and this applies to the whole of multimedia conferencing and its parts, audio, video (and
shared workspace). The interaction between audio and video is a complex one, and needs to be
considered especially with regard to VMC. The effects on perception when both media are present
can outweigh the effects of each medium considered in isolation. User perception of a multimedia
system therefore cannot be accurately predicted by investigating the individual media in isolation.
The effect of the interaction between the media must be taken into account, in the context of the

task being undertaken by the participants.

That audio and video quality can influence the perception of the other media is a given. Ostberg et
al. (1989) cite Risberg and Lubker (1978) as reporting that, when subjects were presented with
video with no sound, they were able to correctly identify 1% of the test words. When they were
presented with no video and a low-pass filtered version of the speech sounds, they correctly
identified 6% of the material. When the video and degraded audio were presented together, the
correctly identified material leapt to 45%. This clearly demonstrates the synergetic nature of
presenting audio and video in combination. Earlier work by Sumby and Pollack (1954) showed that
the percentage of words correctly identified in noisy environments was always greater when video
accompanied the audio, than when audio alone was presented. Increasing or improving the quality
of one medium can also lead to the perception of improvements in another, when there has been no
actual increase or improvement. Neuman (described by Negroponte, 1995) showed that improving
the quality of the sound accompanying high definition television (HDTV) video led to users
reporting that the video had improved in quality even though there had in actual fact been no
accompanying improvement.
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Before continuing further it is important to gain an understanding of the individual facets of spoken
and visual communication. Since VMC often entails degraded transmission quality of either one or
both of the media, an understanding is required of what types of information are transmitted through

the media, and how they suffer under degradation.

Audiovisual communication can be broken down into two sub-components: speech’ and hearing,

and visual communication (looking and seeing).

3.2 Speech and hearing

3.2.1 Speech

Speech is produced via the manipulation of structures of the vocal tract. The vocal tract is about
17.5 cm long in an adult male, and stretches from the larynx at the top of the trachea to the lips and

nose.

Speech can be described by the discrete linguistic elements of which it is composed. The sounds of
speech are represented linguistically by phonemes. The boundaries between phonemes in natural
speech are often difficult to identify, but a useful definition of a phoneme is that it is the shortest
segment of speech which, if substituted for another, would change the meaning of a word. /p/ and

/k/ are two distinct phonemes, demonstrated by their presence in the words ‘pill’ and ‘kill’.

Phonemes are classified as consonants or vowels according to the articulatory gesture made in
forming them. Vowels are produced when the vocal cords vibrate as air flows through the mouth in
an open static configuration. The shape of the tongue and the lips is what distinguishes one vowel
sound from another. When part of the mouth is constricted to a near or complete closure, a
consonant is formed. This closure prevents the rush of expelled air through the mouth that would

otherwise occur, causing a distinctive sound.

Consonants are the most important speech sounds (Voiers, 1977): they contain most of the
important clues as to the identification of words. Miller and Licklider (1950) have reported that a
monosyllabic word is likely to be perceived incorrectly if either its initial or final consonant is
missing. Consonants differ from each other in 3 ways: place of articulation, manner of articulation

and voicing.

5 The sub-component of music is not addressed in this thesis.
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e Place of articulation refers to the point where the oral cavity is constricted to reduce the flow
of air in order to form the consonant.
e Manner of articulation refers to the articulatory gesture by which sound is produced.
¢ Voicing refers to whether the vocal cords are involved in the production of the consonant.
When a consonant is produced via vibration of the vocal cords, it is called a voiced consonant.
Otherwise it is known as an unvoiced consonant. This is often the only distinguishing feature
between two consonants that share the same place and manner of articulation e.g.
/t/ (unvoiced) - /d/ (voiced)
/f/ (unvoiced) - /v/ (voiced)
/p/ (unvoiced) - /b/ (voiced)

A summary description of these features is provided in Table 2.

Speech moves along through a stream of syllables, wherein the middle of each stands one or more
vowels. As the tongue and mouth move from the production of one vowel to the next, any
intervening consonants are pronounced. Therefore the vowel has great influence on how the
consonant will be produced. Not only this, because the consonant is in such close proximity (both
temporally and literally) to the vowel, what is produced is a consonant containing much of the
information from the vowel. This phenomenon is known as coarticulation. Coarticulation is
defined as occurring when the vocal tract can be determined to be adjusting to the production of two
or more sounds at that one moment in time. The coarticulatory effect can be anticipatory or
retentive, i.e. the vocal tract can show the characteristics of a future or a past phoneme at any one

moment in time.
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Manner

Place

Stops

Closure of vocal tract at
place of articulation,
Jollowed by release of air

Fricatives

Incomplete closure at place

of articulation

Nasals

Passage of air through
nasal cavity instead of

mouth

Glides/semivowels
Shaping of tongue in

different ways;

characteristics lie between
consonants and vowels

Unvoiced

Voiced

Unvoiced

Voiced

Unvoiced

Voiced

Unvoiced

Voiced

Labial
Two lips
rogether

Jol pin’

/b/ ‘bin’

/m/ ‘sum’

/hw/ ‘what’

il “will®

Labiodental

Bottom lip

against upper
ront teeth

/f/ “fine’

/vl ‘vine’

Dental
Tongue against
teeth

/6/ “thigh’

/8] “thy’

Alveolar
Tongue against
alveolar ridge

M/ “tin’

/d/ ‘din’

/s/ ‘sip’

I “zip’

/m/ ‘sun’

N/ ‘less’

Palatal
Tongue against
hard palate

1)/ ‘char’

/d s/ Gar

11/ *ship’

/4 ‘azure’

hl, Il ‘yes’,
CrimS

Velar
Tongue against
soft palate

/k/ “kalt’

g/ ‘gilt’

2

/m/ ‘sung

Glottal
Glottis in
throat

M/ “hill’

Table 2: Summary of consonant classification (adapted from Warren, 1982)




3.2.2 Hearing

The frequency range that people can hear is much larger than the range in which speech sounds are
produced. A healthy young adult can hear sounds between 20 Hz and 20,000 Hz, while the general
speech range is 50-10,000Hz. As people get older, they gradually lose sensitivity to high
frequencies (a process known as presbycusis). By the age of 70, most people have trouble hearing
frequencies above 6000Hz, impairing their ability to hear certain speech sounds®. In general,
consonants consist of high frequency sounds, while vowels are primarily made up of low

frequencies (Sekuler and Blake, 1994).

Just as different birds sing at different frequencies, when different nationalities speak, they occupy
different frequency ranges. Most sounds of a language are located in one or several frequency
zones. For example, most English speech sounds occur between 2000 and 8000 Hz, whereas most
French speech sounds are found between 125-250 Hz and 1000-2000 Hz. The French ear is

therefore used to perceiving different frequencies from an English speaker’s ear (ARC report).

Hearing with two ears (binaural hearing) allows sounds to be located in space (sound localisation).
The brain compares the sounds received by both ears in two ways: interaural time difference
(difference in time of arrival of sounds at the two ears) and interaural intensity difference (sound
energy will be more intense at the ear located nearest the source). Sound localisation depends on
interaural time differences at low frequencies and interaural intensity differences at high
frequencies. These effects are not found in multimedia conferences where mono, rather than stereo,
transmission is normal, and sound is delivered through headphones. Therefore confusion may arise
in conferences involving many participants, since there is no means of determining from which

(virtual) direction a speaker’s voice is coming.

3.2.3 The impact of degraded speech on understanding

As was discussed in section 2.4, one of the main problems with communication over packet
networks is the possibility of packet loss. In the case of audio transmission, packet loss can mean
the loss of phonemes or syllables’, implying a disruption of speech intelligibility. As will be seen,

however, the ear and brain are surprisingly resilient to different types of speech degradation: there is

8 This loss of hearing is not critical, as demonstrated by the fact that we able to carry out conversations with
ease on the telephone, the upper limit of which is 3.4 kHz (which explains why it is harder to recognise
familiar voices over a phone line).

7 Although there remains some debate over whether it is the phoneme or the syllable that is the critical unit of
speech intelligibility (Segui, 1984), it is certain that the critical elements are very short in duration, and as
such, packet loss will affect the perception of these.
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no direct relationship between speech intelligibility and degradation. This is mainly due to the

effects of the surrounding speech context.

Miller and Licklider (1950) performed an early investigation into the intelligibility of interrupted
speech. Employing a speech-silence ratio of 50%, they found that when speech is interrupted less
than 10 times per second, intelligibility is impaired, but when the interruptions occur more than 10
times per second, intelligibility does not suffer. This means that when the bursts of silence were
greater than 50 ms in duration, the intelligibility of the speech was adversely affected, but when the
bursts of silence were shorter than this, speech intelligibility was not affected. The explanation is
that critical features of speech e.g. phonemes, are being blocked out by bursts of silence larger than

50 ms, but when the bursts are smaller, critical speech constituents are not being eliminated.

There is a considerable body of literature that shows that intelligibility can be boosted by the effects
of context. Warren’s (1970) phonemic restoration effect is a case in point. Warren extracted the
phoneme /s/ from the word ‘legislature’ and played subjects the sentence “The state governors met
with their respective legi*latures convening in the capital city”, replacing the missing phoneme
with a cough. It was found that subjects perceived both the /s/ and the cough. There was no
possibility of coarticulation accounting for this finding because the relevant portions of the adjacent
phonemes were also removed. None of the subjects were able to identify where in the speech
stream the cough had occurred, illustrating that the perception of speech from its constituent
elements is an unconscious process. The effect of context is also illustrated by Warren et al. (1969),
who found that subjects were unable to determine the order of a hiss, buzz, tone and vowel when
these were played to them at a rate faster than 1.5 sounds per second. Speech sounds, on the other
hand, are'produced at a rate of 10 per second and fully comprehensible, so the importance of a

syntactic/semantic context is clear.

It is not only the smaller elements of speech such as phonemes that are subject to context effects.
Words and sentences are processed more efficiently if there is some kind of surrounding context.
Miller et al. (1951) presented subjects with words isolated in noise or within sentences in noise.
Words within the sentence context were identified better. Miller and Isard (1963) gave subjects a

recognition task and found that both syntax and semantics aided recognition.

Pollack and Pickett (1963) demonstrated another aspect of the importance of context. They
extracted individual words from everyday conversational speech and played them to subjects. They
found that subjects were able to correctly identify single words less than 50% of the time, despite

the fact that the speech was considered perfectly intelligible when played in full. It appears that
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listeners compensate for ‘sloppy’ speech by unconsciously picking up cues from the phonetic,

syntactic and semantic information contained in the surrounding speech.

Although people are relatively poor at identifying isolated words, it has been demonstrated that this
performance drops further when the words are produced synthetically. Replicating findings by
Luce et al. (1983), Waterworth and Thomas (1985) showed that synthetic words are harder to recall
than naturally produced words in a serial recall test. They then went on to demonstrate that this is
due to the fact that people are poorer at identifying and encoding synthetic words than natural
words. It is the encoding difficulty that leads to the poor memory performance: synthetic words
require more processing power by the listener than natural words. This has implications for the
method chosen to repair packet loss in MMC - the more synthetic sounding the speech, the more
likely that it will cause memory and other difficulties, as a person expends more effort on merely

discerning the words.

3.2.4 Speech and hearing in MMC

In MMC, participants either wear headsets or converse via a microphone and speakers. With either
option, there are currently no available cues for sound localisation, and the speech bandwidth is in
any case narrow (although not quite as narrow as the telephone). In addition, echo and feedback
can be caused through ‘leaky’ headsets or faulty echo cancellation using speakers and microphone.
Speaking into a microphone can also lead to the feeling that the channel is ‘dead’ since there may
be no sidetone® functionality. This impression can be particularly acute when using a headset, since
with over-the-ear sets it can be hard to hear one’s own voice. This can also lead to either speaking

too loudly or too quietly.

In addition to these hardware issues, speech and hearing in MMC is affected by network conditions,
primarily packet loss and delay. Packets tend to contain 40 or 80 ms worth of speech information,
which is approximately the size of a phoneme, so the effects of packet loss will obviously have an
impact on speech intelligibility. As discussed in section 2.5.2.5, there are different means of
compensating for packet loss, but the perceptual consequences arising from these different methods
can be very varied. Silence substitution, for example, is the easiest method to employ, but gaps in
the speech stream usually signal that a speaker has come to the end of a talkburst, and that it is time
for another person to take a turn. The use of silence substitution, therefore, may increase the
number of interruptions between participants in a dialogue, and impair the smooth flow of the

conversation. A better means of repairing packet loss can be gained through exploiting the
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phenomenon of phonemic restoration (as afforded by waveform substitution, for example). By
inserting noise in place of the missing packet, the brain will hopefully hear the missing speech.
However, this method will only suffice when the degree of packet loss is low: once the speech
characteristics begin changing, the missing information will become more apparent. A third
method, synthetic redundancy, offers a means of providing a synthetic copy of the actual speech
that has been lost. However, since the literature suggests that people find it harder to process
synthetic speech, it may be that this method could be more harmful than helpful once a certain level

of packet loss has been reached.

The impact that end-to-end delay can have on speech and listening is striking. In particular, turn-
taking becomes problematic, and the arrival of inappropriately timed backchannel responses (e.g.
“mmm”, “uhuh’) can disrupt the smooth flow of a conversation. In an investigation into the effects
of delay on different conversational tasks, Kitawaki and Itoh (1991) concluded that the impact of
delay depended on the task, and the degree of understanding of the subject as to why the delay was
occurring. They concluded overall that a round-trip delay of 500 ms (end-to-end 250 ms) was the
upper limit that could be tolerated without serious drops in conversational effectiveness. The

impact of delay will be discussed further in section 3.3.7.

The main factors involved in speech and hearing, and how they might be affected by transmission
in MMC environments, have been presented. However, one major contributor to the perception of
speech is the information that can be gleaned from the visual channel, and a discussion of visual

communication is now provided.

3.3 Visual communication

When people communicate using the visual channel as well as speech, a wealth of additional
information becomes available to the listener, including vocal tract and lip movements, facial
expressions, gaze, gestures and body language. The following sections describe these sources of

information in more detail and discuss their support in VMC.

3.3.1 ‘Reading’ speech from the face

The importance of lip movements in helping to discern speech in noisy environments has long been
known (e.g. Sumby and Pollack, 1954). For example, consonantal phonemes which may be

difficult to distinguish aurally, such as /f/ from /s/, and /n/ from /m/, are often readily distinguished

¥ Sidetone refers to the practice of diverting sound from the microphone to the earpiece of a telephone, such
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visually from movements of the lips. However, ‘speech-reading’ information is not only provided
by the lips. Bruce (1996) reports that schematic faces (where teeth and lips are represented)
produce recognition performances of 50-57% accuracy for vowels, compared to 78% accuracy with
a real face, providing evidence that ‘lip’-reading information relies on more than just the lips.
Summerfield (1992) suggests that this additional information may include perception of the tongue
or wrinkling and protrusion of the lips, but it is likely that movement of many other parts of the
face, such as the chin, cheeks and eyebrows also give clues to what people are saying. Gross
movements of the head such as nodding or shaking also provide more obvious visual

communicative cues (see section 3.3.8).

The impact that vision has on speech perception is perhaps best illustrated by the McGurk effect.
McGurk and MacDonald (1976) dubbed the soundtrack for one syllable onto the visual information
for another syllable. When the audio and visual information was played at the same time, they
found that subjects sometimes heard what the lips were saying, but more often found that a third
unrelated syllable was heard. For example, when the syllable /ba/ was dubbed onto the lip
movements for the syllable /ga/, the subjects nearly all reported hearing /da/. Otherwise, subjects .
reported the visual ‘sound’ rather than what was heard. Dodd (1977) found that the effect was not
restricted to syllables - subjects sometimes heard the word ‘towel’ when the sound of the word

‘tough’ was dubbed over the lip movements for ‘hole’.

The McGurk effect is generally taken as evidence of the multimodal nature of speech perception
(and the dominance of the visual channel on perception), and therefore its production can be taken
as evidence that the visual and auditory channels in a communication system are working ‘as
normal’. However, in VMC any mismatch between the timing of the audio and video streams
would increase the chance of the effect occurring unintentionally, and perhaps affecting the speech

communication adversely, and therefore it is an effect one should seek to avoid.

3.3.2 Speech-reading in VMC

As discussed in section 2.2, in networked communication audio and video channels are transmitted
as separate digital streams, and the video frames are often slowly updated, meaning that facial
expressions may not be synchronised with accompanying speech. However, people are surprisingly
tolerant to asynchrony between the audio and video streams, especially when the audio lags behind
the video. This can be explained by the fact that sound travels slower than light in the everyday

world (Munbhall et al., 1996; Bruce 1996) and also perhaps by the fact that there is visible motion in

that the speaker hears his own voice at the same level as the listener.
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the place of articulation before the onset of the sound (Munhall et al., 1996). Nevertheless, there is
a limit to the asynchrony that people will tolerate. Jardetzky et al. (1995) reported that subjective
studies have indicated that the mismatch in audio and video streams can be in the region of 80-
100ms before a lack of synchronisation is perceived. Roy (1994) states video-to-voice lags are
tolerated in the range between -90 and +120 ms. As a rough guide, then, plus or minus 100 ms

seems to be the limit of perception (Fluckiger, 1995).°

Despite the tolerance of viewers to asynchrony, it must be assumed that any occurrence of
audio/video asynchrony increases the likelihood of a perceptual effect such as the McGurk Effect.
Further investigations of this effect have revealed aspects that are especially pertinent to VMC,
since temporal coincidence of information from the auditory and visual channels is not necessary
for the McGurk effect to occur: the effect can be produced even when the audio information lags the
visual information by as much as 180 ms (Munhall et al., 1996). Although the effect is weaker
when video lags audio (the more likely playout order in VMC), Massaro and Cohen (1993) showed
that syllabic misperception can be generated when auditory stimuli precede visual stimuli by as

much as 200 ms.

Recent findings, however, suggest that the likelihood of the McGurk effect happening in VMC is
not high. Jordan and Sergeant (1998) found that people are more resistant to the McGurk effect
(i.e. they correctly identify more auditory stimuli) when images are very small, as they tend to be in
desktop VMC. In addition, Bruce (1996) reports that schematic faces combined with auditory
speech sounds also leads to a reduced incidence of the McGurk effect. Since many VMC systems
have low quality video, this finding suggests that a low quality picture might actually be ‘safer’ than

a good quality picture when the audio and video streams are not synchronised.

Overall then, with respect to the low frame rates, small images and low quality currently common in
most MMC systems, and the fact that video tends to lag audio, the McGurk effect may not seem
very threatening. However, considering the Munhall et al. (1996) finding that temporal coincidence
is not necessary for the effect to occur, it is a consideration to be aware of. The literature suggests

that 15-17 frames per second are sufficient to perceive actual speech/facial movements (see next

°In the psychological literature the perceptual limit identified has tended to be longer than that identified in
the networking literature. For example, Munhall et al. (1996) cite the work of Dixon and Spitz (1980) who
showed that audio lag had to be greater than 250 ms before subjects noticed an audiovisual discrepancy for
the test syllables. This is likely to be the key to the discrepancy between psychological and networking
findings: Munhall et al. (1996) reports that the psychological research has tended to focus on syllabic
perception rather than continuous speech. The figures arrived at by the networking community investigating
the asynchrony tolerated in real speech should therefore be taken as a more realistic guide.
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section), and frame rates this high are already commonplace in some applications, meaning that the
effects of a mismatch between audio and video could become critical. One important proviso
though is the fact that the vast majority of research into perceptual effects such as the McGurk
effect has been passive, i.e. subjects are asked to identify what was said without having to interact
with the speaker, allowing attention to be fully focused on the speaker (Anderson et al., 1997a).

What happens in an interactive setting is as yet unclear.

Regardless of the McGurk effect, there is much evidence to suggest that visual information plays a
more significant role in speech perception at low frame rates than might initially seem likely. This

issue is considered in the following section.

3.3.3 The impact of frame rate on speech reading

In the natural world, the human face is in almost continuous motion - facial expressions are
dynamic, and can be as brief as 50ms in duration (Bruce, 1996). A reduced frame rate may
therefore be misleading for the correct perception of emotions, especially if the audio in use is
compressed or synthetic sounding such that prosodic cues are missing or altered. A person’s
momentary expression of faint surprise may represent a point of increasing or decreasing
amazement, so its relationship to both prior and subsequent expressive movements, and to

concurrent events in the world, needs to be known in order to interpret it properly.

Full motion video requires 25/30 frames per second, but perceptual benefits to communication can
be gained from frame rates far lower than this. Vitkovitch and Barber (1994) report that a rate of
16.7 frames per second may be sufficient for the transmission of speech/facial movements, whilst
Frowein et al. (1991), in studying videotelephony for the hard of hearing, found there was no
difference in speech perception when 15 or 30 frames per second was used. This may be because
vocal tract movements are relatively slow - less than 20 Hz (Munhall et al., 1996). These results
seem to indicate that a minimum of 15 frames per second is required for adequate speech reception.
However, Frowein et al. (1991) found that the addition of a video signal even at very low frame
rates (5 fps) led to a significant improvement in speech reception'®. Barber and Laws (1994) report
that, while lip-reading performance at 25 fps is 70% accurate, at 8.3 fps the performance is 55%,
which is still a surprisingly high figure. Ostberg et al. (1989) found that any increase in visual
representation of the speaker increases the listener’s tolerance of noise. Nevertheless, it should be

stressed that the frame rate required is likely to be highly dependent on the task being undertaken.

61



The RACE TELEMED project (1992) investigated the effect of frame rate on non-native lip-
reading performance, since anecdotal evidence suggested that non-native speakers of English found
it easier to comprehend English when they could see the lips of the speakers. Interestingly, the
researchers found that there was a difference in performancé between French and German speakers
(French speakers performed better), and that with French and English lipreading studies, there
seemed to be a slight advantage for a frame rate of 16.6 over 25 fps. This latter finding might be
due to the fact that subjects perform better when they have to concentrate harder, a claim Reeves

and Nass (1996) make with respect to impaired audio.

3.3.4 The impact of frame rate on interactive task performance

It has been suggested by some researchers that video at very low frame rates is not useful for
enhancing task performance, and might actually be detrimental to communication (see Whittaker,
1995). However, the effect of low frame rate video has tended to be measured in terms of the
process of the interaction, i.e. number of turns taken by participants and the degree of simultaneous
speech. Studies that have investigated the performance of a task, on the other hand, have found
little evidence that a low frame rate impairs performance. In studies investigating remote education
using desktop VMC, Kies et al. (1996) and Hearnshaw (1999) observed no impact of low frame rate
on learning. The RACE TELEMED (1992) project found no significant difference in
comprehension performance between a frame rate of 25 or 8.3 fps. A possible interpretation of
these low frame rate findings is that people find low frame rates distracting, and therefore rely on
the audio channel. This is supported by a TELEMED finding that there was an advantage for
audio-only over audio plus video. However, in this study the audio link was of high quality: when
the investigators repeated the experiment with background office noise, they found that the
advantage for audio-only disappeared. The result was interpreted to suggest that as auditory
interference increases, people will rely more on visual cues and information, a conclusion consistent
with the work of others (e.g. Frowein et al., 1991; Sumby and Pollack, 1954). In the Kies et al. and
Hearnshaw studies, however, the audio was not of high quality (i.e. bandwidth), and still no impact

of frame rate was observed.

Other findings (Anderson et al., 1997b) suggest that a high quality of video can actually impair
conversational behaviour (in terms of turn-taking and amount of speech generated). They

investigated the task performance and communicative data for two different tasks, the Map Task

10 Interestingly, this frame rate also seems to be the level at which the reading of finger-spelling and signing is
just receivable.
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and the Travel Game''. They found that with high quality video and the Map Task, turn-taking was
increased by 11% and 10% more words were used than in face-to-face (FTF) or audio-only.
However, when the Travel Game was played with only 4-5 frames per second, there was no
difference in behaviour between VMC, FTF and audio-only. Like so much of the literature on
VMG, it is likely that the impact of frame rate on task performance depends on the task that is

engaged in.

Leaving aside the issue of frame rate, the presence of a visual channel affects communication in

several other ways.

3.3.5 Speech production

Anderson et al. (1997a) report that face-to-face words are enunciated less clearly than words where
there is no visual contact. This effect occurs regardless of whether or not participants are gazing at
each other, and thereby utilising visual cues to help decipher the speech. The interpretation is that,
if speakers know that their listeners can see them, they are sloppier in their delivery of speech. If a
more careless delivery of speech were to be found in situations where the quality of video is not
good enough for visual aids to speech perception, such as lip movements, to be transmitted, the
implications for successful speech communication would be dire. Interestingly, however, Blokland
and Anderson (1998) report that when frame rates are low (5 fps), subjects enunciate more clearly
than in face-to-face settings. Although the authors interpret this as a negative finding (since it does
not emulate FTF behaviour), it should be interpreted as a positive finding in terms of MMC

communication, especially when there is a degraded audio link.

3.3.6 Gaze and taking turns

As Bruce (1996) states, “The prolonged stare means something different from the brief glance.”
The issue of eye contact and gaze is an important one for VMC, and a more detailed discussion of

gaze is now turned to, and how its presence or absence affects communicative behaviour.

There are two types of gaze: regular gaze (speaker looking at listener or listener looking at speaker,

usually focusing on the mouth) and gaze in which eye contact is made, mutual gaze (speaker and

'! The Map Task (Brown et al., 1984) is a collaborative problem solving task where participants must agree
on a route from two slightly different maps. The Map Task was developed in order to compare FTF with
audio-only communication. The Travel Game was developed to capture more of the social interaction that
can occur in VMC, and involves having to plan holiday routes (see Anderson et al. 1997b).
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listener looking at each other). Research has shown that neither type is used as often as might be
supposed during conversations. In face-to-face situations without visual distractions, Argyle (1990)
noted that gaze occurs only 50% of the time at the most, and the occurrence of mutual gaze is much
lower. Anderson et al. (1997a) suggest three reasons for this surprising lack of gaze in
conversations:

e eye contact can be taken as an unwanted indication of intimacy;

¢ looking at an interlocutor’s face can distract the speaker from thinking and planning speech;

¢ there may be a more pressing need for other visual information.

(Indeed with respect to this latter point, Anderson et al. (1997a) showed that, when visual
distraction is provided (in the form of the Map Task), only 30.2% of the speech time was concurrent
with gaze, and mutual gaze was found only 2.7% of the time. This finding is important since it can
be safely assumed that many VMC tasks will involve visual attention being directed at the shared

workspace.)

In VMC, however, gaze - especially mutual gaze - cannot easily be afforded. The key problem is
that of visual parallax (Short et al., 1976). Ostberg et al. (1989) expressed this as follows: “... a
camera positioned at the periphery of the display screen introduces a significant parallax - seeing
into the (virtual) eyes of your interlocutor does not mean that he/she will be seeing into your
(virtual) eyes. Direct eye contact is lost, and the resulting eye-gaze may actually be a source of

misinformation”.

However, even when eye contact is enabled in VMC (using an arrangement of mirrors to produce a
‘videotunnel’), different conversational behaviour is found in VMC compared with FTF
communication. O’Malley et al. (1996) compared frequency of gaze in high-quality VMC with that
of FTF communication and found that subjects using video gazed around 56% more often than
subjects in FTF communication. They postulate that this finding might be due to the novelty value
of VMG, or that the lack of co-presence leads to more gaze in an effort to gain more visual cues.
Whatever the reasons, it is clear that enabling eye contact in VMC is not sufficient to replicate FTF

communicative patterns of behaviour.

In most desktop VMC systems, though, eye contact is not possible, and the assumption is that the
communicative benefits that arise from gaze will be lost. Anderson et al. (1997a) summarise three
main functions for gaze in FTF communication:

¢ indicating that an interlocutor is attentive to a message;
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e emphasising a particular word through brief eye contact;

e facilitating turn-taking in a dialogue.

With respect to VMC, it could be argued that attentiveness and emphasis might be indicated by
facial expression other than eye contact, for example by nodding and raising eyebrows. However,
irregular frame update rates may be misleading: what moment in time is being shown by the video
image? The facilitation of turn-taking without recourse to eye contact poses a greater problem
though.'? Sellen (1992) reports that speakers tend to terminate their turn with a sustained gaze. In
VMC this behaviour can be problematic: when frame rates are low it could appear that a speaker is
maintaining a long gaze, when in fact the frame has not been updated recently enough.
Additionally, since every viewer receives the same view of, and visual cues from, the speaker, how

can one tell whom the speaker is gazing at or handing over to (Gale, 1991)?

This might suggest that what would arise is a chaotic series of interruptions, but in fact the
consequences of lack of eye contact in VMC are quite the opposite: turn-taking tends to become
more structured (Sellen, 1992). Overall, participants in VMC tend to take more turns and use more
words, but interruptions are fewer (see Whittaker, 1995; Anderson et al., 1997b). Blokland and
Anderson (1998) attribute this to “the general fact that communication becomes more formal when
it is mediated”. There seems to be something intrinsic to VMC that makes it more formal: with eye
contact enabled through a videotunnel, O’Malley et al. (1996) found that even more turns were
taken and more words used than in a condition without eye contact or audio-only. This is an
interesting result, since Boyle et al. (1994) reported that in FTF communication fewer words and

turns were required compared to audio-only communication.

Although turn-taking in VMC becomes more formal, task outcome is not usually affected, with one

exception: when the link between participants is delayed.

3.3.7 Delay

In section 3.2.4 the impact of delay on audio-only conversations was discussed. Although the
effects of delay are most critical with respect to audio, how does the presence of a delayed video

channel affect communication?

Anderson et al. (1997b; also reported in O’Malley et al. 1996) hypothesised that a delayed video

channel in addition to a delayed audio channel might lessen the detrimental impact seen in audio-

2 In MMC the issue of turn-taking is especially important since the technology is scalable and there is, in
theory, no limit to the number of participants in some conferences (Handley et al., 1993).
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only delay studies. However, even though the delayed channels were synchronised (so that the
overall delay was 500 ms), Map Task performance was significantly impaired, and the number of
interruptions even greater than in an audio-only delay condition. The finding suggests that a visual
channel does little to ease the negative effect of delay. However, the study involved the use of a
videophone for the delay conditions, which had slow frame rates, so even though the delayed
streams were synchronised, conflicting communicative signals may have been received from the
video image. This makes teasing out the effects of delay from those of frame rate difficult, and the

validity of the comparison should perhaps be questioned.

There can be little doubt that delay does impair the smooth flowing of conversations, however.
Surveying the somewhat meagre research into the perceptual effects of audiovisual delay in the
networking literature, Roy (1994) concludes that ideally end-to-end delay should be less than 300

ms in duration.

3.3.8 Image size and gesture

In videotunnel experiments, the image size is generally large (life-size). In desktop conferencing,
on the other hand, there is usually not enough space for large images, and the bandwidth and
processing requirements in any case tend to restrict the size of the image. Investigating the effect of
absolute image size on gaze behaviour, Monk and Watts (1995) reported that a small video image
(40 x 65 mm) results in a less fluent verbal interaction (in terms of turn-taking), but that gaze
behaviour is unaltered compared to a larger video image (103 x 140 mm). There has been relatively
little other research into the effects of image size outside the field of remote education. These
results have shown that although people prefer larger image sizes (i.e. CIF-sized) on the whole,
their objective learning has not been affected by the smaller image sizes (i.e. QCIF) (e.g. Kies et al.
1996; Hearnshaw, 1999). Reeves and Nass (1996) found that people recall more from larger
images. However, this recall is likely to be linked to the larger image itself, and not necessarily to

do with the purpose of a conference.

It is, of course, not just the size of the video window that will have a bearing on perception, but the
content of the window. Gestures and posture can be valuable sources of communicative
information, and in lieu of direct eye contact they may become more important in VMC. However,
the camera position and angle common in desktop VMC means that full body views are uncommon.
Heath and Luff (1991) observe that in FTF communication gestures catch attention because they are
generally in the periphery of the visual ﬁeld. Gestures in VMC, on the other hand, are not

effectively supported since they either are not visible (due to the field of view or camera angle, or
66



because frame updates are slow enough to miss them), or they constitute a very small area of the

total visual field (i.e. the computer screen).

In order to maximise the sense of presence of the remote participant(s), Reeves and Nass (1996)
recommend that in desktop situations the camera should zoom in as close as possible to the person.
Other researchers have found, however, that head and shoulders views are preferred over head only
(e.g. Frowein et al., 1991). When listeners look at a speaker, they take in additional information to
that available from the face. Support for this comes from O’Malley et al. (1996), who found that
more words were produced in a head-only condition, suggesting that the additional visual cues

available in a head and shoulders image condition might enable more effective communication.

3.4 Video - to use, or not to use?

Much research into VMC appears to be based on the premise that the use of a video channel can
only be justified if FTF communication is emulated. Surveying the findings from studies
comparing users working on a FTF group task with groups using audio and video channels and
solely audio channels, Whittaker (1995) concludes that video adds little or no value to task
performance, and that audio is the main medium of communication. He argues the finding that
even high-quality videoconferencing fails to replicate face-to-face communication processes is a
result of the fact that “... most videoconferencing systems do not support directional sound or
visual cues. They tend to present sound and picture from a single monitor and speaker which may
compromise sound direction, head turning and gaze cues in group interactions.” Others (e.g.
O’Malley et al., 1996; Anderson et al., 1997b) postulate that the video channel causes a cognitive
load that impairs conversational processes. Whatever the underlying reasons, there is ample
evidence that FTF behaviour cannot be adequately emulated by VMC. But how much does this

matter?

It could be argued that the main utility of video in VMC lies not in the determination of speech
sounds or the maintenance of eye contact, the speed of task outcome or the amount of turn-taking,
but rather the sense of presence that it allows. People simply prefer the video link to be there, even
when the frame rate is very low (5fps), as reported by Tang and Isaacs (1993). Since it is known
that the presence of video rarely impairs task outcome (Whittaker, 1995; Anderson et al., 1997b), it
is not clear that its use should be avoided simply because it does not allow FTF communication to
be emulated. Studies have shown that users make more use of the video channel than they think

they do (suggesting that it may be “... intuitive and transparent to the communication process”
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Gale, 1991)"°. Indeed, Tang and Isaacs (1993) report that users are disinclined to use desktop
conferencing when there is no video element. They concluded that the users’ desire for video arises
from the impact video has on the process of their interpersonal interaction, rather than from any

perceived effect on the product of their interaction on a task.

Many studies assert that users perceive the video channel to add value by offering a sense of
presence to the remote participants. Although people can translate cognitive and turn-taking cues
across to the audio domain, video remains much better at communicating affective cues: images on
a screen reassures that other participants are present (Whittaker, 1995). Gale (1991) found that
perceived social presence (Short et al., 1976) increases as a function of the number of
communication channels, i.e. shared whiteboard had less than whiteboard and audio, which in turn
had less than the full complement of whiteboard, audio and video. In general, people tend to
believe that the addition of video to an audio channel renders conversation more natural, and
increases the ease with which interruptions can be made and attention tracked, regardless of
objective findings that may counter this (Whittaker and O’Conaill, 1997). This distinction between
subjective and actual behaviour is an important one. Subjective opinion will make the difference
between a system being used and not being used, so affective and emotional elements should not be

marginalised or ignored.

Although little evidence has been found to support that the addition of a visual channel helps in
many collaborative tasks, it is accepted that it does help in tasks that involve conflict resolution and
negotiation (Short et al.,, 1976). Veinott et al. (1997) showed that the definition of ‘conflict
resolution’ could perhaps be broadened too, by showing that video improved performance when
non-native English speakers performed the Map Task together in English. No such advantage was
found for native speakers. It can therefore be safely said that researchers are still working to
determine which situations benefit from a video channel, and in lieu of evidence that it harms task
outcome, it would seem safer to leave it in real-time mediated communication, as long as it is not at

the cost of audio quality (see Whittaker and O’Conaill, 1997)".

' This seems to contradict the suggestion of O’Malley et al. that people use video more because they are not
used to it. There may, however, be no contradiction here: it is quite possible that people adapt to the use of
video very quickly (until they are unaware that they are using it). The O’Malley study involved subjects
using the equipment for one hour only, whereas the Gale study involved was a large repeated measures study
over a period of 3 weeks, meaning that Gale’s subjects would have had more chance to habituate.

' Whittaker and O’Conaill comment that some VMC systems may have concentrated on the video channel at
the expense of the audio channel. In MMC, audio packets get prioritised.
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3.4.1 VMC and tasks

One of the key reasons that researchers are as yet unsure of where the benefits (or otherwise) of a
video channel lie arises from the wide variety of environments in which the data has been gathered.
Ethnographic and experimental studies have necessarily involved different criteria for measuring
the effects of a video channel. In laboratory-based studies, many different types of task have been
used, ranging from collaborative tasks such as decision making and problem solving tasks (e.g.
Anderson et al., 1997b) to tasks with a more social content such as negotiating and bargaining (e.g.
Short et al., 1976). This range and variety of tasks makes it difficult to draw comparisons and
conclusions from the findings in general, and as Anderson et al. (1994) comment, “... not only have
different tasks been used in evaluation studies, but different methods of analysis have been
adopted”. As has been shown, these methods have included number of interruptions, efficacy of
turn-taking, and length of dialogue. There is an element of subjectivity as to how these are coded
and measured across studies, which has led to a difficulty in making a coherent whole out of the

result.

Another reason so many different methods of data gathering and analysis have been used arises
from the fact that there is no accepted methodology in the HCI community for the evaluation of
VMC. Commenting on the issues involved in evaluating new CSCW systems, Gale (1991) states
that: “Such evaluation marks a change of emphasis, away from human-computer interaction and
towards an approach which analyses human-human interaction and considers the technology
merely as a mediator. This causes problems for traditional HCI methodologies, such as video
taping users as they interact with their computers, or performing keystroke analysis. These are not

effective ways of studying how groups work together.”

The situation is particularly acute in the MMC environment, where the technology is already being
widely used in the academic and research communities, and there is still no agreed evaluation

methodology (see section 4.13).

3.5 How MMC communication differs

The vast majority of the VMC studies that have been discussed have been carried out across
experimental links where it has been possible to guarantee quality. An IP network, on the other
hand, offers no guarantees of quality, and indeed it is likely that quality will fluctuate throughout a
conference. Many of the studies reported have sought to replicate FTF communication through the

implementation of videotunnels in order to enable eye contact. Not only is eye contact not enabled
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in typical MMC communication, but the image size will generally be far smaller (i.e. QCIF or CIF)
than that enabled by videotunnels. Finally, the studies reported here have, in the main, involved
high quality audio and no headsets. MMC audio is narrowband, subject to packet loss, and

typically heard through headsets.

In MMC frame rates tend to be low, but some research suggests that this may not be a negative
factor: although it has been demonstrated many times with high quality video that the number of
words and turns required is greater in VMC than FTF or audio-only (e.g. Anderson et al. 1997b;
O’Malley et al., 1996), Anderson et al. (1997b) found that with a rate of 5 fps, there was no
difference in these measures compared to FTF and audio-only. The implication of this result is that
lower frames rates may actually be less ‘harmful’ (if a measure of successful task performance is
turn-taking; but see Monk and Watts, 1995) than higher frame rates in VMC. Taken in conjunction
with the Blokland and Anderson (1998) finding that speech is enunciated more clearly when video
frame rates are low, the prognosis for successful communication using video in MMC settings is not
bad. However, it does raise the issue of at what point, if any, increasing the video frame rate might

actually become detrimental to the performance of a task.

Most of the findings discussed in this chapter have looked at the impact on conversational
behaviour and task performance of VMC between two end-users only. One key advantage to MMC
is that more than two remote people (or groups) can work on a task together. In this type of
environment, some of the issues discussed may become more critical. For example, the lack of eye

contact and directional audio may be of more importance in larger groups.

3.6 Summary

This chapter has highlighted insights and findings from the VMC literature, and discussed how the
conditions of MMC communication differ from other videoconferencing environments and usage.
Bearing these facts and differences in mind, a clear high level research objective can be established:
the quality of the audio and video that is delivered in MMC communication must be assessed from
a subjective point of view, in the context of the MMC task that is being undertaken. But how can
the perceived quality be assessed in meaningful terms? The following chapter presents a review of
existing methods of assessing speech and video quality, with a view to establishing their suitability

or otherwise with respect to MMC conditions.
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Chapter 4: Measuring perception of speech and video

This chapter focuses on the existing methods available to assess speech and video perception.
Assessment- of speech perception has traditionally been divided into speech intelligibility and
speech quality. First, the methods used for the measurement of speech intelligibility are discussed,
followed by a discussion of objective and subjective speech and video quality measurement
methods. The conclusion of the investigation is that the most widely used methods for subjective
quality assessment of speech and video transmission, recommended by the International
Telecommunications Union (ITU), are not suitable for assessing the quality delivered in MMC
systems. However, a new continuous scaling method has just recently been recommended by the
ITU, and this is discussed in greater detail. The suitability of quality rating scales in general is
considered. The chapter ends with a discussion of what precisely the concept of ‘quality’ means in
the context of MMC.

A summary of many of the issues covered in this chapter was published in Watson and Sasse
(1998).

4.1 Measuring speech intelligibility

Intelligibility tests have generally been devised for the assessment of speech that is likely to be less
than foll (i.e. telephone) quality. The tests are suitable for use in assessing systems that are
synthetic or do not cater for the entire speech range (Kryter, 1972). According to the requirements
of the test, intelligibility test material can be syllables, words, sentences or passages of speech. The
task of the listener is to record or answer questions about what was heard. This description might
appear to suggest that these sorts of tests are suitable for assessing degraded IP speech
intelligibility. However, there are a number of problems that need to be considered, the major one
being that IP audio packet loss is unlike any other degradation previously encountered in the
telecommunications world. The four main types of intelligibility tests, and their immediate
suitability for assessing the intelligibility of speech affected by packet loss, are considered in the

following sections. A summary of this information is presented in Table 3.

4.1.1 Syllable tests

Syllable tests involve the training of listeners. Two main types of syllable tests are found, CV
(Consonant-Vowel) syllables, and nonsense syllables (constructed in the manner consonant-vowel-
consonant to form a nonsense word such as ‘geed’ - Kryter, 1972). Both tests require the training of
listeners in phonetic spelling. Syllable tests are generally used to highlight small differences

between systems - they are sensitive to small degradations. Packet loss over an IP network such as
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the Mbone cannot be classed as a small degradation: when packet sizes are large, there is a danger

that most of a syllable will be lost entirely.

4.1.2 Word tests

Word tests can be divided into those which offer the listener a choice of responses, such as the
rhyme tests (House et al., 1965; Voiers, 1977), and those which are free respoﬂse (Egan, 1948).
Word tests use monosyllabic words in order to minimise the redundancy found in longer words.
The rhyme tests offer a good means of assessing which spoken features are transmitted successfully
through a system (e.g. voiced sounds, nasals etc.), but the tests rely on critical consonants, and as
such are not useful for studying the effects of random packet loss. Egan’s (1948) monosyllabic
word lists provide a more useful test battery. Comprising lists of 50 phonetically balanced (PB)
words (i.e. the frequency of speech sounds such as plosives and fricatives are proportional to those
found in everyday speech), the listener must record which word was heard. There are no choices of

answer, and the test does not rely on the perception of a critical initial or final consonant.

4.1.3 Sentence tests

Sentence tests also fall into two categories. Harvard (phonetically balanced) sentences, for
example, are those which are constructed with 5 key words arranged in a variety of syntactic
structures such that the sentence is semantically correct. Listeners must perceive the key words
correctly (IEEE, 1969). A second type of sentence test has been devised so that the contextual
information of the sentence is minimised. The Haskins Laboratories SNST (Syntactically Normal
Sentence Test) has been constructed so that syntax is present but the sentence has no semantic
context (Nye and Gaitenby, 1974). Again, there are key words which must be recorded correctly.
Sentence tests make it easier to make speech quality judgements (since there is a longer stretch of
speech from which to form an impression), but the contextual information present in them mean

that intelligibility judgements tend to be less sensitive.

4.1.4 Passage tests

Prose passages are usually used as a test for the intelligibility of synthetic speech (Ralston et al.,
1991). Listeners hear a passage, and then answer questions about the material that was heard. It is
hard to avoid placing some emphasis on memory in tests of this sort, and as such prose passages
may not be the best measure for intelligibility. In addition, the means by which the passage was
recorded is important: normal everyday speech is spoken at a slower ‘conversational’ rate than the
‘clear’ speech with which people read aloud. Traditionally, passages used in prose tests have been
read from newspapers or journals, meaning that intelligibility results gained from the studies may

not translate well to the real world.

72



4.1.5 Assessing packet speech intelligibility

A search for the experimental methods that have been used to investigate the perception of packet-
switched network speech was carried out. The main finding is that the vast majority of studies have
asked listeners to rate the quality of the speech rather than the intelligibility (e.g. Gruber and
Strawczynski, 1985; Goodman et al., 1976; Suzuki and Taka, 1989; Wasem et al., 1988), because
the studies have generally addressed networks where degradation of the size and frequency
experienced on the Mbone is not common. Many studies have been carried out over ATM
networks (e.g. Nagabuchi and Kitawaki, 1992; Roy, 1994), where the packet sizes and losses are so
much smaller (ATM audio packets contain only 6 ms of speech information; the limit of human
perception is 4 ms) that when intelligibility is explicitly investigated, fine-grained tests such as the
CV (Consonant + Vowel) syllable test can be used (Nagabuchi and Kitawaki, 1992). As already
mentioned, however, syllable tests are not suitable for the assessment of Mbone packet speech

intelligibility.

When the perceived quality has been investigated, the rating method that has been used has
typically been that recommended by the ITU, the 5-point Listening Quality Scale, giving rise to the
Mean Opinion Score (MOS). This scale and the recommendations from that organisation are
discussed in section 4.4, but first a brief discussion of the difference between objective and

subjective speech quality measurement methods is provided.
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YL

Type of test material

Examples

Test method

Suitable for IP packet speech?

Syllables CVC (Consonant-vowel- Trained listeners must record what | No, since the duration of a packet can
consonant) nonsense syllables e.g. | they hear. match or exceed the length of a syllable.
thawf, zayk, geed

Words Rhyme tests e.g. MRT (Modified | Listeners must select which word | No, since rhyme tests rely on the
Rhyme Test). Selection choices was heard. perception of a critical consonant. In
might be fang, rang, gang, packet speech the consonant is likely to
bang, hang or sang. either be heard or lost completely.

PB (phonetically balanced) Listeners must record the word Possibly, since training of subjects is not

monosyllabic words e.g. jell, they hear. required and there is little contextual

rope, chew, queen. redundancy, but large packets could
exceed the duration of a word.

Sentences Harvard phonetically balanced Listeners record what they hear. Yes, but the contextual redundancy
sentences e.g. Feed the white Scoring relies on the correct present in the sentences may mean that
mouse some flower seeds. perception of key words. the sensitivity of this test is reduced.

Yes, although the contextual redundancy
Haskins syntactically normal, Listeners record what they hear. is reduced, the sentences are composed
semantically abnormal sentences | Scoring relies on the correct of monosyllables only, and always
e.g. The sick seat grew the perception of key words. follow the same structure: ‘The
chain. (adjective) (noun) (verb, past tense) the
(noun).’
Passages Extracts from magazines/ Listeners answer questions on the | Possibly: reservations include the fact

newspapers, usually about 30
seconds in duration.

material after it has been heard.

that assessing perception of passages
places emphasis on memory and
interpretation as well as hearing.

Table 3: Speech intelligibility test methods




4.2 Objective versus subjective speech quality assessment methods

There are both objective and subjective methods of obtaining perceived speech quality.
Objective methods allow subjective quality to be predicted on the basis of psychoacoustic
modelling (e.g. Beerends and Stemerdink, 1994; Hollier and Cosier, 1996), whereas subjective
methods involve playing sample stimuli to listeners and gathering opinion data. This thesis will
consider only subjective methods, for the following reasons:

e Psychoacoustic models can only be validated through correlation with subjective results.
Since multi-way communication over IP networks is a relatively new research area, there is
a dearth of subjective results against which to measure any new model. The degree of
degradation that can be experienced over IP packet networks is larger than that commonly
experienced in other networks, so there is no justification for using current perceptual
modelling techniques that have been validated against subjective results for other ‘less
lossy’ networks.

e As discussed in section 2.8, the number of factors that can affect perceived quality in
multicast multimedia conferencing is very large. The different perceptual weights of these
factors need to be ascertained. This is particularly crucial in terms of the task that people
are undertaking in the conference. Although the importance of task and other factors such
as expectation has been recognised (e.g. Hollier and Cosier, 1996), as yet their impact has
not been added into the models. This is because investigating the impact of task and
expectation on perceived quality is non-trivial.

e That objective modelling techniques have been validated against subjective opinion ratings
is of course proper and laudable. However, as will be made clear in the latter part of this
chapter, there is evidence that the subjective opinion scales themselves may not be the most

sensible or valid method of gathering data.
For these reasons this thesis considers only subjective methods in detail.

Commonly used subjective measurement methods for speech and video are now presented and

discussed.

4.3 Subjective measurement methods

Measuring subjective quality of speech and video images has been a field of enquiry ever since
military and commercial bodies first began to develop the technologies to transmit these media.
Over the years, the need to standardise different testing methods and conditions emerged, in
order that different laboratories in various parts of the world could compare results and attain

the same standards. This movement culminated in the establishment of bodies such as the ITU
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(formerly the CCITT and CCIR) and the European Broadcasting Union (EBU). Today, it is the
ITU recommendations that are in most widespread use, and as such it is to the ITU that most

researchers turn when seeking quality assessment methods.

Until very recently, there have been no explicit ITU recommendations for the subjective
assessment of multimedia applications, but rather the ITU-T and ITU-R recommendations
which address speech transmission over telephone networks, and audio and video quality over
entertainment and broadcasting systems, respectively. The recommendations are designed for
application in controlled testing environments with defined viewing and listening conditions. It
is normal practice for the test stimuli to be anchored by playing pre-test examples of the ranges

that the subjects can expect to hear or see.

In the following sections the most widely used subjective measurement methods for speech and
image quality are presented and discussed with respect to applying them to MMC speech and

video.

4.4 Speech quality scales

There are a number of ITU-T recommendations pertaining to the assessment of speech
transmission, gathered together in the P series. These are contributed to and updated every few

years by international study groups.

Of the various recommended methods for the subjective determination of transmission quality
covered in Recommendation P.800 (ITU-T P.800), the two key types are conversation opinion
tests and listening opinion tests. The recommended rating scale for both is a 5-point category
scale commonly known as the quality scale. In conversation tests, a binary difficulty scale
follows the (connection) quality scale. Listening-only tests can also be assessed via the

listening effort scale. These scales are shown in Figure 7, (a)-(c).

The recommended material for listening tests is groups of short sentences such that the duration
of each individual test stimulus is somewhere between 5 and 15 seconds (ITU-T P.800). In
conversation tests, it is recommended that each conversation should have a natural beginning
and ending and be of sufficient duration that a full impression of the quality of the connection
can be obtained. In many cases this requirement necessitates some kind of conversational task

to be provided, since people are notoriously poor at talking to order.

Results from category scales such as the quality and listening effort scales are averaged across

subjects in order to provide a Mean Opinion Score (MOS).
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4.4.1 Other speech quality tests

There are a number of other ITU-recommended listening test scales, which are listed briefly

below and illustrated in Figure 7, (d)-(g).

The loudness preference scale is a 5-point category scale used to investigate volume issues,
and is shown in (d). With respect to MMC speech, volume is a factor most often under the
control of the users, not the system itself, which renders the scale not particularly useful.
(However, the issue of volume does become problematic in MMC when there is more than
one sound source - see section 8.2.)

The quantal-response detectability method is used to determine whether a particular
attribute of a sound, for example echo, is detectable or not. Different degrees of
detectability can be assessed by adding in more points to this type of scale. The most basic
scale is illustrated in (e).

The degradation category rating (DCR) method compares the system under test with a high
quality fixed reference, and the degradation is rated on a 5-point scale (f).

The comparison category rating (CCR) method involves comparing an unimpaired speech
sample with an impaired one and evaluating the difference between them on a comparison
scale shown in (g).

The threshold method entails direct comparison of a transmission system again with a
reference system. A pair of stimuli are presented to the listeners, consisting of the test and
the reference condition, and the listeners are asked to indicate which of the stimuli had the
highest quality - a preference rating. The listener must choose whether stimulus A or B was

better. This method is therefore a forced choice comparison.

The issues that are of import in the application of these methods to subjective measurement of

MMC speech are now examined.

4.4.2 Applying the scales to the assessment of MMC speech

As discussed in section 3.2.4, the main characteristics of MMC speech are that it is (in the main)

narrowband, subject to network loss and different repair methods, and therefore generally lower

than telephone quality. Its quality is also unstable, since at present there is no guaranteed level

of service. Consideration of these facts in relation to the ITU testing methodologies described

above can be broken down into the key areas of:

the vocabulary of the scale labels;
the length of the recommended test material;

the conversation difficulty scale.
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Quality of the speech/connection Score Did you or your partner have any difficulty in talking

Excellent 5 or hearing over the connection?

Good 4 Yes 1

Fair 3 No 0

Poor 2

Bad 1 (b) Conversation difficulty scale

(a) Listening quality scale

Effort required to understand the meaning of the sentences Score
Complete relaxation possible; no effort required 5
Attention necessary; no appreciable effort required 4
Moderate effort required 3
Considerable effort required 2
No meaning understood with any feasible effort 1
(c) Listening effort scale
Loudness preference Score
Much louder than preferred 5 Degradation is inaudible 5
Louder than preferred 4 Degradation is audible but not annoying 4
Preferred 3 Degradation is slightly annoying 3
Quieter than preferred 2 Degradation is annoying 2
Much quieter than preferred 1 Degradation is very annoying 1
(d) Loudness-preference scale () Degradation opinion scale
The quality of the second compared to the
firstis:
A Objectionable
B Detectable 3 Much better
C Not detectable 2 Better
1 Slightly better
(e) Detectability opinion scale 0 About the same

-1 Slightly worse
-2 Worse
-3 Much worse

(g) Comparison category rating scale

Figure 7: ITU-T recommended speech quality measurement scales

MMC speech is subject to a range of network and environmental degradations. Given these
facts, the labels on the listening quality scale (i.e. Excellent, Good, Fair, Poor and Bad) are
inappropriate. It is unlikely that listeners would rate the quality of the speech as Excellent, even
after training. It is far more likely that responses would be concentrated at the lower end of the
scale, and this likelihood has been borne out in both experimental and field studies carried out
as part of this thesis (see, for example, sections 5.1 and 5.2). The listening effort scale is a
better measure of conversational quality since it encompasses a measure of both intelligibility
and quality. However, with respect to the category labels on this scale, it is even easier to see
how a bias towards the lower end of the scale might occur, since ‘complete relaxation’ when
listening to MMC speech is rarely possible. The labels on the DCR actually appear to be the
most suitable in terms of assessing the effect of packet loss and repaired speech. However, the

DCR has been found to be most effective when the impairments to be measured are small,
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which is certainly not the case in best-effort packet network speech. The issue of scale

vocabulary will be discussed further in section 4.10.

The variable network conditions that affect some real-time services mean that speech quality
can, and often does, change rapidly and unpredictably’”’. In listening-quality tests, the
recommended test material is short in duration (5-15 seconds). This length of time does not
afford the opportunity to experience the unpredictability of some networks, or - if loss rates are
low - the full potential of the resulting impairment. Obviously, if the duration of the material
needs to be longer than 15 seconds, then this makes the use of double-stimulus methodologies
such as the CCR, forced choice and DCR problematic, since the subject will begin to make
decisions based more on cognitive than perceptual effects, i.e. memory effects will start to play

arole.

Finally, it is recognised that the best measure of subjective quality will be gained from people
engaging in a conversation over a connection. In laboratory settings these conversations can be
quite artificial, but there are obvious benefits over passive listening-only tests. However, the
connection quality is unlikely to remain constant throughout the conversation in MMC
communication, which raises the question of what part of a conversation people are rating. In
addition, the binary difficulty scale is patently unsuited for the assessment of MMC
conversations, since even a small amount of packet loss is likely to cause difficulty in hearing or

talking, even if short-lived.

As can be seen, then, there are important issues to be aware of that render the straightforward

application of ITU-recommended methods to the measurement of MMC speech problematic.

The next sections present the ITU-R recommended methods of assessing image quality, and

discuss which methods might be appropriate for the assessment of MMC video quality.

1% Variation of quality has its own effect, independent of the quality level — it has been demonstrated that
if users have a low expectancy of the quality delivered, they will rate the same level of objective quality
higher than those with a high expectancy. However, this remains true only when the quality level is
predictable to users (Bouch and Sasse, 2000).
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Image quality Score

Excellent 5 Excellent
Good 4 -1 -1
Fair 3
Poor 2 Good L N
Bad 1 . B
Fair
(a) Image quality scale
-4 -+
Poor
Bad
Image impairment Score (¢) Double stimulus
Imperceptible . 5 continuous quality scale
Perceptible, but not annoying 4
Slightly annoying 3
Annoying 2
Very annoying 1
(b) Image impairment scale -3 Much worse
-2 Worse
-1 Slightly worse
0 The same
1 Slightly better
2 Better
3 Much better

(d) Stimulus comparison scale

Figure 8: ITU-R recommended image quality measurement scales

4.5 Image quality scales

The subjective assessment of image quality falls under the brief of the ITU-R, and in particular
the recommendation ITU-R 500. In the assessment of image quality, single stimuli are rated
using the quality scale or impairment scale, and comparisons to reference conditions are made
using the double stimulus impairment scale (DSIS), the double-stimulus continuous quality
scale (DSCQS) or the stimulus comparison scale (ITU-R BT.500-8). These scales are shown in
Figure 8, (a)-(d).

The DSIS (also known as the EBU) method presents the viewer with two images per test. One
is the test image, and the other is a reference image against which to rate the test image. The
presentation of the stimuli is cyclic: first the unimpaired reference picture, and then the same
picture, this time impaired. Viewers are asked to judge the impairment of the second image

compared to the first (Figure 8, b).
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In the DSCQS method, the viewer is presented with a pair of pictures, one of which is the test
picture, and the other a reference. The viewer is not told which is which. The viewer is allowed
to switch back and forth between these pictures before making a quality judgement for both
pictures on the scale (Figure 8, ¢). The viewers insert a mark anywhere on the scale, and in

scoring the scale is translated into a 0-100 range.

The recommended duration of video test material is 10 seconds.

4.5.1 Additional image quality methods

In addition to the adjectival categorical methods (the quality and impairment scales) described
above, numerical categorical and non-categorical methods can also be used. Numerical
categorical judgement methods involve the user assigning a number as a rating e.g. a number
between 1 and 11 on a scale. An 11-grade numerical scale such as this has proved to be more
reliable and sensitive than adjectival methods when there is no reference available. Non-
categorical judgement methods require the viewer to assign a rating value either on a point on a
line drawn between semantic labels (continuous scaling), or to assign a number that reflects a
value on a specified dimension. Both forms result in a distribution of numbers for each

condition.®

The utility of these scales with respect to MMC video is now considered.

4.5.2 Fitting the scales to MMC video

As discussed in section 2.8, one of the prime characteristics of MMC video is that it tends to be
of low frame rate with irregular updates. The image tends to be blocky and relatively small.
These traits render the use of the ITU-R recommended assessment methods inappropriate on the
basis of the following reasons:

e the magnitude of the impairment;

e the vocabulary of the scale labels;

e the duration of the test material;

e the artificiality of assessing video without audio.

The ITU-R recommendations are primarily concerned with establishing the subjective
performance of television pictures. This means that in terms of colour, brightness, contrast,
frame rate etc., the quality component under investigation is already assumed to be of a high
standard, which is simply not the case for MMC video. Like MMC speech, MMC video is

characterised by a large variety and range of impairments, which can change rapidly. This trait
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means that the single and double quality impairment tests are not suitable, since, as is reflected
in the terminology of the scale (imperceptible/perceptible), they have been designed to
determine whether individual small impairments are detectable. In the case of the DSIS in
particular, the test has been shown to be more reliable for small rather than large impairments,
meaning that it certainly is not a sensible method to use in assessing MMC video. The DSCQS
is considered to be especially useful when it is not possible to provide test stimulus conditions
that exhibit the full range of quality, which suggests this method would be better suited to the
assessment of MMC video than the impairment scale. However, the problem with vocabulary

still remains, as will be considered next.

With respect to use of the quality scale, the same criticism can be levelled as to its use with
MMC speech: the vocabulary is unsuitable, and therefore it is expected that responses will be
biased towards the bottom of the scale. Use of the DSCQS at least permits scoring between the
categories (the subject places a mark anywhere on the rating line, which is then translated into a
0-100 score), but it is still the case that subjects shy away from using the high-end of the scale,
and will often place ratings on the boundary of the good and excellent ratings (Aldridge et al.,

1995). This is a common finding in rating scale studies.

The quality tests typically require the viewer to watch short sequences of approximately 10
seconds in duration, and then rate this material on the relevant scale. However, it is not the case
that a 10-second video sequence would be representative of MMC video or long enough to
experience the types of degradations common to MMC video (this type of problem has also

been encountered in high quality video studies, and will be discussed in section 4.8).

Finally, the quality judgements are supposed to be made entirely on the basis of the picture
quality. It should be questioned whether it makes sense to assess MMC video on its own (i.e.
without audio) in this manner, given that it is commonly experienced at low-frame rates and
small image size. At present, it would be true to say that the video image in MMC is not the
focus of attention in the same way that the picture is when we watch television. It can be argued
that the utility of the low frame rate video used in MMC arises mainly when it is used in
conjunction with audio (and perhaps shared workspace), and so it is only in real task
environments that it makes sense to evaluate the subjective quality of the video. It would be
highly unusual, if not inconceivable, for users to be using low frame rate video as the sole

means of communication across the Mbone at present'’. For this reason, some of the

' These methods have also been applied to speech assessment (Handbook of Telephonometry).

'7 As desktop machines become increasingly powerful, and bandwidth reservation protocols take force,
video frame rates in MMC will increase. It is already possible to communicate via video alone (e.g. using
sign language), but for the purposes of this thesis the investigation is restricted to the average conditions
experienced by the average user in the late nineties: 2-12 frames per second.
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recommendations of the P.900 series, which specifically address audiovisual quality in

multimedia services, should be more relevant.

4.6 Audiovisual quality in multimedia services

ITU-T Recommendation P.910 presents non-interactive subjective assessment methods for the
evaluation of low and medium quality digital images (bit rates of up to 2 Mbit/s). The
recommended test methods are the 5-point quality scale, the 5-point impairment scale (see
Figure 8) and the pair comparison method, where viewers indicate which of two test stimuli

they prefer.

The quality and impairment scales have been encountered already, and the queries raised about
their validity for investigation of MMC quality apply here too (see section 4.4.2)'8. The pair
comparison method is recommended for use when several of the test items are nearly equal in
quality, since it is high in discriminatory power. This alone renders it an unsuitable test for

assessing MMC video.

Interactive test methods are covered by P.920 (ITU-T P.920). The methodology in this
recommendation is based on conversation opinion tests. Conversational tasks more suited to the
assessment of audiovisual quality than conventional conversational tasks (since they do not
require attention to be focused elsewhere than the video medium) are proposed, but the rating
scales that are to be applied after carrying out these tasks are the same as before: the 5-point
quality scale is recommended for assessing the video quality, the audio quality and the overall

audiovisual quality."®

4.7 Interim summary

In the previous sections the most widely used ITU-recommended subjective assessment
methods for speech and video quality were described. As mentioned in section 2.3, these
methods were originally developed to assess delivered quality in analog and CSN environments,
which have very different characteristics compared to PSNs such as IP-based networks. One of
the biggest problems in applying the existing methods to the assessment of MMC speech and

video is due to the unstable nature of packet networks: quality can fluctuate rapidly and to a

'® The recommendation does suggest that for the assessment of low-bit rate video codecs, rating scales
with more than 5 grades can be used. The suggestion, however, does not extend to a different vocabulary
on the scale, but rather a 9-grade scale where the 5 quality scale categories are used as labels for every
second grade on the scale. Thus, the problem vocabulary remains.

'° The only unfamiliar scale is one that addresses the effort needed to interrupt - a potentially valuable
measurement when dealing with communication networks where delay plays a significant role. Again,
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great degree. This means that assessing the quality of short segments of MMC speech or video
may not be very meaningful, since it does not model what actually happens in the real world. If
the test material is lengthened, the risk of measuring cognitive (memory) effects rather than

perception of quality arises.

What is required is a means of measuring perceived quality in a dynamic fashion, as and when
the changes occur. Dynamic rating methods are better suited to HCI evaluations, since they
allow the perceptual effect of different quality levels to be registered and recorded instantly.
The requirement for dynamic rating was identified in the research area of high quality digital
video (MPEG-2), and has culminated in the development of a new assessment method, the
Single Stimulus Continuous Quality Evaluation (SSCQE). It should be noted that the SSCQE
was being developed at the same time as the research reported in this thesis, but for sake of

completeness is reported now.

The next part of this chapter describes the method’s development and applications.

4.8 The need for a continuous rating scale

Variable bit rate networks and new digital video channels cannot be best assessed via still
pictures or short segments of 10 seconds duration (as recommended for the DSIS and DSCQS),
for a number of different reasons. Firstly, a duration of 10 seconds may not be long enough to
experience the quality variations that people would commonly experience in their home or
office environments. However, the solution is not as simple as merely increasing the stimulus
length in order that the full range can be encountered. The lengthened test time caused by
showing two 30 second (or longer) segments - as opposed to only 10 second segments - render
the use of the double stimulus methodologies problematic due to available time and subject
fatigue. More importantly, however, Aldridge et al. (1995) found that, when the presentation
length was increased from 10 to only 30 seconds, a human memory phenomenon, the recency
effect, occurred. The recency effect is associated with working, or short term, memory whereby
there is a recall advantage for the most recently presented material over what has been presented
before. Obviously, this means that quality ratings attained from segments as long as/longer than
30 seconds will be biased by what has occurred in the most recent part of the display. Whether
the segments are 10 seconds or longer, however, the method always implies that subjects will be
registering an impression formed over time (de Ridder and Hamberg, 1997). Therefore, a new
method has been sought and developed, entailing a new use of a single stimulus. This research

was carried out, in the main, under the RACE MOSAIC (Methods for Optimisation and

this is a 5-point scale with the categories: No Effort, Minor Effort, Moderate Effort, Considerable Effort,
or Extreme Effort.
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Subjective Assessment in Image Communication) project. The resulting method is termed the
SSCQE (Single Stimulus Continuous Quality Evaluation), and is intended for use in assessing
the quality of digital TV pictures using long test sequences (which are more representative of
real world viewing material). The SSCQE has since been included in the most recent version of
recommendation ITU-R BT.500 “Methodology for the Subjective Assessment of the Quality of
Television Pictures”. The method is unique in this recommendation in that it advocates the
inclusion of an audio channel while the video quality is being rated, bringing the assessment

situation closer to that of the real world.

The SSCQE follows a similar approach to the direction the thesis research took (see the QUASS
studies presented in sections 7.1 and 7.4). The similarity of the approaches reflects a growing
awareness in the research community at large that a new method is required to evaluate time-

varying quality from a subjective standpoint.

4.8.1 How SSCQE works

The SSCQE method involves continuous quality evaluation by the subject using a hardware
slider with a linear range of 10 cm. It is usual for the range of the scale to be labelled with the
ITU quality labels Excellent, Good, Fair, Poor and Bad, as per the DSCQS method. However,
these labels can be altered to fit the requirements of the test (see next section). The position of
the slider is registered at 500 ms intervals. Means and standard deviations of each point of vote
are calculated over subjects and represented graphically, which permits a detailed examination
of subjects’ voting behaviour across time. Individual voting behaviour can also be illustrated

graphically.

4.8.2 Applications of SSCQE
The ACTS (Advanced Communications Technologies and Services) project TAPESTRIES (The

Application of Psychological Evaluation to Systems and Technologies in Remote Imaging and
Entertainment Services) (1997) has used the SSCQE extensively to investigate the effects of a
number of different dimensions on perceived video quality, including the use of audio. In these
studies, the SSCQE has been adapted to fit the requirements of the test. For example, one study
assessed - subjects’ perceived correlation between what they heard and what they saw in a
multimedia learning environment where two types of video transmission were compared, Super
High Definition TV and standard broadcast TV. The scale was adapted such that the 5 labels

were: Very clearly visible, Clearly visible, Visible, Not clearly visible, and Not visible at all.
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Another study used the SSCQE method in a videoconferencing environment, where two groups
of 3 people played a variety of games across a connection where the effects of audio bandwidth,
sound spatialisation, sound level, delay and video bit rate was examined. In this study the scale

was bounded by the adjectives Excellent and Bad only.

These studies show that the SSCQE can be used for the assessment of attributes other than
perceived picture quality. However, conclusions about the relative effects of variables such as
bandwidth, delay and bit rate are hard to draw, stemming from the fact that the SSCQE was
designed in order to measure the quality of a service in real world conditions rather than to draw
out the fine-grained effects of certain variables (ACTS TAPESTRIES, 1997). Plus, there is
undoubtedly a confounding element due to the performance of a task during rating, as was noted
in the videoconferencing study where subjects were actually communicating over a link, rather

than simply watching a video and monitoring the quality.

That there is a conflict between interactive task performance and using the SSCQE method is

clear. But is the method otherwise effective and reliable?

4.9 Behavioural traits of continuous evaluation

A number of points about subject behaviour when using the SSCQE need to be noted. The
primary question is obviously whether subjects are able to track the changes in picture quality
as and when they occur. From both the ACTS TAPESTRIES project and the studies carried out
by Aldridge et al. (1998), the answer is clearly ‘yes’, with a few provisos. Firstly, it can take a
few seconds for subject responses to settle. Aldridge et al. (1998) noted in one study that this
period can be as long as 15 seconds from the start of the test. Secondly, it has been observed
that subjects are better at noticing drops in quality than improvements. The reaction to drops is
much quicker than to improvements, and when an impairment is over, the slider is rarely
returned to the original quality level. Aldridge et al. have hypothesised that viewers may
readjust their standard or baseline after such an impairment, a type of adaptation that is also
seen in analogue TV quality studies. Thirdly, there is a delay between the subject perceiving a
change in quality and moving the slider. de Ridder and Hamberg (1997) have suggested that
this is about one second in length, but in a previous paper suggested it was somewhat longer,
approximately 2 seconds (Hamberg and de Ridder, 1995). It could be presumed that this delay

may vary as a function of the material/task that a person is engaged in.

The concept of an anchor for such long presentations, where the whole point is to experience a
range of conditions, is essentially untenable, and so anchors have not generally been provided or

used in SSCQE studies. Aldridge et al. (1998) comment that an anchor does not seem to be
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required for use with the SSCQE since the presentations in the studies are literally thousands of
seconds longer than the traditional 10 second presentations. They suggest that since a great
range of material can be presented during this time, the “technique may be self-anchoring to

some extent.”

Finally, it.has been observed that there is a discrepancy between the ratings subjects give using
the SSCQE, and an overall quality rating at the end of a session. For example, impairments
occurring 20-30 seconds prior to the end of the presentation will be registered with the SSCQE,
but seem to have little bearing in the overall quality rating collected at the end of the session.

This discrepancy and its implications will be discussed in greater detail in the following section.

4.9.1 Investigating other potential effects

Aldridge et al. (1998) investigated a number of different factors that might impinge on
performance when using SSCQE for prolonged intervals:

o fatigue;

e severity and duration of impairment ;

e  drift;

e instructions to subjects when audio is present.

4.9.1.1 Fatigue

In order to determine whether subjects become fatigued during longer rating sessions using the
slider, the authors compared the results from a ‘long’ (24 minutes) and a ‘short’ (10 minutes)
group. Both groups watched MPEG-2 coded video at 4 Mbit/s except for 1 minute of 1Mbit/s,
which either appeared in minute 6 (for the short group) or minute 20 (for the long group). It
was hypothesised that if fatigue affects continuous responses, the long group’s tracking of poor-
quality video would be worse than the short group’s since they would have become less
responsive to variations in picture quality (through fatigue). However, it was found that the
long group was actually more sensitive to quality variations than the short group, indicating that
fatigue could not be playing a role. Indeed, the investigators concluded that “... the use of long
test sessions appears to improve rather than impair subjects’ ability to react to and identify
coding errors.” Subjects filled out a 9-item questionnaire at the end of the session on using the

slider as well, and this subjective data also showed that fatigue was not playing a role.

4.9.1.2 Severity and duration of impairment

The subjects were additionally asked to provide an overall quality rating at the end of the
session. It was found that the ‘long’ group did not give significantly higher overall quality
ratings than the ‘short’ group, despite the fact that only 1/24™ of their material had been of poor

quality compared to the short group, who experienced 1/10™ as poor. This interesting finding
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was examined in more detail in a study which compared the overall rating of quality subjects
gave at the end of a session with the continuous rating gathered by the SSCQE. Subjects were
presented with three 30 second video clips, all coded at 4 Mbit/s, where one clip had 5 seconds
of 1 Mbit/s quality inserted, and one had 10 seconds’ worth. Using the DSCQS to extract an
overall rating of the segments they found that the control condition (i.e. with no 1Mbit/s section)
was rated best, but that there was no significant difference between 5 and 10 second conditions
in terms of overall quality rating. However, results from the SSCQE showed that subjects do
register the difference between 5 and 10 seconds of poor quality, which suggests that the
duration of an impairment does not have a direct bearing on overall retrospective judgements.
The authors report that this interpretation fits well with psychological studies of affective
responses to positive and negative stimuli. They cite research that has shown that when subjects
are presented with short (35 seconds) and long (113 seconds) video clips of a painful medical
operation, and asked to give both continuous and overall ratings, overall ratings are influenced
to a large extent by the peak intensity of the episode (i.e. the single most severe event), but the

duration of the episode does not play a key role in forming perceptions.

The implication of this result is that in terms of retrospective picture quality perception, it may
not be so important to recover quality as quickly as possible, but rather to protect against severe

drops in quality in the first place.

4.9.1.3 Drift

Aldridge et al. (1998) were keen to determine whether responses drifted over time, owing to
lack of awareness on the subject’s part of the slider position. They compared the SSCQE results
from two groups of subjects watching a film coded at 2 Mbit/s, a level at which impairment
visibility varies considerably. One group watched the entire 24 minute segment at one sitting,
and the second watched it in three 8-minute segments where the slider was returned to midpoint
of the scale after each break. A divergence in the results between the groups was not found in
general - a greater fluctuation for the second group was attributed to the resetting procedures
during each break. It was concluded that drift does not occur, at least in sessions up to 24

minutes in duration: subjects remain aware of the position of their slider.

4.9.1.4 Instructions to subjects when audio is present

In the interests of maximising the similarities between the experimental set-up and real world, it
was considered that subjects should be rating the quality of video while audio was also being
played, as would happen in the real world. However, this raised the issue of what the subjects
should be asked to assess: the picture quality only, or the overall (picture and sound) quality?
Two groups of subjects were again compared in their ratings of 23 minutes of impaired video
accompanied by unimpaired audio. One group was told to rate the picture quality, while the

other was told to rate the overall quality. No statistical difference was found between the two.
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This finding suggests that subjects take into account audio quality in addition to video quality

whether consciously or not, and reveals the interactive relationship between audio and video.

4.9.2 Assessing perceived audio quality

Kokotopoulos (1997) reported a study that investigated the use of SSCQE in a multimedia
system for distance learning. The study involved the use of MPEG-2 video and MPEG-1 audio.
Unlike the other studies discussed above, Kokotopoulos varied the quality of the audio coding
in one of his experiments, holding the video quality constant. The test sequence (2 mins 40s in
duration) was subject to different bit rate compressions in order to cause the audio impairments.
Watching the unimpaired video and listening to the soundtrack (with impairments) from a
speaker directly below the monitor, it was found that subjects were able to rapidly track the
drops in coding quality. As with the video studies, it was again observed that subjects are

slower at responding to improvements than degradations in quality.

Kokotopoulos additionally asked subjects to provide an overall quality judgement of the test
sequence. A comparison between the overall quality ratings for a video-impaired sequence and
the audio-impaired sequence suggested that audio quality was of greater importance to the
subjects than the video (at least in this distance learning scenario), since the mean rating for the
audio-impaired sequence was less than half as good as that for the video-impaired sequence.
Although it is hard make direct comparisons between audio and video degradations in terms of
the overall impressions they make, this finding is in keeping with other research that has found
that the audio channel is more important than the video channel in most multimedia situations

(e.g. Sasse et al., 1994a).

4.9.3 Discussion

The SSCQE was developed originally for the assessment of digital video impairments. The
reasoning was that digital video such as MPEG-2 afforded visible quality impairments that
varied over time, and that a new assessment methodology was required to capture the perceived
quality of the transmission. As de Ridder and Hamberg (1997) observed, small coding errors
are far more likely to be noticed in short or static segments of video than in a continuous
assessment approach where the subject’s attention is focused on the main action, as it were.
This makes the SSCQE a more realistic assessment tool when the goal is to model a home or
office environment. However, in terms of applying it to IP multicast video, it is doubtful that
the SSCQE is a useful technique, since the current quality (i.e. frame rate and size) of the image
is of a much lower standard than MPEG video - the nature of the impairment in IP packet
networks is very different to that of the bit errors seen in MPEG transmissions (see section

2.3.3). As has already been stated, what is of interest in MMC is whether the video quality is
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good enough for a certain task to be accomplished satisfactorily, not to what degree the coding
impairments are visible. It is not clear that the SSCQE would enable this information to be

gathered.

Investigations into the utility of the SSCQE have found that there is a discrepancy between the
overall quality results registered at the end of a session, and the continuous opinions registered
with the SSCQE. Whilst it could be argued that it is the overall end opinion that matters more
(in that it is the overall opinion on which people are likely to base a judgement on whether to
reuse a system or not), the SSCQE method affords a valuable means of assessing where and
when drops in perceived quality occur, which would permit interpretation to be made of why a
session may have been awarded an overall rating of Poor. This ability could prove especially
valuable in terms of evaluating MMC speech quality - as previously stated, one of the key aims
of the research presented in this thesis is to identify where the (perceptual) quality boundaries
lie, such that resources are not squandered unnecessarily. That Kokotopoulos (1997) has
successfully applied the SSCQE technique to the assessment of bandwidth impaired audio is

therefore very encouraging.

The SSCQE is a new development and is not yet widely used, and in the meantime it is likely
that category scales giving rise to MOS will continue to be used since they are quick and easy to
apply, and results are apparently simple to understand. However, there remain serious issues
that need to be raised with respect to the validity of these 5-point scales (and by extension to the

terminology that is often used in the SSCQE).

4.10 The nature of the international interval scale

In evaluating speech and video quality, it has been the 5-point quality scale (a category interval
scale) that is most widely used. The scale is easy to administer and score, and its
recommendation by bodies such as the ITU has meant that its use has been accepted without
question by many researchers, network providers and application developers. There is a
growing number of researchers, however, who question whether trust in this scale is warranted,
and the findings will be discussed here. These investigations have focused mainly on whether
the quality scale is actually an interval scale, as represented by the labels on the categories. If
the intervals on the scale are not equal in size, then it is doubtful whether the use of parametric
statistics on the data gathered from quality assessments is strictly legitimate, since this would
require a normal distribution (Jones and McManus, 1986). Investigations have also been carried

out to substantiate the assumption that the scale labels have been adequately translated into
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different languages such that the scale is ‘equal’ in different countries of the world, so that

quality results can be generalised across the world®.

4.10.1 Internationally interval, or internationally ordinal?

Investigations of the interval (or otherwise) nature of the rating scales have generally been
carried out using the graphic scaling method. Subjects are presented with a piece of paper on
which there is a vertical line with the words ‘Worst Imaginable’ at the bottom, and ‘Best
Imaginable’ at the top. On this line, they are required to place a mark where they feel a certain
qualitative term would fit. Each word under test is ranked, and by measuring the distance of the
marks from the bottom of the scale, the means and standards deviations for each term can be
calculated. Using this method, Narita (1993) found that the Japanese ITU labels conform well
to the model of an interval scale, although not perfectly. Whilst this is encouraging news for
Japanese speakers, it is a different story for American English, Dutch, Swedish and Italian

speakers.

Jones and McManus (1986) used this method to investigate whether the intervals represented by
the labels are equal i.e. that the distance between Good and Fair is equal to the distance
between Poor and Bad. They found that the scale terms were spaced almost as a 4-point, 3-
interval scale as opposed to the 5-point, 4-interval scale they are supposed to represent. That is,
the ITU terms constitute an ordinal rather than an interval scale. Bad and Poor were found to
be perceived as very similar in meaning, whilst the perceptual distance to Fair was
comparatively great. Since research in psychology has established that subjects tend to avoid
the end points of scales, they question the usefulness of what appears essentially to be a “3-

point, 2-interval scale”.

Jones and McManus also carried out their study in Italy and in different regions of the US, and
found not only differences between the meanings of the words between the countries, but even
small regional differences across the US. The Italian ranking of the ITU terms produced a scale
that has no mid-point. In the ranking of other terms, it is interesting to observe that a
supposedly ‘universal’ word such as OK appears to mean different things to different nations:
the Americans positioned OK around the centre of the scale, as roughly equivalent to Fair,
whereas the Italians seemed to equate OK with Good. Other researchers have found similar
results. Virtanen et al. (1995) investigated the placement of 37 Swedish quality descriptors on a
vertical line. With respect to the ITU terms, it was again found that there was a flattened lower

end (i.e. the terms equivalent to Bad and Poor were perceived as very similar), and there was a

%0 Although the ITU’s Handbook of Telephonometry (CCITT, 1987) cautions that “it may be difficult to
translate the names of the individual categories into different languages whilst preserving the same inter-
category relationship as in the original language”, it does not warn that the categories in the initial
language may not have a very orthodox relationship. ..
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large gap between Poor and Fair, such that Fair was actually above the midpoint of the scale.
Teunissen (1996) investigated Dutch terms and found once more that the ITU terms do not
divide the scale into equal intervals. As part of this thesis research, a similar study was carried
out with British English speakers, and again it was found that Poor and Bad were perceived as

similar, and that Fair was well above the midpoint of the scale (see section 5.9).

Teunissen asked whether it might be possible to construct a 10-term ordinal scale to investigate
the perceived absolute quality of a display system. For this type of scale to be valid, it would be
necessary for all subjects to place terms in the same order on a scale. Having selected the ten
terms for his scale, Teunissen presented them to 85 subjects. He found that 74 of them put the
Dutch words in the following order: awful, very bad, bad, not so bad, poor, reasonabile,
reasonably good, good, very good, excellent. Although Teunissen concluded that this
margin of error was acceptable, it is interesting to note that all of the discrepancies involved
people interchanging two terms from the majority order e.g. bad with not so bad, and very
good with excellent. This type of result illustrates well that different people hold different
semantic concepts and are therefore likely to use rating scales in different ways: individual

differences and preferences make any type of qualitative research difficult.

4.10.3 Summary

The ITU-recommended quality scale is not the international interval scale it is purported to be.
Nor is the quality scale internationally ordinal, since the positional rankings of the qualitative
terms in different languages are not equal. Many studies have highlighted the differences
between national concepts and meanings. However, there is another, more complex issue at
hand, and that is the overall concept of quality. The 5-point quality scale treats quality as a

single measurable dimension, despite much evidence to the contrary.

4.11 What is quality?

Virtanen et al. (1995) claim that quality is not a “single monotone dimension” - or at least the
terms used to describe it are not. They investigated the semantic groups that qualitative terms
fall into, and identified 6 different classes:

¢ Qualitative terms e.g. good, bad;

¢ Compound qualitative terms e.g. very good, very bad;

¢ Positional terms e.g. in the middle;

¢ Emotional terms e.g. terrible;

e Approval terms e.g. acceptable, tolerable;

e Comparative terms e.g. superior, inferior.
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The authors determine, from this admittedly unscientific classification, that there are at least 4
types of quality scaling situations dependent on the task and context: qualitative/hedonic
judgement; positioning in relation to a reference; emotional/communicative expression; and
‘people as judges’. It is clear, then, that there are many different ways of asking people to make
qualitative judgements. The existence of so many semantic quality categories underscores the

fact that many different variables can affect quality perception formation.

What can be said about the variables that contribute to speech and video quality perception?

4.11.1 Speech quality

Researchers from disciplines as diverse as hearing aid research and engineering have identified
significant roles in speech quality for variables such as intelligibility, loudness, naturalness,
listening effort, pleasantness of tone etc. (e.g. Kitawaki and Nagabuchi, 1988; Preminger and
Van Tasell, 1995; ITU-T P.800). However, as Preminger and Van Tasell (1995) observe,
“Although a multidimensional view of speech quality has not been disputed, many researchers
have taken a unidimensional approach to its investigation [...] When speech quality is treated as
a unidimensional phenomenon, speech quality measurements are essentially judgements, and
one or several of the individual quality dimensions may influence the listener’s preference.”
Kitawaki and Nagabuchi (1988) present this fact as an advantage since “different impairment
factors can be assessed simultaneously”, but this approach does not allow researchers to
determine which of the many factors that comprise quality carry most weight in perception

formation.

Just as there is a unidimensional approach to measuring quality, within the networking
community there is also a tendency to assume a unidimensional approach to improving quality:
increasing bandwidth. For example, Jayant (1990) remarks that “... the notion of quality as a
function of speech bandwidth will become more pervasive, and subjective testing will lead to
better quantification of the quality-bandwidth function.” However, although increasing
bandwidth would undoubtedly solve many quality issues, it should not be treated as a panacea.
It may well be the case that many quality issues can be settled without resorting to increasing
bandwidth, and since bandwidth is a valuable resource, exploring these possibilities is

important, both for the HCI and networking communities (see section 1.2).

4.11.2 Video quality

Much as speech quality should not be assumed to be unidimensional, subjective video quality is
formed through the influence of many different variables. Gili et al. (1991) investigated the

perceived quality of 9 different digital codecs and identified seven key variables to be colour,
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brightness, background stability, speed in image reassembling, outline definition, ‘dirty
window’, and the mosaic/blocking effect. As has been argued already (in section 4.5.2),
however, for MMC video it is more important to investigate the interaction between speech and

video, in the context of a task.

4.11.3 Speech and video quality in MMC

As illustrated in Figure 6 (Chapter 2), there are many factors that can impinge on perceived
quality in MMC environments, ranging from the type of headsets a person is wearing to the
lighting and background noise of the room he/she is sitting in. Clearly it is not possible to
explore the impact of all of these variables, but in the context of the research that is presented in
the remaining chapters of this thesis, these factors must be borne in mind, since the studies were

often field-based rather than conducted in controlled laboratory settings.

4.12 Chapter summary

This chapter has presented a critical review of the most commonly used methods for assessing

speech intelligibility and quality, and image and video quality. Although many of the methods

discussed are well-established and easy to use, there are various issues that may render their
application to the assessment of MMC speech and video quality inappropriate. To summarise:

e The characteristics of MMC degradations i.e. the size of the impairments, and also their
unpredictable and fluctuating occurrence, suggest that the use of some intelligibility and
quality assessment methods will be inappropriate. Many of the established methods
recommend the use of relatively short testing stimuli. It is contended that the impact of
MMC degradations will be better assessed, in a task context, over a longer period of time.

e The vocabulary on the widely used ITU quality scale appears unsuitable with respect to
describing MMC speech and video, and in any case these terms have been demonstrated to
be non-interval, calling into question results gained using this scale.

e The use of a single quality measurement scale implies that perceived quality is a
unidimensional phenomenon, but in fact quality is multidimensional: it is the scales that are
not. The different facets of quality that impact perceived quality in MMC need to be

established and measured individually.

The issues therefore range from the size and duration of the test stimuli to more serious
methodological problems. However, in lieu of any guidelines or established methodologies
specifically addressing the subjective assessment of MMC speech and video, these existing

methods should be explored in situ before being dismissed.

Based on the issues listed above, the research agenda is presented in the following section.
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4.13 Research agenda

The early chapters of this thesis have described MMC technology and discussed the impact that
this technology has on transmitted audio and video. Although addressing the technological
impact of sending real-time data is of course important, researchers, network providers and
application developers have an additional requirement to understand and measure the subjective
impact of real-time MMC communication, since it is the end users’ opinion that will determine
the success of an application. There is great importance in measuring the subjective effects of
different facets of MMC, such as speech encoding schemes, packet loss repair mechanisms, and

the quality of the video image. How this should be done, however, has yet to be established.

4.13.1 Research aims

Little empirical research has been carried out to date on the assessment of MMC media quality.
There are no established guidelines addressing either the conditions required for successful
MMC task completion, or the assessment methods that should be used to derive these

conditions.

The overall research objective is therefore to gather as much data pertaining to audio and video
quality requirements in MMC as possible, using a variety of techniques. Exploring a range of
techniques will enable the best assessment methods to be determined, such that the degree of

substantive knowledge about quality requirements can be maximised.

This chapter has reported that quality is not a unidimensional phenomenon (section 4.11).
Another research aim is therefore to identify and measure the most critical subjective quality
dimensions for different MMC communication tasks. The ultimate aim is to be able to pinpoint
actual quantities for the dimensions, i.e. to establish the critical quality boundaries (minimum
and maximum quality thresholds) for a particular dimension, in the context of a particular task.
Once a large set of empirical data has been collected, this approach will yield a taxonomy of
quality boundaries for audio and video for a range of tasks. Application developers and service
providers could apply this taxonomy to infer objective QoS requirements for particular

applications.

The methods that are utilised in addressing these aims are described in the following section.

4.13.2 Research methods

In Chapter 3, the complexities of MMC communication were described, and Chapter 4 has
considered established assessment methods with respect to MMC conditions. It has been argued

that, given the novel type of degradations that characterise MMC communication, many existing
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methods may not be suitable for MMC quality assessment. However, the methods should not

be dismissed on face value alone, and must be evaluated in the context of MMC studies.

The first research priority is therefore to investigate the use of established audio-visual
assessment methods (i.e. speech intelligibility tests and quality rating scales) in measuring
MMC communication. The performance of these methods must be evaluated and, if required,
adaptations must be made to make the methods better fit the characteristics of MMC
communication. If necessary, steps must be taken to develop new methods more suitable and

meaningful with respect to MMC conditions.

It is a central tenet of the HCI discipline that evaluation should take place in context, and the
research that is undertaken in this thesis conforms to this approach as far as possible (see section
2.8). The thesis research began with observations of a remote language teaching field trial, with
specific questions arising from this being investigated explicitly in experimental set-ups where
conditions can be better controlled. Advantage was taken of any ongoing MMC work at UCL
to carry out further context-based MMC research. This included the testing and implementation
of new speech repair schemes and an audio-video synchronisation mechanism. To a certain
extent, therefore, the research follows an incremental approach, building up both substantive

and methodological knowledge using a variety of different approaches and test-beds.

Since little previous empirical research into delivered MMC quality has been undertaken, the
thesis research is necessarily of an exploratory and descriptive nature, occasionally without
strict hypothesis testing. This means that it may not be possible to carry out statistical analyses
on, or generalise from, all of the findings, but there is significant value in the research, in terms

of contributing to general MMC knowledge and refining areas for future research.

A mixture of qualitative and quantitative data is gathered through small exploratory studies, and
lab simulations of real-world conditions identified through extended field trials. Different user
groups are investigated, as well as different tasks, meaning that a broader understanding of what
matters in media quality assessment can be attained. Subjects and users in the studies are often
asked to complete questionnaires and to participate in interviews and focus groups. This helps

to extract the quality dimensions that are most important to the users.

In order to collect as much data as possible, a variety of different subjective evaluation
approaches are employed: established assessment methods (speech intelligibility and quality
scales), questionnaires, interviews, and performance observations (especially in the field trials).
The established rating scale methods are indeed found to be lacking in addressing the conditions

of MMC communication, leading to the development of novel quality rating methods. Through
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interviews and group discussions, and on the basis of comments made in questionnaires and
during experiments, the quality descriptors that users use for different types of MMC
degradations are extracted and associated with different quality dimensions. Suggestions for

their application in future subjective measurement tools are put forward.

The overall methodological approach acknowledges that there are multiple factors that influence
users’ perception of multimedia speech and video, and by using multiple means of gathering
data, the complexities and depths of perceived quality can be accessed. The knowledge gained
can be employed in developing a HCI methodology for assessing and establishing MMC

subjective quality requirements.

The next chapter (Chapter 5) documents the early stages of the research, where ITU-
recommended scales were used in the assessment of MMC speech and video in firstly a field
trial, and then in smaller controlled studies. The aim of the research was twofold: to assess the
usefulness of the assessment methods used, and to begin to determine the critical levels of some

of the subjective quality dimensions identified.
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Chapter 5: Modelling and capturing Internet speech and video in early

studies

This chapter first presents and discusses a long-term field trial undertaken to assess the
feasibility of using MMC technology in a distance education application. The chapter then
presents lab-based speech intelligibility and speech quality studies following on from
observations made during the field trial. Both traditional 5-point and modified rating scales are
used in these studies. The research highlights the importance of conducting research in the
field, and both the advantages and drawbacks of using category scales and static, post-hoc

ratings in attaining perceived quality ratings in MMC environments.

The motivation for, and the findings from, each of the studies can be divided into those which
contribute to substantive knowledge, and those which advance methodological knowledge. It is

these factors that will be the focus of the chapter.

5.1 The RelLaTe field trials

The key question addressed in this thesis is that of how to measure perceived quality in MMC
environments. In order to do this properly, the necessary first step must be to observe the
technology in context, in use by real users with explicit task goals, to see what variables have
the greatest impact on perceived quality. The RelaTe (Remote Language Teaching over
SuperJANET?') project offered one such opportunity, in the context of small group language
teaching. This section describes the issues involved in evaluating a novel communication
system such as ReLaTe, and introduces the approaches used and the conclusions drawn. The
section concludes with a discussion of issues that need to be investigated further, in controlled

studies.

5.1.1 Overview of the ReLaTe project

ReLaTe was a joint project between UCL and Exeter University, with two goals:

e to provide a working demonstrator of a multicast-based conferencing system for remote
language tuition;

e to assess the feasibility of using multicast technology to provide remote tutoring in a field
trial with teachers and students.

It was hoped that the results of the trial would provide guidance for the development of

networks and workstation technology fit for distance learning applications, and help in

identifying corresponding changes required in distance education pedagogy.

2! SuperJANET is the UK’s national broadband network for the education and research community.
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Language teaching was chosen as the project domain since it would place high demands on the
quality of the audio. Students of a foreign language do not possess the native speaker’s facility
for compensating for poor audio quality, and lip synchronisation is commonly supposed to be
required for at least some tasks, e.g. pronunciation. It was reasoned that if multicast audio can

support language teaching, it should be good enough for most distance education tasks.

The technology was investigated in the context of small-group tutoring sessions. This was
partly for practical reasons (number of workstations and students required), but also because
groups with fewer students were expected to yield a higher degree of student involvement and
interaction, which is more demanding for the technology than a one-to-many lecturing scenario

would be.

A pilot trial took place in July and August 1995, with the main field trial taking place from
October to December 1995, involving tutors and students from the Language Centres at UCL
and Exeter University, over the SuperJANET IP network between the two sites. Four weekly
sessions (Advanced French, French for Business, Portuguese for Beginnérs and Latin) ran
through the term. Two or three students participated per tutorial. All the lessons were taught in
two-hour sessions except for Latin (one hour). Each participant sat at a UNIX workstation (a
Silicon Graphics Indy) equipped with a headset and a camera. The tools that were used were
vic, wb and an early prototype of RAT. After the pilot trial the tools were combined into an
integrated interface” (shown in Figure 9) which eliminated the screen real estate problem
discussed in section 2.8. However, in hiding the ‘unnecessary’ windows from the users, the task

of making quality observations was made harder for the evaluators (see section 5.1.3.2).

The sessions were observed and assessed from both a usability and pedagogical point of view.

The usability findings are the focus of the following sections.

The ReLaTe project evaluation approach and results have been published in Watson and Sasse
(1996b) and Watson and Sasse (1996a), which focuses at greater length on the pedagogical

evaluation.

2 In standard multicast conferences, users have to position and juggle windows for audio, video and
shared workspace tools, plus a separate window for every video stream displayed. This allows
experienced users to set up their own conferencing screens, but is a cumbersome and often confusing task
for less experienced users.
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Figure 9: The ReLaTe integrated interface

5.1.2 Evaluation focus and methods

The ReLaTe study was of interest and importance to the thesis research because it would reveal
which ofthe myriad variables have the greatest impact (in this particular task) on quality, from a
subjective point of view. It also provided the first opportunity to start investigating how best to
measure perceived quality of audio and video delivered in MMC environments. It allowed the

issue of ‘what is quality?’ to be addressed.

Controlled experimental studies of videoconferencing systems have often measured task
performance while aspects ofthe system quality (typically video) are varied, e.g. size of image,
presence or absence of video. These types of studies emphasise participants' performance,
rather than their perception of the system. However, the tasks that participants are asked to
perform in these studies tend to be limited and artificial, the interactions tend to be one-to-one,
and data collection methods are restricted. At the time ofthe ReLaTe project trials very little
quantitative or qualitative analysis had been carried out using participants in a field study ofa
system in extended use over a real network such as the Mbone, although occasional
observational studies such as those of the MICE seminars (Sasse et al., 1994a) had been

reported.

It was accepted from the outset that quantitative evaluation ofthe ReLaTe system in use would

be extremely difficult. A lab-based subjective quality evaluation would be based around known
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objective quality conditions, such that the relationship between the two can be properly
established. However, a multicast conferencing field trial across a best-effort network such as
the Mbone does not permit this degree of understanding of objective conditions. For example,
the multicast route between UCL and Exeter involved a number of hops, and one of the routers
was particularly prone to congestion problems. The level of connectivity between the two sites
was therefore outside the control of the investigators, and it was not possible to predict what the
objective quality would be for each language lesson®. Although technically possible, taking a
recording of the objective conditions was not practical since an enormous amount of disk space
would have been required. As a result, the focus of the evaluation was placed on the gathering
of qualitative data. A variety of evaluation techniques were chosen so that the data captured
was as rich as possible. Evaluation of the technological and pedagogical issues of the lessons
therefore took place via

e observation (by trained observers sitting with the teacher/student and by language teachers

acting as unobtrusive ‘expert observers’, from a separate workstation);
' e questionnaires and rating scales administered after the lessons;

e a group discussion workshop with all the participants after the end of the trials.

5.1.2.1 Observation

The observations carried out were from two perspectives — usability of the system (by the study
investigators) and language teaching pedagogy (by ‘expert observers’ — other language
teachers). While the experts were looking in particular for educational aspects that could and
could not be achieved, the usability investigators were focusing in particular on whether the
delivered audio quality was good enough for the task, and on how the video channel was used.
The discussion in Chapter 3 (section 3.4) has shown that there is much debate as to what,
precisely, a visual channel adds to a conference (e.g. Whittaker, 1995). Given that the frame
rate in the ReLaTe system was low (2-5 fps), the question of what, if anything, the video
channel would be used for, was of special interest. It was also of interest to ascertain whether
the size of the video images was large enough for use in a teaching application. The integrated
interface allowed the participant to select one image to be CIF-sized while the others were
QClIF-sized, by clicking on the name of the person above the image (see Figure 9). There was

no restriction over how many times the images could be switched in this fashion.

5.1.2.2 Questionnaires and rating scales

Questionnaires were completed by the students after each lesson (see Appendix A). The
questionnaire covered 4 areas: audio issues, video issues, the user interface and pedagogical

1ssues.

B A certain lack of knowledge regarding objective conditions is likely to always be the case in field trials
over a best-effort network, although there are now better techniques available to record the objective
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Since one of the key aims of the project was to determine whether multicast audio was of
sufficient calibre to support demanding applications, it was decided to include the S5-point
listening quality and listening effort scales in the questionnaire to see whether an indication of
the subjective opinion of the overall audio quality during each particular lesson could be gained.
However, as discussed in the section 3.2.4, conditions over a wide-area network can change
rapidly and unpredictably, such that a request to describe the quality for a two-hour lesson may

be rendered meaningless.

5.1.2.3 Group discussion workshop

At the end of the project a group discussion involving all the students and the teachers was
conducted. It was felt that bringing all the participants together would be of value since
interviewing only students or only teachers might have resulted in biased responses. It was
hoped that bringing the two groups together would also trigger some memories or impressions

that might otherwise have been forgotten.

5.1.3 Observations and findings from group workshops and questionnaires

5.1.3.1 Overall findings

The main finding from the group workshop was a positive result for the project: both teachers
and students pronounced the system a success. They found it enjoyable to use and appreciated
the level of bonding that came about through all participants learning about the capabilities of
the system together. Both teachers and students remarked on the high degree of concentration
produced when using the system. The teachers and expert observers agreed that using the
system produced as least as good learning as in a conventional FTF environment. One teacher
reported finding that using the system did not impinge at all on what she could do with a class.

She said it could be used to replace a FTF class.

Other positive aspects included an observation from the teachers that the students wanted to get
to know each other, and took an initiative with the system that does not happen in a classroom,
since physical presence can be taken for granted here. The teachers were impressed by the fact
that it was not difficult to relate to the students through the system. They reported that using
ReLaTe seemed to make lessons more amusing, and the teacher/student relationship was more
informal because everyone was learning how to best deal with the system. The interaction
between students and teachers was made ‘more equal’ by the equal access all had to the tools.
For example, the whiteboard is normally only in the teacher’s domain, but ReLaTe placed this

tool with all participants. The point was made by one of the teachers that in a normal language

conditions as a conference occurs (see sections 7.2 and 8.1).
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tutorial participants sit in a semi-circle and are unable to see the faces of all the other
participants, but in Relate all participants can see all faces all of the time. The students agreed
that this made them feel that they could not drift off, that they had to concentrate, because it
would be immediately apparent to everyone else if they were not engaged — “it’s like Big
Brother's watching you!” The level of spoken behaviour was also felt to be increased, which is

important since this is one of criteria language teachers use to assess the success of a session.

On the negative side, the participants reported that wearing heavy over-the-ear headphones
made the lessons very tiring, since the lack of sidetone means that it is not possible to hear one’s
voice normally, and can lead to forcing of the voice. They also reported that any additional

noise was stressful, such as somebody coughing.

All other negative aspects reported were to do with the audio quality, presented in the next

section.

5.1.3.2 Audio findings

With respect to evaluating the audio channel, a number of problems were encountered. Firstly,
because the participants wore headsets during the lessons, it was not possible for a usability
observer to hear the sound quality being experienced on that specific workstation. Secondly, in
the main body of the trials the integrated interface had been designed so that only the windows
that were strictly necessary for the purpose of the language lesson were visible. Therefore it
was not possible to view the RAT window with the objective packet loss statistics for the
workstation in use (see Figure 4). For these two reasons, the observer had to rely solely on
comments the user or expert observer made during or after the lesson with respect to thtj. sound
quality. The assessment of audio quality was also affected by the fact that the participants in a
conference were all sitting in different environments, with different levels of background noise,
different headsets and different workstations. Despite these hindrances, though, it is possible to

make certain statements about the audio quality.

In the pilot trial an early version of RAT was used. This version required participants to push-
to-talk, i.e. to place the cursor in the RAT main window and depress the left-hand mouse
button. It was observed that participants found this very irritating, since it meant that they could
not be writing in the whiteboard at the same time as speaking, reducing the ability of the teacher
in particular to explain details while writing. In addition, it was also found to be disconcerting
that the auditory backchannels were not open for the communication of encouragement and
agreement while another person was speaking. These two facts led to an improved silence
detection mechanism being implemented in RAT such that the microphones could be left open

all the time in a full duplex manner.
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Despite these improvements, in the group discussion workshop both the teachers and students
listed improved audio quality as their number one recommendation for change. The students
remarked that this was particularly important for beginners since there is a degree of reliance on
certain syllables which cannot be derived from context when just starting to learn a language.
The objective statistics (which had been collected in the pilot trial) indicated that packet loss
might be a prime factor in causing the poor audio quality. In the pre-trials using the separate
tools, it had been possible to observe the audio packet loss rates that one person received from
another participant by right-clicking on that participant’s name in the RAT main window
(Figure 4). By recording these figures at regular intervals, average objective loss statistics could
be produced for a session. These had shown that loss levels were often in the region of 8-10%.

Results taken at 5-minute intervals in one such lesson are presented in Table 4 below.

Time Packet loss reported
1:10 8.49%

1:15 8.39%

1:20 8.13%

1:25 7.94%

1:30 8.08%

1:35 7.97%

1:40 8.73%

1:45 8.88%

1:50 8.72%

1:55 8.7%

2:00 8.58%

2:05 8.54%

2:10 8.68%

Range:7.94 - 8.88  Mean: 8.45

Table 4: Audio loss levels reported during one hour-long session

Subjective quality opinions were gathered via questionnaires after individual lessons, and at the
group workshop. Due to the small subject numbers involved in the study, it was hard to draw
conclusions from the individual questionnaires. Table 5 shows the rating scale results for two
students in a course which ran for 7 weeks. Looking at the audio quality results, there is a
suggestion that perceived quality improves over time, but it is not possible to state whether this
is due to better objective quality or adaptation. The effort scale results suggest that, if anything,
it has become more effortful to understand the speech over the course (which may have been

due to the level of the language lesson becoming harder).
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Audio Quality Listening Effort (English) | Listening Effort (French)
S1 S2 S1 S2 S1 S2
Week 1 | 2 1 3 3 2 2
Week 2 | 3 3 4 2 3 3
Week 3 | 3 2 4 3 3 2
Week 4 | NA 2 4 2 3 2
Week 5 | 4 4 4 NA 3 NA
Week 6 | 4 4 4 4 3 3
Week 7 | 4 3.5 4 3 3 4
Mean 3.33 279 3.86 2.83 2.86 2.67
Overall | 4 3.5 5&4 NA & 4 4&2 NA &2

Table 5: Audio scale rating results for two students (S1 and S2) over the course

In addition to the individual questionnaires completed after each lesson, the students also
completed a post-course questionnaire at the group workshop. Seven of the students filled out a
post-course questionnaire. Pertinent findings from this and the general discussion are presented

below.

Five of the 7 respondents claimed that the audio quality varied between lessons, but 6 of the 7
managed to provide a rating for the overall quality of a typical session, nearly all good or fair
(4,4,4,3.5,3 and 2). Opinion was split as to whether the audio quality varied within lessons (2

said yes, 3 said no, and 2 said sometimes).

The disparity between the volume levels of different participants was reported to cause
annoyance, but the main audio problem was the short and unpredictable audio losses®. This
was perceived to have a crucial impact on learning in a beginners’ class (Portuguese), where the
students were unfamiliar with the sound of the language and the teacher wanted to practice
pronunciation of short sounds. However, as a number of participants commented, the poor
audio quality required them to concentrate more, which was beneficial to their learning.
Another student shrewdly observed that if the audio is of poor quality, the teacher will be more

inclined to speak slowly...

5.1.3.3 Video findings

In designing the integrated user interface, a facility was incorporated for viewing one participant
at CIF-sized, and the others at QCIF-sized. It was hypothesised that the participants might
switch the CIF-sized image according to who was speaking, to maximise all available visual

cues, but in fact most participants tended not to switch the large image, suggesting that there

 See section 8.2 for a fuller investigation of this problem.
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were few extra cues to be picked up from the larger image size. Four out of the 7 respondents to
the post-course questionnaire said they occasionally used the enlarging facility, but no more
than 4 times in a lesson. Two of the 4 said that they would only change the image once (making
the tutor the large picture). The other 3 respondents reported never using the facility. It is
therefore clear that the participants do not change image size according to who is speaking at the
time. Of course, this finding may be a factor of group size, and also due to the fact that the tutor
may have done most of the talking. It would be interesting to observe whether behaviour differs

with larger groups sizes or in a non-teaching environment.

Evaluating the video component revealed some interesting discrepancies between what the users
thought they used the video for, and what they were observed using it for. In the post-course
questionnaire the students were asked how often they monitored their own image during a
lesson. Of the 7 respondents, 2 said that they monitored their own image often (11 or more
times per lesson), 3 said that they monitored it occasionally (5-10 times per lesson), and 2 said
rarely (1-4 times per lesson). Although it is true that one of the participants rarely looked at his
video image (to the extent that he was rarely in shot at all), the evaluators had observed the rest
of the participants all monitoring their own image far more than 11 times in a session, perhaps
suggesting that users do not consciously register looking at their own images (see section 3.4 -
Gale, 1991). The questionnaire answers suggested that the benefit of the video was mainly
psychological, although the observers noted much and varied use of it. It is possible that the
participants consciously dismissed the video since there was no synchronisation with the audio

channel, but were unaware of how much use they made of the tool for indirect communication?.

Although many of the participants could see the point of having a video image of the tutor and
other students in the session, there was some ambivalence as to the usefulness of having their
own video image on display (“you don’t need a mirror in the classroom”). Only one of the
students saw the importance of this from the teacher’s point of view, commenting that her own
video image was useful in that it helped the tutor to see when she was lost. It was commented
that the position of the camera (on the top of the workstation) was not conducive to encouraging
its use, since the participant’s attention in the tutorial was usually focused on the computer
screen. Eye contact was of course not possible due to the visual parallax problem (see section

3.3.6).

With respect to the low frame rates (2-5 frames per second) experienced in the trials, not

everyone found them to be a disadvantage. One student commented: "Tutor’s lip movement was

% Confirmatory evidence of this was suggested by an additional lesson that was run with a new
synchronisation method in use at 6 frames per second, where subjects afterwards reported using the video
far more than usual. They also reported that audio was easier to understand when video was faster.
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delayed and didn’t match speech. This actually encouraged me to listen harder to the French
sounds - very useful”. However, the lack of synchronisation with the audio stream may have

been another reason for not selecting the larger image size more often.

A common problem observed was with participants moving partly out of camera shot. This was
often related to space management: when the teacher used a textbook or students took notes on

paper, they would lean sideways and out of the range of the camera.”®

All the same, video was felt to be a valuable component, and participants were observed making

use of the channel for many aspects of communication:

e Trouble-shooting: the video was used to check whether anyone was speaking but not being
heard, indicating an audio problem.

e Comprehension checking: through nods and appropriate facial expressions.

e Common reference: props for the lesson were sometimes held in front of the camera to
show what was being referred to.

e Nonverbal gestures: gestures pertinent to the target language could be demonstrated.

¢ Psychological reassurance: the lack of sidetone could make the system feel ‘dead’ - even
with very low frame rates, participants appreciated being able to see that there were other

people there.

In the group discussions at the end of the trials, much enthusiasm for the video channel was
voiced by both the tutors and students. It was suggested that relationships might be beneficially
affected by the fact that, unlike in a conventional classroom, all participants’ faces were always
visible to one another, but it is likely also that in an environment where communication was
stressed (through being in a foreign language, and also with degraded audio quality), the video

channel becomes more important, as concluded by Veinott et al. (1997 and 1999).

5.1.4 Interpretation of results

This section presents interpretations of the results presented above, and discusses how to set

about confirming these interpretations.

Despite the positive result for the project as a whole, measuring perceived audio and video
quality in the field trial was not straightforward. In particular, the participants reported that
audio conditions varied both within and between lessons, meaning that it was hard to interpret

the subjective quality ratings given on the rating scales. Since audio quality was identified by

% It is a testament to the absorbing nature of the classes that only the evaluators seemed to find this
annoying!
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all participants as the most critical aspect to improve, an understanding of delivered audio
quality and its impaét on the participant is imperative. The results from the logging of the
objective statistics undertaken in the pilot trial suggest that packet loss plays an important role
in perceived audio quality — loss rates of 10% and above were common. This factor needs to be

investigated in a lab-based setting where more control can be exercised over the environment.

The rating scales that were used in the study, particularly the 5-point quality scale, did not allow
any solid conclusions to be drawn about the adequacy of the delivered quality. In part this was
due to the low subject numbers in the study, but it was also due to the fact that it can be
presumed that the quality that the participants experienced varied over time. How, then, should
the quality rating awarded at the end of such a session be interpreted? Does the 5-point scale
allow enough flexibility to the user? It was witnessed that users often indicated between options
on the scale, or placed two ratings on the scale, one for ‘the beginning’ and one for ‘the end’.
How should a rating that is anything other than good or excellent be interpreted? How can we
know what is responsible for the quality that is perceived as poor or bad? Use of this rating

scale in the context of MMC audio needs to be investigated in greater detail.

Overall, the perceived quality conclusions that could be drawn from the ReLaTe field trials
suffered from a lack of control over various factors. It is difficult to prevent participants from
behaving in a certain way, e.g. individual preferences for volume and lighting can lead to
unsatisfactory sound and view for other participants, mainly because the participants do not
understand the impact their behaviour could have on other participants. Due to real-life
demands on the participants, it was often not possible to perform appropriate.
soundchecks/testing of levels before the lessons began. For these reasons, further research
needs to be carried out in a more controlled environment so that the weight of these different

factors can be explored and identified (see section 8.2).

On the basis of these points, an approach is outlined for subsequent work. The most likely main
effects of poor subjective quality will be isolated an