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Abstract

This thesis describes the imaging performance of a prototype digital mammography 

system based upon charge coupled devices (CCDs). The imaging performance of these 

detectors is dependent upon the configuration of the detector. In this thesis the 

performance of 14 different detector configurations are studied for use in digital 

mammography.

Experimental evaluations of factors which affect the performance of imaging systems 

such as quantum detection efficiency, dynamic range, modulation transfer function 

(MTF(f)) and Noise power spectrum (NFS) were performed. The use of spatial 

frequency dependent detective quantum efficiency DQB(f) to characterise the detectors 

in terms of signal to noise ratio transfer is described.

It is shown that direct interactions of x-rays in the CCD act to reduce DQB(f) at high 

spatial frequencies and severely impair the detectors ability to detect small objects 

(250pm in diameter). The use of a sufficient thickness of fibre optic faceplate to couple 

the phosphor layer to the CCD is shown to remove these interactions and shows a 

corresponding increase in DQB(f) ( at higher spatial frequencies) and the detector’s 

ability to image smaller objects

A subjective comparison of images of a breast phantom shows that images of superior 

quality were obtained with the prototype system compared with images produced using 

a conventional film-screen system, for a slight increase in dose. Improvements to the 

system and detector design are presented and will act to try to produce the same 

image quality for equivalent doses used in conventional mammography.
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CHAPTER 1

1. Introduction

Cancer of the breast causes 15000 deaths each year in the UK. There are 24000 new 

cases of breast cancer each year making it the most common form of cancer to affect 

females in the UK. A number of controlled trials have shown that breast cancer 

screening reduces breast cancer mortality rates. Currently it is recommended that 

women between the ages of 50 and 64 years of age attend breast screening every three 

years.

Mammography is currently the most sensitive technique for the detection of early breast 

cancer, and film screen imaging is the most common mammographie technique used. 

However there exists several fundamental limitations on the quality of images produced 

from film-screen imaging. Yaffe and Nishikawa( 1988) have shown that the replacement 

of the film-screen combination with a CCD based detector system can overcome these 

limitations. Recent research has shown that a CCD based digital mammography system 

can produce images of comparable quality to those obtained with conventional film 

screen systems (Maidment et al 1993).

The quality of images produced from a detector is strongly dependent upon factors 

such as x-ray sensitivity, dynamic range and signal and noise transfer characteristics. 

This thesis is an investigation into the effect these factors have upon the image quality. 

The thesis also includes prescriptions for improving the design of detectors for use in 

digital mammography systems. The first chapter includes a description of 

mammographie precursors to breast Ccincer , a review of conventional film-screen

15



Chapter I______________________________________________________  Introduction

mammography and the limitations involved. The advantages of using digital detectors 

are discussed The design, and theory of operation is then discussed.

Chapter 2 details the design and construction of a prototype CCD based digital imaging 

system and chapters concerns the initial testing and calibration of this system. The 

signal and noise transfer characteristics of the available detectors are evaluated in 

chapter 4. Chapter 5 discusses the use of the system for mammography and includes 

quantitative analysis of breast phantom images obtained with the detectors. Chapter 6 

presents conclusions and some suggestions for future work. The final chapter describes 

the use of the imaging system for microtomography and its merits are compared with 

other systems available.

1.1 Conventional mammography

Around 60-80% of breast carcinomas have associated with them small deposits of 

calcium hydroxyapetite or calcium phosphate known as microcalcifications (Sickles 

1982). Biopsy studies have shown that conventional film-screen mammography only 

detects 30-50% of microcalcifications present. Analysis of the size number and 

distribution of the detected microcalcifcations can lead to a high level of diagnostic 

accuracy.

The risk of radiation induced carcinogenisis in mammography is a prime concern. State 

of the art mammography systems are designed to minimise patient dose whilst providing 

highest quality images. Figure 1.1 shows a schematic diagram of a conventional 

mammography system. It consists of

• X-ray tube- uses a molybdenum target to produce characteristic low energy x-ray 

spectrum necessary for high contrast imaging.

• Compression plates - to spread the breast to increase x-ray penetration through the 

breast also reduces scattered radiation and prevents patient motion artefacts.

16



Chapter 1 Introduction

Anti-scatter grid- removes scattered radiation which would otherwise be detected in 

the image and add significantly to the image noise.

film -screen system- detects x-rays in the fluorescent screen and stores the image 

upon a photographic emulsion/film.

Automatic exposure control- used to ensure correct exposure of the film avoiding 

over and under exposure.

X~ra\ tube
Molybdenum target,
28-35kVp tube potenital, 
focal spot size<0.6mm, 
filtration~0.03mm Mo, 
exposure time <2s.

Compression plate

Film-screen

Figure 1.1 diagram of typical mammography system.

Anti- scatter grid  
removes scattered 
radiation.

1.2 Limitations of film/screen systems

The modern mammographie detector consists of a single intensifying screen in contact 

with a high contrast film or emulsion, x-rays incident upon the screen are converted into 

optical photons which are then easily detected by the film. The intensifying screen 

increases the x-ray absorption efficiency of the detector and provides a gain in the 

number of quanta incident upon the film.

17



Chapter I Introduction

Figure 1.2 shows a typical film characteristic curve. In order to maximise the display 

contrast in the film it is necessary to ensure that all relevant radiological information is 

contained in the linear section of the characteristic curve. The automatic exposure 

control (AEC) attempts to do this and also prevents over and under exposure of the film. 

The use of the AEC combined with an anti-scatter grid results in an increase in dose to 

the patient This arises because, with the removal of scattered radiation, more x-rays are 

required to lift the film density out of region 1 of the characteristic curve.

5
Region 1

4

Linear region

1
Region 2

0
65 73 4

Log(exposure)

Figure 1.2 a typical film characteristic curve.

Another result of the film characteristic curve is that low contrast objects such as 

tumours may fail to be displayed in thick/thin areas of the breast corresponding to 

region2/regionl in the curve.

The spatial resolution of the film/screen system is a major factor in determining the 

minimum size of object that can be resolved. Because mammography is a dose restricted 

procedure there exists a compromise between spatial resolution and x-ray sensitivity.

The x-ray sensitivity could be increased by using thicker or double screens but this leads 

to a consequent lose of resolution. Current guidelines require a spatial resolution in 

excess of 10 Ip/mm.

The main sources of image noise are:

18



Chapter 1_________________________________________________________ Introduction

•  X-ray quantum noise - caused by fluctuations in the number of detected x-rays per 

unit area.

• screen structure noise - caused by fluctuations in x-ray sensitivity and optical light 

output across the surface of the screen.

• film granularity caused by fluctuations in the number of sensitive grains per unit 

area in the film.

Film granularity is the dominant noise source at high spatial frequencies which can

severely inhibit the system’s ability to display micro-calcifications (Nishikawa and

Yaffe 1987)

1.3 Advantages of digital mammography

The effectiveness of film screen systems for the detection of minimal breast cancer 

suffers from a number of fundamental limitations. These are summarised as follows:

• Compromise between displayed contrast and system latitude (dynamic range) which 

arises from the shape of the film characteristic curve.

• Film granularity which inhibits the systems ability to display micro-calcifications.

Digital detectors, such as CCDs, with a linear response of over a large dynamic range do 

not have these limitations. Images from CCDs contain a fixed pattern noise arising from 

screen structure noise and dark current noise which could produce effects similar to film 

granularity. However this can be virtually eliminated completely by using simple 

software algorithms upon the detected image This algorithm is discussed further in 

chapter 3.

Besides overcoming the limitations of film screen systems digital mammography has a 

number of other benefits. These include the use of tele-diagnosis where images can be 

passed between screening sites allowing further evaluation, and the use of image 

processing to aid diagnosis. Research into computer aided detection and classification

19



Chapter 1 _______   Introduction

detection of microcalcifications (Jiang et al. 1992, Lefebvre et al. 1995, Nishikawa et al. 

1994, Suckling et al. 1995) has been both popular and successful and emphasises the 

need for a digital imaging system.

At the time of writing of this thesis clinical testing of a prototype digital mammography 

system in Toronto, Canada was due to begin. This prototype has been shown to produce 

images which exceed the requirements of the American College of Radiology 

(Maidment et al. 1993).

1.4 Theory and operation of CCDS

Charged coupled devices (CCDs) were first proposed in 1970 by Boyle and Smith in an 

attempt to produce an electrical equivalent of magnetic bubble memory devices. Their 

application to imaging was quickly realised and it is in this field that the greatest effort has 

been concentrated. These devices have the following advantageous properties:

• Linear response

• Large dynamic range

• High quantum efficiency for optical wavelengths

• Broad range of spectral response

• Low readout noise

• High spatial resolution

The fundamental building block of the CCD is based on the MIS capacitor (metal, 

insulator, semiconductor capacitor). The MIS capacitor can be fabricated on p-type (boron 

doped) epitaxial silicon on which an insulator layer of the order 1000Â is grown (usually 

composed of silicon dioxide or silicon dioxide and silicon nitride - a dual insulating 

system). This layer is followed by a conductive gate deposition (typically doped poly

silicon). The CCD is composed of these closely spaced MIS capacitors which can be 

arranged in a number of different architectures. The brief description of the theory of 

operation of CCDs and various design architectures is given below for a fuller description 

the reader is referred to a volume by Benyon and Lamb (McGraw-Hill 1980).
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1.4.1 Charge storage.

When a positive voltage is applied to the gate, majority carriers (holes in a p-type 

semiconductor) in the silicon are repelled from the region beneath the silicon-insulator 

interface leaving a depletion region shown in Figure 1.3. As the gate voltage is increased, 

the depletion region extends further into the substrate and as one might expect the 

potential of the silicon-insulator interface (known as the surface potential) becomes 

increasingly positive.

Metal Vc Vg
electrode^

Oxide
layer

T' doped 
silicon

Depletion

'^ Invers ion
layer

layer

Figure 1.3 Diagram of CCD electrode.

The potential variation within the depleted region is such that a potential well for electrons 

forms at the surface. The depth of the well and hence its capacity to store charge is 

governed by the magnitude of the gate voltage and the insulating layer thickness. The area 

of the gate electrode determines the cross sectional area of the well.

If minority carriers (electrons) are subsequently made available, the depletion layer will 

shrink and the surface potential will fall as the electrons are attracted to the surface to form 

an extremely thin and very dense inversion layer. The idea of looking upon a CCD storage 

site as a potential well is invaluable as long as one remembers that the potential well is a 

hypothetical concept in which charge is represented as a liquid , the volume of which is 

proportional to the amount of charge present in the inversion layer.
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1.4.2 Charge coupling.

To understand how a potential well can be moved from one location to another in a CCD
r  f^Kjure 1 -^

structure consider the arrangement of four closely spaced electrode gates shown in. It is 

assumed that some charge is stored initially in the potential well under the second 

electrode biased to lOV. The potential well under the lOV electrode will be much deeper 

than those under the OV electrodes and so providing it is not "over filled", it will be only in 

this well where the charge will be stored shown in Figure 1.4(a).

(a)

OV lOV OV OV OV lO V  lO V  OV

(b)

(c)
OV lOV lOV OV 1 0 -> 0 V I0 V  OV

(d)

OV OV lOV OV

(e)

Figure 1.4a)-e) Movement of potential well and associated charge packet. Diagram from 
Benyon and Lamb.

If the second and third electrode are sufficiently close together then as the bias of the third 

electrode is increased to lOV, Figure 1.4(b). their respective potential wells will merge 

and so the charge packet originally under the second electrode becomes shared between 

the wells under the second and third electrodes, as in Figure 1.4(c). If the potential on the 

second electrode becomes reduced to 2V the remaining contents of its potential well will 

be shifted into the third well Figure 1.4(d). The final situation is similar to Figure 1.4(a). 

but with the deep potential well and it's associated charge packet moved one place to the 

right.
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It is clear that by applying a succession of varying voltages to the CCD electrodes a charge 

packet can be propagated in a controlled manner just beneath the surface of the 

semiconductor.

1.43 Buried channel devices.

The last discussion described a surface channel CCD, because charge packets are stored 

and transferred along the surface of the semiconductor i.e at the Si-SiOz interface. A major 

problem exists with surface channel CCD's in that charge can become trapped in interface 

traps found at the surface which severely Umits charge transfer efficiency (CTE) 

performance (the first CCD had a CTE of 98% which is far too low for scientific 

applications).

The bulk/buried channel CCD eliminates the deleterious effect of surface states by causing 

the potential wells to form, not at the semiconductor-insulator interface, but some distance 

into the bulk semiconductor where the surface states have no effect. This also has the 

effect of reducing temporal noise and provides highest readout rates. Buried channel 

CCDs have a region of n-type material (typically a phosphorus implant) forming the 

buried channel. In comparison to the surface channel structure, the extra n-dopant reshapes 

the potential well so that electrons are found to collect below the Si-SiOz interface (see 

Figure 1.5).
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Figure 1.5 potential profiles across (a)surface channel CCD (b) buried channel CCD.

1.4.4 Principles of CCD imaging.

As an optical imaging device the CCD analogue shift register may be used to collect and 

read out optically generated signals. Incident light forms an image on the front face of the 

CCD. Initially, any one set of electrodes, is held at a positive clock voltage, thus creating a 

potential well under each of these electrodes; the other electrodes are held at zero volts or 

a small resting potential. Photons entering the silicon substrate, either through or between 

the electrodes (depending on the electrode material), generate electrons by virtue of the 

photoelectric effect. The electrons generated within the depletion regions are collected 

under each high electrode. The number of electrons collected under a given electrode 

within a given period is proportional to the local light intensity. Thus the pattern of charge 

that collects under the electrodes is an analogue replica of the light intensity across the 

original image. At the end of the integration period the charge pattern is read out by 

clocking the area in a conventional manner, care being taken to ensure that the clocks run 

long enough to clear out every charge packet. At the end of the readout period the device is 

again switched to integration mode and the cycle is repeated.
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1.4.5 Frame transfer (FT) devices.
Gate/electrode

Confined

Insulator

Channel
Stop

Figure 1.6 the use of channel stop diffusions to produce columns in the CCD.

The FT organisation is shown schematically in Figure 1.7. The array is divided into 

vertical columns by channel stop diffusions while electrodes running across the array at 

right-angles to the channel stops divide the array into horizontal lines. Channel stop 

diffusion are heavily doped P type regions which lower the potential in their vicinity, 

thereby confining generated signal electrons and defining columns in the CCD (see Figure 

1.6 ).
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Figure 1.7 Schematic diagram of the FT-CCD detector architecture (Benyon and Lamb).

The electrodes are grouped into two sections; a lower optical integration section and an 

upper storage section. A horizontal readout register allows serial readout of data from the 

store, the direction of charge transfer being indicated by arrows. Both store and readout 

registers are shielded from the incident illumination either by using a metal overlay on the 

device or by masking the device externally.

At the end of the integration period the collected charges are transferred into the store by 

applying clock pulses to the electrodes of both integration (It))) and storage sections.(S())) 

Then by means of appropriate clocking of the store and readout sections (R(|)), the whole 

frame of information is moved one line at a time up the storage section. A second frame of 

information is collected as the first is being read out. Once readout of the first frame is 

complete, the second frame is transferred to the store for subsequent readout, and so on.
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1.4.6 Time delayed integration (TDI) devices.

The TDI image sensor is organised into an array of photosensitive elements consisting of n 

columns and m rows, with charges transferred along the columns (y direction). In a static 

situation, such an arrangement would produce an image only along rows (x direction), 

since spatial resolution in the y direction would be lost due to charge smearing down 

columns. However, if relative motion between object and detector is introduced, it is 

possible to produce a two-dimensional image. If charge is transferred along columns with 

a speed Vc, and the image is stationary in the detector plane, TDI implementation requires 

that the detector be translated with a speed Vd equal to Vc but in the opposite direction see 

Figure 1.8. This allows the charge generated in one portion of the image to integrate in the 

detector during image acquisition, eventually providing a signal m times larger than that 

accumulated in any individual element. Since the CCD readout noise contributes only 

once to the integrated signal , the signal-to-noise ratio using the TDI approach is greater 

than devices which use off chip integration. With the TDI approach the length of the 

image produced is not limited by the size of the CCD.

TDI
CCD

speed Vd

Readout
rate

Figure 1.8 Diagram to show TDI operation

1.4.7 CCD charge output

When a charge packet has been clocked to the output node of the CCD it is converted to 

a voltage by means of an output circuit. The output circuit consists of 2 field effect 

transistors (FETs); a reset FET and an output FET shown in Figure 1.9. The main steps 

in the readout are as follows:
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•  The reset FET is pulsed high to charge the gate of the reset FET to the reset drain 

potential.

• a charge packet is then clocked on to the CCD output node which causes the 

potential across the capacitance to drop by an amount given by AV=Q/C where Q is 

the charge and C is the associated capacitance. This potential drop is translated into 

a voltage signal through the output FET for amplification.

• The reset FET is pulsed high again the charge drains out through a resistor at the rest 

drain, resetting the output node for the next charge packet.

Monitoring of the potential across the reset drain allows a direct measurement of the 

average number of electrons present in each pixel. This technique is used for calibration 

of the system as detailed in chapter 3.

Reset
pulse

D iode drain  
voltage

Output
voltage

Reset drain voltage 

Figure 1.9 schematic of typical CCD output charge amplifier.

1.4.8 X-ray imaging using CCDs.

The useful photoelectric effect for silicon extends over a large spectral range (l.leV  to 

lOkeV). The cut off for near infra-red photons occurs because the photon does not have 

sufficient energy to elevate a valence band electron to the conduction band. For energies 

above lOkeV the probability of an interaction is small so CCDs have a low detection

28



Chapter I Introduction

efficiency for energies in the diagnostic x-ray range (10 to 100 keV). Figure 1.10 shows 

the interaction probability of a Oiim thickness of silicon as a function of incident photon 

energy. As can be seen for Opm thick silicon only 5% of incident 20keV x-rays interact 

( Ojim is the typical thickness of a CCD dpt W /al layer).

Increasing the thickness of the epitaxial layer of the CCD will increase the x-ray response 

but because there is a limit the depth of depletion, the thicker device will not be fully 

depleted. Consequently any signal carriers produced by a interaction in the undepleted 

region will diffuse causing an increase in split events and will degrade spatial resolution.

1.0000

I  0.1000

I
.1

lOOum of Csi(Tl)

10.0100

30um of Si

0.0010
60 80 10020 40

Energy (keV)

Figure 1.10 Interaction probabilities for silicon and CsI(Tl).

Another method of increasing the x-ray response is to deposit intensifying screens upon 

the surface of the CCD such as CsI(Tl). These screens convert the x-rays into optical 

photons which is more easily detected by the CCD. The interaction probabilities for 

lOOjxm thickness of CsI(Tl) is shown in Figure 1.10. In principle the interaction 

probability can be increased by increasing the thickness of deposited layer. As the screen 

thickness is increased however there is a degradation in the spatial resolution caused by 

spreading of the optical photons which is illustrated in Figure 1.11.
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(a) (b)
%

\

A Point spread  
functions

Figure 1.11 light spread in (a) thin screen (b) thick screen and their associated point spread 
functions.

For a dose restricted imaging procedure such as mammography the detector system must 

have both, high quantum detection efficiency and high spatial resolution. The choice of 

screen and screen thickness must be chosen to maximise quantum detection efficiency 

and give the required spatial resolution. In this project 3 different screens were available 

for testing detailed as follows:

• CsI(Tl)- good spectral matching between screen emission and CCD response, high 

low energy absorption efficiency, transparent.30-120pm thickness’ available.

• Gd0 2 S2(Tb) used in current mammography screens good spectral matching between 

screen emission and CCD response, high low energy absorption efficiency, 

increased spatial resolution due to semi opaque nature.50|xm thickness

• Gd02S2(Tb,Eu) added dopent of Europium shifts the emission spectrum towards 

higher wavelengths improving the spectral matching. 200 |im thickness

The use of the modulation transfer function (MTF) to characterise the spatial response 

of a detector is widespread. The definition of MTF requires it to be measured under 

noiseless conditions. Consequently any measure of limiting spatial resolution inferred 

from the MTF may not be realised in dose restricted examinations/images.

Spatial frequency dependent detective quantum efficiency DQE(f) provides a measure 

of the detectors ability to transfer signal to noise which has a close relationship with the 

quality of images (Rose 1970). In this project the relationship between MTF, DQE(f) 

and image quality and other factors effecting were investigated.
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1.4.9 Noise source associated with CCDs

The 4 main sources of noise associated with CCDs are discussed below:

1.4.9.1 Dark current noise

All silicon imaging devices suffer from the presence of dark current. It arises from the 

thermal generation of charge carriers which takes place in any semiconductor. In CCD 

image sensors the dark current causes the potential wells to be slowly filled with dark

generated charges, with the result that there is a maximum useful light integration time. 

A more serious limitation, however, is that dark current generation tends not to be 

uniform over the whole array and this fixed pattern noise is often a major factor in 

determining the sensitivity of the device. In addition, some devices may show 

exceptionally high dark current generation for some elements of the array;-the so-called 

dark current spikes.

Dark current is highly temperature dependent, decreasing by a factor of 2 for every 10°C 

fall in temperature. The cooling of an array is thus a possibility for decreasing the dark 

current to a suitable value.

1.4.9.2 Fixed pattern noise

As discussed in a previous section fixed pattern noise arises due to fluctuations in dark 

current generation and pixel responsively. It can be the dominant noise source at high 

illumination levels but can almost be completely removed by the use of a simple 

algorithm described in chapter 3.

1.4.9.3 Reset noise
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During pixel readout there is an uncertainty associated with the potential to which the 

output node of the CCD is reset. This noise source can be eliminated using a technique 

known as correlated double sampling (CDS) described in detail in chapter 2.

1.4.9.4 Electronic noise

Background electronic noise arises from noise produced in the analogue components 

and power supplies in the system. Electronic noise must be kept to a minimum if the 

images produced are not to be degraded, this can be done by the use of low noise 

circuits.

1.4.9.5 Noise due to direct hits in the silicon

CCDs with directly coated screens are susceptible to direct hits in the CCD, that is x- 

rays which penetrate the screen interacting in the CCD. The large signal associated with 

each direct hit (-5500 electrons for a 20keV x-ray) may introduce a significant source of 

noise and reduce the detector dynamic range.

In order to remove direct hits in the CCD, a fibre optic coupling can be used between 

the phosphor and the CCD. Any x-rays which penetrate the screen will btabsorbed in the 

fibre optic. The high transmission efficiencies associated with fibre optic couplings 

compared with lenses also favours their use ( Lu< et al).

The size mismatch between CCDs and the area of interest in mammography can be 

overcome by using CCDs operated in TDI mode scanned across the Breast (Maidment 

1994). The system uses fibre optic tapers to de-magnify the image onto the CCD and 

also provide a means of butting together several detectors at the screen fibre interface. 

This butting procedure is successful with only a single fibre mismatch in the image.

CsI(Tl) is known to grow in columnar structures during vapour deposition (Stevels 

1974). To take advantage of this intagliated fibre optics have been developed (Ito et al
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1982), These fibre optics consist of a face-plate with the cladding of each fibre etched to 

leave the core of the fibres exposed. CsI(Tl) is then grown to form columns upon the 

cores. Optical light generated from an x-ray interaction in one of the columns is 

confined by internal reflection so that spatial spreading is reduced. In this project an 

intagliated fibre optic face-plate manufactured by Hamamatsu is investigated.

1.5 Summary and discussion

This chapter has discussed how the limitations associated with film/screen mammography 

may be overcome by exploiting the linear response of digital detectors over a wide 

dynamic range. Other advantages of digital mammography have been discussed such as 

computer aided detection/diagnosis and tele-diagnosis.

Previous research has shown that a CCD based digital mammography system can produce 

images comparable with film/screen. This thesis is an investigation into the effects factors 

such as phosphor thickness, transmission efficiency, MTF and DQE(f) have upon the 

quality of images produced from such a system.

The aims of this thesis include:

• To investigate the relationship between detector DQE(f) and image quality.

• Investigate the effects of direct hits in directly coated CCDs.

• Investigate the properties of intagliated fibre optics.

• To prescribe optimum detector parameters such as phosphor thickness , transmission 

efficiency for use in mammography.
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CHAPTER 2

2. A CCD based imaging system

This chapter describes the design and construction of a prototype charge coupled device 

based x-ray imaging system. The prototype was constructed for the purpose of testing 

and comparing various different detector configurations. Although images produced 

from the system are limited to a maximum size of around 28mm x 7mm, it is possible to 

measure relevant system factors such as modulation transfer function (MTF) and noise 

power spectrum (NFS). It was also possible to obtain images of a breast phantom to 

provide direct comparisons of image quality between the various detectors. The use of a 

scanning system to move the detector across a larger image area with the CCDs operated 

in TDI mode is discussed in a parallel piece of work (Court 1995).

2.1 System Description

The CCD based x-ray imaging system is PC controlled and consists of a CCD camera, a 

timing generator, a digitising CDS unit, a video frame grabber and an x-ray tube. A 

schematic diagram of the system is shown in Figure 2.1.

The camera board and x-ray tube were housed in a lead lined room for radiation safety 

precautions.
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Detector
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Foot-switch

Figure 2.1 diagram of CCD based imaging system 

2.1.1 SIRA timing generator

The SIRA (Scientific Instrumentation research association) timing generator allows the 

generation of variable CCD clock sequences. The sequence files are down-loaded from 

the computer into the RAM in the timing generator PCB using a program that accepts a 

text file of simple commands. A total of 23 TTL outputs are available from the unit. 

Some of these are used to provide frame, line and pixel synchronisation signals to the 

digitising / video frame grabbing system. The rest of the output lines are available as 

level clocks, which are used as inputs to CCD drive converters to produce actual clocks.

Each of the output lines can be set to TTL HIGH or LOW at any of the master clock 

transitions by the information which is entered into the sequence file. The time for 

which the output remains constant is set by specifying the number of cycles of the 

master clock. This clock runs at up to 32 Mhz, allowing pixel rates of 10.67 Mhz for a 

three phase CCD. The timing generator signals are summarised below:
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to CCD

• i l ,i2 13 clocks to move charge packets down the columns.

• rl,r2,r3 clocks to move charge packets along the readout register.

• Reset pulse to the CCD drain circuit.

to CDS/digitiser unit

• Pixel and Clamp signals

to Frame-grabber board

• End of line synchronisation.

• End of frame synchronisation.

All timing sequences were programmed to match the sequences supplied in the CCD 

specification sheets, the timing regime for the EEV’s frame transfer CCD 02-06 device 

is shown in Figure 2.2.

A range of integration times can be obtained by holding all clocking signals constant for 

the required period.
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Figure 2.2 Clock timing sequences for EE Vs CCD02-06 frame transfer device (EEV Ltd).

2.1.2 CCD camera.

The CCD camera controls the CCD and amplifies the signal to be sent to the CDS unit. 

The camera was custom made using a ‘speed-wire’ board . It contains line drivers to 

convert the TTL pulses from the timing generator and provides the correct operating 

voltages for the CCD. The analogue video signal from the CCD is amplified using a low 

noise circuit and is sent to the CDS unit for digitisation. The CCD camera layout is 

shown in Figure 2.3. The camera also contains an electronic Peltier cooling system to 

cool the CCD to reduce dark current.^

The camera has two separate CCD sockets, one was set up with correct voltages to drive 

the 15_11 type CCD device and the other to drive the 02_06 type device. All operating 

voltages were set according to EEV’s specification. The gain in the amplifying circuit in 

the camera was set (by changing a gain resistor) so that the maximum output voltage 

signal was equal to the maximum input voltage signal for the CDS unit (around 1 Volt). 

A measure of the current from the CCD can be obtained by measuring the voltage Vrd, 

arising from the reset drain in the CCD, across a known resistance. A low noise circuit 

is included in the camera to allow accurate measurements of Vrd-
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Figure 2.3 diagram of camera board layout

2.1.3 CDS unit

The SIRA CDS correlated double sampling unit digitises the video signal before it is 

‘grabbed’ by the digital video frame grabber . Correlated double sampling refers to the 

technique of eliminating the noise component which arises from resetting the output 

drain of the CCD.

Analogue video signals from the CCD and synchronisation signals from the timing 

generator are used to digitise the video signal. The ADC converts the video signal to 12- 

bit signal at a rate of up to lOMHz. Pixel, line, and frame synchronisation signals are 

added to the digitised video signal and sent to the PC based video frame grabber.

The CDS unit has three gain settings high, medium, low. The gain can easily be changed 

by replacing gain resistors. A set of two variable resistors control the level of the d.c. 

offset at which the video is digitised.

2.1.4 Video frame grabber
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The frame grabber used was the Imaging Technologies MFG with the AM-DIG -16D 

module. The AM-DIG module receives pixel data based upon timing signals (pixel, line 

enable, frame enable) provided by the digitising CDS unit and synchronises this data to 

the MFG mother board timing. Video data is loaded into line FIFOs (first-in first-out 

data buffer) at camera clock rates and unloaded at mother board clock rates. The MFG is 

fully programmable and can store 3072 by 1024 by 16 bit frames.

Software supplied with the MFG allows the user to define areas of interest on the video 

display and to define the CCD specific parameters such as array format and 

synchronisation signal polarities.

All images were obtained with the MFG programmed to accept 12 bit data. When I5_l 1 

type CCDs were used the MFG was programmed to accept 1024 by 256 pixel frames.

For 02_06 type CCD devices the MFG was programmed to accept 385 by 288 pixel 

frames.

Table 2.1 description of Commands used in ‘C’ program.

Command Function
Snap Acquire a single frame
Grab Acquire frames continuously
Calc Calculate mean ,standard deviation, maximum and

minimum pixel values and their positions x,y.
Save Save in either *. IIF or *.MFG format
Dark Aquire Dark images
Norm Aquire Normalisation images

Correct Correct images

2.1.5 Personal computer

The PC contained an 80486 based processor with an operating frequency of 66Mhz.with 

16Megabytes of RAM. The timing generator and frame grabber were both plugged in to 

ISA slots and housed in a mini tower casing.
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Timing sequences for the CCDs were programmed using text files and manufacturers 

supplied software was used to implement them.

Software libraries supplied with the Frame grabber were used to write a ‘C’ program to 

control image acquisition from the camera board. A summary of the conunands 

available in this program is shown in Table 2.1. The images could be analysed saved to 

hard disk and further analysed in a unix based application called Dispimage, written by 

D. Plummer in the Medical Physics Department at UCL.

2.1.6 X-ray tube

All x-ray measurements where performed with a Siemens Mammomat I system. The 

generator has 4 tube potential settings (28, 30, 35,40 kVp) and a dial which combined 

tube current and exposure time to give a range of “mAs” values. The tube has a choice 

of either a molybdenum or aluminium filter. Only the molybdenum filter was used in 

this project.

To ensure that the all the x-ray flux from an exposure was captured in a single video 

frame a simple circuit was made. This circuit enabled a footswitch was used to prepare 

the tube, that is, to set the anode rotating and a frame enable trigger from the timing 

generator board switched the tube to expose. A diagram of the circuit is shown in Figure 

2.4.

frame enable

\^pose footswitch

Prepaæ tube

3 pin DIN Socket

Figure 2.4 diagram of circuit used to control x-ray tube.
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2.2 Detectors used

All detectors consisted of a x-ray converting phosphor screen either directly coated onto 

a CCD or coupled via a fibre optic stud or taper as shown in Figure 2.5. Details of all 

the detectors investigated are shown in Table 2.2.

Table 2.2 Detectors investigated

Detector ID phosphor screen fibre optic 
coupling

CCD type

dcl20C CsI(Tl), 120pm none 15_11
dc70C CsI(Tl), 70pm none 15_11
dc50C CsI(Tl), 50pm none 02_06
dc45C CsI(Tl), 45pm none 15_11
dc30C CsI(Tl), 30pm none 02_06
fol20C CsI(Tl), 120pm 1:1a 15_11
fo70C CsI(Tl), 70pm 1:1a 15_11
fo50C CsI(Tl), 50pm 1:1b 02_06
fo200G GdOzSzCTb), 200pm 1:1a 15_11
fo50G Gd02S2(Tb,Eu), 50pm 1:1b 15_11
foMinR Kodak Min-R l.lt 15_11
fohama Hamamatsu Csl, 80pm 1.1a 15_11
ftl20C CsI(Tl), 120pm 1.5:lt 02_06
ft70C CsI(Tl), 70pm 1.5:lt 02_06

Detectors with the prefix ‘dc’ (Table 2.2) have direct coatings of phosphor screen onto 

the CCD, all CCDs are 15-11 devices except for the 30|im and 50|im CsI(Tl) coated 

detectors which are 02-06 devices.

phosphor layer 

organic layer 

CCD substrate

Figure 2.5 diagram of EEV’s coating process

Detectors with the prefix To'(Table 2.2) have a fibre optic stud which coupled the 

phosphor screen to the CCD. With the exception of fol20C, foVOC, fohama and 

foMinR, all phosphor screens were coated directly onto the fibre optic stud. Detectors 

fo 120C and fo70C have their phosphor screens coated onto a fibre optic disc which was 

coupled to a fibre optic stud, as shown in Figure 2.6.The use of coupling fluid between
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the fibre optic disc and fibre optic stud was found to increase the light detected in the 

CCD by 24% see chapter 3.

  fibre optic
phosphor layer      /  faceplate

fibre optic 
faceplate

CCD substrate 

Figure 2.6 Diagram of fol20C, fo70C configuration.

Detector fohama is similar to detectors fol20C and fo70C but uses an intagliated fibre 

optic faceplate supplied by Hammamtsu. This intagliated faceplate has a fibre pitch of 

10|im with an 80p.m thick CsI(Tl) phosphor coating and a reflective top surface as 

shown in Figure 2.7.

Intagliated face plates have their cladding etched away leaving the cores exposed. When 

CsI(Tl) is vapour deposited upon the surface it grows forming columnar 

structures.(Stevels 1974). These columnar structures channel the scintillation quanta 

produced down through a single fibre and reduce image blur (Ito et al 1982).

Reflective coating

Cores

Cladding

CsI(Tl)

Fibre optic 

faceplate

Figure 2.7 Intagliated fibre optic faceplate used in detector fohama

A diagram of the configuration of detector foMinR is shown in Figure 2.8. A section of 

a Min R screen cassette was cut out and used to hold the screen in close contact with the 

fibre optic stud. No coupling fluid was used between the screen and fibre optic stud as 

this was found to dissolve the screen.
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Carbon fibre  
cassette

Sponge 

MinR screen 

Fibre optic stud 

CCD

Figure 2.8 Diagram of detector foMinR

Detectors with the prefix ‘ft’ (Table 2.2) refer to detectors with a fibre optic taper 

coupling between the phosphor screen and the CCD and are similar in configuration to 

detectors fol20C and fo70C.

2.2.1 CCD Devices used

Table 2.3 shows details of the two CCD sensors used in the project. All sensors were 

EEV, front illuminated, 3 phase devices. EEV’s 15_11 device is a full frame device 

(1024 X 256 pixels) which can be used for time delay and integration. The 02_06 device 

is a frame transfer device with an image region (385 x 288 pixels) and store region (385 

X 290 pixels). Both CCDs are packed in a 20pin DEL ceramic package.

Table 2.3 CCD specifications

CCD type 15_11 02_06
Operation mode full frame frame transfer
Array format 1024 X 256 pixels 385 X 288 p ix e ls
Active area 27.64 X 6.91 mm^ 8.5 X 6.3 mm^
Pixel size 27 X 27 p-m̂ 22 X 22 pm^
Quantum efficiency (550nm) .31 .31
Peak signal = 700k e /p ix e l = 300k e/pixel
Max. output from charge amp. = 2V = 0.14V
Pixel readout rate 800kHz l.OMhz

All experiments with CCDs involved them operating at their recommended maximum 

pixel readout rate. CCD 15_11 devices were operated with a pixel readout rate of 

800kHz which led to a frame period (time to readout the whole device) of 0.281 

seconds. The 02_06 device was operated with a pixel readout rate of IMhz which led to 

a frame period of 0.181 seconds.
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The 15_11 device was not designed for integrating images, however the clocking 

scheme of the 15_11 CCD was modified to enable a sort of pseudo integration mode.

This was done by holding all clocks stationary to collect charge for the required period 

and then quickly reading out the device. If the time of the exposure is less than the 

integration time then image smear caused by illuminating the CCD during readout are 

eliminated.

2.2.2 Fibre optic couplings used.

Three fibre optic faceplates were used details of which are shown in Table 2.4.

Table 2.4 Fibre optic coupling specifications

Taper ID 1:1a 1:1b 1.5:lt
type Schott Hi-trans EEV Schott
core size 10pm 6pm 10pm
cladding size 1pm 1pm 1pm
thickness 0.5mm 0.3mm 3cm
magnification 1:1 1:1 1.7:1
index of refraction of cores 1.41 1.41 1.41
index of refraction of cores 1.84 1.84 1.84
transmission 60% 30% 17%

Values in the table were obtained from manufacturers data sheets. The fibre optic studs 

and tapers were obtained from EEV Ltd and Schott Fibres inc.

2.2.3 Phosphor screens used

Three types of x-ray converting phosphor screens have been investigated, details of 

which are shown in Table 2.5. They were chosen for their good attenuation properties, 

good overlap between the spectral output and CCD quantum efficiency curves and 

availability.

CsI(Tl) and gadox screens were obtained from EEV Ltd. As part of EEV’s coating 

process a thin organic layer (~10|im thick) is used as a ‘pre-coat’ to bond the phosphor 

layer to the surface to be coated as shown in Figure 2.5.
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Table 2,5 Phosphor screen specifications

Phosphor screen CsI(Tl) Gd202S2(red) Kodak Min-R
peak emission X̂ nm) 550 617 600
density (g/cm )̂ 3.5 6.7 3.3
overcoat layer ~20p,m ~20|uim No
no. light quanta (keV‘) 52 62 62

2.3 Summary

The prototype imaging system uses EEV CCD15_11 and CCD02_06 devices in 

integration mode with a typical integration time of Is. Fourteen different detectors were 

available for testing and comparing . The whole system was fully controlled via a P.C. 

and specially written software. Problems with synchronising the x-ray exposure with the 

image frame acquisition were overcome by using a switching circuit controlled by a foot 

pedal.
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3. System tests and calibration

This chapter describes the tests and calibration of the CCD based imaging system. 

These include the evaluation of the following parameters:

system stability

system gain (electron/ADU)

charge amplifier sensitivity (|iV/e')

system linearity

CCD full well capacity

x-ray sensitivity (electron/incident x-ray)

x-ray quantum detection efficiency

detector dynamic range

fraction of signal due to direct interaction in the CCD.

In order to obtain quantitative digital images it is necessary to calibrate the system. This 

is achieved by calculating the system gain in terms of the number of electrons produced 

in a CCD pixel necessary to produce an analogue to digital unit ADU in an image pixel. 

The reliability of this measurement is dependent to a certain extent upon the system 

stability and linearity. The system linearity is calculated under both optical and x-ray 

irradiation. Knowledge of the system gain allows evaluation of other relevant 

parameters such as the charge sensitivity of the charge amplifier, the full well capacity 

of a CCD pixel and the x-ray quantum detection efficiency.
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Theoretical models of x-ray sensitivity which include effects of optical coupling 

efficiency are presented. This work uses equations referenced to other workers.

The presence of thermally generated signal carriers in the CCD can severely reduce the 

dynamic range of the CCD. Dark current noise also contributes to the system noise and 

may be the dominant contribution . Dark current noise, together with the other noise 

contributors to system noise is characterised in section 3.6. Methods of minimising dark 

current noise are also presented. All of the noise and sensitivity measurements are in 

terms of magnitude only . The spatial distributions or textures are described in chapter 4 

in the form of MTF and NFS analysis.

3.1 System stability

The time taken for the system to stabilise was estimated by making measurements of 

dark current as a function of time from when the system was turned on. From Figure 3.1 

it can be seen that dark current increases with time until it levels off after 500 s. This is 

caused primarily by the CCD heating up until it reaches thermal equilibrium after about 

10 minutes. The time taken for the system to stabilise can be reduced to a few minutes if 

the CCD is cooled. Each time the system was switched on it was allowed to stabilise for 

5 minutes before any images were taken.
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Figure 3.1 dark current as a function of time from switching on the system for cooled 
(circles) and uncooled (squares) 15_11 CCD.
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3.2 ADU/volt calibration

To eliminate the effect of non-uniformities in CCD pixel response a specially designed 

low noise circuit was built and used to simulate a CCD. The circuit produced a stable 

square wave signal amplitude of Vm and period At, as input to the socket on the camera 

board which usually received the CCD output source Vos-

ADUhi -A D U ^

Eq 3.1

The square wave circuit has inputs from the third CCD clocking signal (|)R3, and a 

lOVolt d.c. source off the camera board. The amplitude of the signal could be varied 

from O-IOV using a variable resistor in the circuit. The signal has the same periodicity 

as (j)R3.

Vin !s set to low value (at around 1 Volt) and a video frame is obtained; the mean pixel 

ADU is calculated. This is repeated with Yin set to a high value (at around SVolts). This 

is done for both CCD sockets (15_11 and 02_06) and for each gain switching on the 

CDS unit. The value of ADU/Volt is calculated using Eq 3.1.

Table 3.1 ADU/V values for three CDS gain settings

CDS gain 1 2 3
ADU/V (15_11) 1328±3.1 3957±3.1 10384±3.1
ADU/V (02_06) 7893±3.1 23284±3.1 57461+3.1

Table 3.1 shows the results obtained for the 15_11 and the 02_06 socket for each gain 

switching on the CDS unit. From these results it can be seen that a factor of x3.0 and 

x7.8 in gain is achieved for gain switches 1 and 2 respectively on the CDS unit.

3.3 Number of electrons per ÂDU (eVADU)

Figure 3.2 shows a diagram of the experimental set-up for measuring the number of 

electrons per ADU for each detector. A tungsten filament lamp illuminates a green filter
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y /

and a series of semi opaque optical to produce a uniform or flat field of green

light over the detector. The green filter was chosen to simulate the emission spectra of 

the phosphors used. A plot of its transmission spectrum is shown in Figure 3.4.

Tungsten filament lamp 

Green filter

Ught dispersing filters

Detector

power supply Digital voltmeter

Figure 3.2 experimental set-up for measuring no. o f eVADU

The uniformity or flatness of the field was measured using a photodiode and 

photometer. The photodiode was moved across the centre of the light field along one 

axis. Readings of light intensity were taken every 0.5cm across the light field. Figure 3.3 

shows light intensity values for positions across the light field. The light field is uniform 

to within 1% over about 16cm which is adequate for the measurements made.
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(w)
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Figure 3.3 light power across flat field
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Figure 3.4 Dashed line is the transmission spectrum of green filter. Solid line is Q fy pi 1 
emission spectrum of CsI(Tl) phosphor.

3.3.1 Method for calculating eVADU

The detector was operated in continuous readout mode with the CDS unit at gainl 

setting and was placed in the flat field of light. Readings of Vrd, the voltage across the 

reset drain resistor (see chapter 1) were made. An image was ‘snapped’ and a mean 

pixel ADU value was calculated. This procedure is repeated for a number of light field 

intensities. The current Ird, from the CCD reset drain gives a direct measure of the 

number of electrons produced in the CCD per second. The number of electrons per pixel 

is given in Eq 3.2 where Ird = VRo/lOOkH. The charge sensitivity of the CCD charge 

amplifier is given in Eq 3.3.

no. of electrons/pixel = Ird x pixel rate x  electron charge

Eq 3.2

charge sensitivity (p.V/e ) =10 /(no. of electrons/ADU x ADU/volt)

Eq 3.3

3.3.2 Results of calculating eVADU
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A plot of current in the reset drain against ADU value for a 15_11 device is shown in 

Figure 3.5. A regression was applied to the data and the gradient was calculated, values 

of the no. of electrons per ADU were calculated using Eq 3.2. The sensitivity of the 

CCD charge amplifier was calculated using Eq 3.3. Results for all detectors under test 

are shown in Table 3.2

160

140
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I  100

1000 1500 2000 2500 3000 3500 4000

ADU Value
Figure 3.5 plot of current in reset drain against ADU value for 15_11 device. Circles 
correspond to measured points, the dashed line is a regression on the data.(298K).

Results show figures of around 300 e /ADU for 15_11 based detectors and around 120 e" 

/ADU for the 02_06 detectors, estimated errors in the measurement were calculated 

from uncertainties in current readings and are 1%.

For the 15_11 based detectors, the discrepancy between figures of 2.5 |iV/e' for charge 

amplifier sensitivity and 3.0 |iV/e' (quoted in the manufacturers data sheet at 140K) are 

attributed to the measurement being made at 298K.
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Table 3.2 results of no. of electrons/ADU calibration

Detector ID No. o f  electrons p er  A D U Charge amplifier 
sensitivity(iiV/e)~

dcl20C 304 2.5
dc70C 280 2.7
dcSOC 110.2 1.1
dc43C 285 2.6
dc30C 118.2 1.1
fol20C 306 2.5
fo70C 306 2.5
fo50C 113 1.1
fo200G 298 2.5
fo50G 122 1
fohama 306 2.5
foMinR 306 2.5

For the 02_06 based detectors figures of about lp.V/e' for charge amplifier sensitivity 

agree well with figures from manufactures data sheets. ^

Measurements for the 02 06 device were made at 288K

3.4 System linearity

The same experimental set-up described in the last section was used investigate the 

system linearity.

3.4.1 Method for measuring system linearity

Aoimage was taken with the detector placed in a field of uniform light and the average 

ADU and its standard deviation was calculated. The contribution to the signal due to 

dark current was obtained by repeating the procedure with the detector shielded from 

any illumination. The signal due to irradiance was then calculated by subtracting the 

dark current contribution. This was repeated for a range of illuminations.
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3.4.2 Results of system linearity measurements

The number of electrons per pixel as a function of irradiance is shown in Figure 3.6. 

From the plot for the 15_11 CCD the signal is observed to be linear up to about -40 

nW/mm^ where the device begins to saturate. Similarly the plot for the 02_06 CCD is 

observed to be linear up to ~26nW/mm^.

Electrons

7e+5

15_116e+5

5e+5

4e+5
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le+5
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600 10 20 30 40 50

Irradiance (nW/mm )
Figure 3.6 plot of no. of electrons per pixel as a function of irradiance. Solid lines are 
regressions to the linear portion of the data.

3.4.3 Full-well capacity

A CCD pixel has a limit to the amount of charge it can store. This limit is known as the 

full well capacity. When the limit is exceeds charge from the pixel spreads into adjacent 

pixels, an effect known as charge blooming. The point at which the graph in Figure 3.6 

flattens out can be taken as an estimate of the irradiance at which onset of charge 

blooming occurs.

Values of the full well capacity where estimated to be -7.1x10^ electrons for the 15_11 

CCD and 3x10^ electrons for the 02_06 CCD which agree with the figures for full well 

capacities quoted by the manufacturer.
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3.5 X-ray measurements

Quality assurance tests where made to determine the main characteristics of the x-ray 

tube, these included output linearity and stability, focal spot size and half value layer 

(HVL).

The output of the tube was measured for a range of mA and kVp. Air kerma was 

measured using a Keithley 35050A dosemeter fitted with a 15cc air ionisation chamber. 

Figure 3.7 shows that the tube output is linear with tube current and exposure time for 

the three tube settings. After a few pre-exposures, to warm the tube, the consistency of 

output was about 6% at the dial setting of 5mAs and 1 % at 80mAs at 28 KVp.
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Î̂  4000
3
o 3000 
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Tube setting  (m As)
Figure 3.7 air kerma (at .75m) as a function of tube output setting. Solid lines are 
regressions to the data

The focal spot size was estimated using a star resolution grid with 1° spoke angles. A 

film screen was used to obtain a magnified image (magnification =3.2) of the star 

resolution grid. The distance between the outermost blurred regions on the image was 

measured and the focal spot size was calculated using Eq 3.4 (IPSM report no. 59),

k O Dfocal spot size =
180'(M -1)

Eq 3.4
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where 6 is the spoke angle of the star resolution pattern =1°, M is the geometrical 

magnification of the image and D is the measured blurring diameter on the image. A 

focal spot size of 440 x 460 jim was obtained.

The half value layer (HVL) was determined using a Keithley 115A aluminium HVL set 

and operating the tube with a 28 kVp beam for both filters. With the aluminium filter 

the HVL was found to be .448mm A1 which corresponds to a inherent filtration of .72 

mm A1 (Cranley et al 1991). A HVL of .35mm of A1 was obtained with the 

molybdenum filter in place which corresponds to an inherent filtration of 39|im Mo.

Knowledge of the filtration of the tube and kVp enabled the energy spectrum of the 

beam to be calculated using a program called XCOM (Berger et al) see Figure 3.8.
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Figure 3.8 28kVp energy spectrum for Mo tube with 39pm Mo filtration 

3.5.1 Linearity and sensitivity

The sensitivity of the system toward x-ray exposure was measured in terms of the 

number of electrons per pixel per entrance air-kerma at the input plane of the detector. 

The distance between the x-ray tube focus and the detector was kept constant at 0.75m. 

A 28kVp beam was used and three images were taken with each device for a range of 

exposures (measured using an ion chamber). The images where averaged and the dark 

signal contribution was subtracted.
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X - ray sensitivity =

no. of electrons 
Exposure

no. of X - rays 
Exposure

Eq 3.5

Figure 3.9 shows a plot of the number of electrons as a function of incident air kerma 

for various detectors. The system is observed to be linear in response to x-ray exposure

for twelve detectors, this was the case for all subsequent detectors tested.
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6Ef05 -

-fo 1 3 0 C  ♦dc70C

■ dcSOC • foSOC

5E+C5 -- A dc30C + ft70C
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Figure 3.9 number of electrons per pixel as a function of incident air kerma for twelve 
detectors.

The x-ray sensitivity of each detector was expressed in terms of the number of electrons 

per pixel produced per incident x-ray which is given by Eq 3.5.

The number of electrons per unit exposure was calculated by finding the gradient of the 

linear regression data shown in Figure 3.9 and applying a correction for pixel size and
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the number of x-rays incident per unit exposure is calculated using the method detailed 

in appendix 2 .

3.5.1.1 Results and discussion for directly coated CCDs

Directly coated CCDs are the most sensitive of all the detectors used. This is as 

expected as no there is no light loss associated with additional optical coupling between 

the phosphor and the CCD and there is an additional contribution to the signal from 

direct hits in the CCD.

Signal contribution from phosphor ,= H x 7/p^ (E) x  P(E) x G x 77^  (E)

Eq 3.6

The signal contribution from an x-ray of energy E incident on the phosphor Fphoŝ  is 

given in Eq 3.6 where:

=  (1 -  e x p (-A t^ „ (E )  X

Eq 3,7

• T}phos(E) is the quantum detection efficiency of the phosphor at energy E, given in Eq 

3.7 where:

• liphoto(E) is the photoelectric interaction coefficient for an x-ray photon of 

energy E,

• dphos is the phosphor thickness,

• P(E) is the number of optical quanta produced when an x-ray photon of energy E is 

photoelectrically absorbed in the phosphor,

• G is a geometrical factor to account for the fact that not all the optical light, 

produced in the phosphor, reaches the output face of the phosphor,

• Vccd is the optical quantum efficiency of the CCD which is calculated using the 

method described in appendix 1 .
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Q- 1 , K , -  f . . rSignal contribution from direct hits 17).̂ ;,=  ̂  ̂ ^  65eV

E q3.8

Assuming all x-ray interactions occur inside the epitaxial layer, the signal contribution 

from direct hits Fepi is given in Eq 3.8 where:

• rfepi is the x-ray quantum detection efficiency of the CCD i.e. it is equal to the

percentage of incident x-rays of energy B which are absorbed in the depleted region

of the CCD and is given in Eq 3.9 where:

(E) = (l -  exp(-/z^ (E) X d^, ))

E q3.9

• jJ,epi(E)is the photoelectric absorption coefficient of silicon at energy E,

• depi is the depletion depth of the CCD.

The figure of 3.65 eV is the energy required to produce an electron-hole pair in silicon.

Combining Eq 3.8 and Eq 3.9 an expression for the sensitivity of the directly coated 

CCD Se/x, under broad beam exposure conditions can be expressed as Eq 3.10 where 

Ox(E) is the normalised x-ray photon fluence with energy E per pixel.

,kVp
,'((l-npK „(E ))x77.,(B ))/

e/x

0̂

= <I>x(E) {'7pta(E)xP(E)xG xj7^} + /3.65eV dE

Eq 3.10

Theoretical values for x-ray sensitivity were calculated using Eq 3.10 with P(E)= 52  

pLokriG per keV (Knoll), G= 0.5 (i.e. half of optical photons produced reach the 

CCD), T]ccd= 0.31 (calculated in appendix 1.), depi= 20jxm using a 28kVp x-ray spectrum 

shown in Figure 3.8. Results are tabulated in Table 3.3.
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Experimental results for the contributions from direct hits were calculated by subtracting 

the theoretical phosphor contribution from the experimentally obtained total sensitivity 

of the device.

Results shown in Figure 3.10 and Figure 3.11 reveal good agreement between 

experimental and theoretical results obtained for both contributions to the x-ray 

sensitivity.
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Figure 3.10 x-ray sensitivity as a function of CsI(Tl) phosphor thickness. Dashed line are 
data obtained from theoretical data.
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Figure 3.11 contribution to x-ray sensitivity from direct hits in the CCD for direct coated 
detectors. Dashed line is obtained from theoretical data
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3.5.1.2 Results and discussion for fibre optic coupled detectors

The thickness’ of fibre optic faceplate used in the detectors was sufficient such that 

there was a negligible contribution to the signal from direct hits in the CCD,

pkVp

^e/x= I ^x(E)W E)xP(E)xGxTxr]^ ,dE

Eq 3.11

The x-ray sensitivity for these detectors is given in Eq 3.11 where T is the transmission 

efficiency of the fibre optic coupling between the phosphor and the CCD. Theoretical 

values for x-ray sensitivity were calculated for using each detector using Eq 3.11 and 

values of T  and G tabulated in Table 3.3

For detector foMinR the value of G was calculated using Eq 3.12 (Swank 1973a) with /x 

= 19.45 m m '\ L  = 85|xm, cr= 1 lm m '\ T= 50mm"\ po =0.9 p i  = 0.7 (Nishikawa et 

al. 1990a) and T= 0.60

^ltp^exp(-/xL) \2 a {n  + T p „ ) e x p ( / f L ) c r ) ( g - Tp,)exp(-oL)-Qu + g)(cr + Tp„)exp(oL)]
1 -  e x p ( -^ )  (cr + TPo)(cr + rp, )exp(oL)

Eq 3.12

The value of G for all CsI(Tl) based detectors (apart from detector fohama) was chosen 

to be 0.5, which assumed that half of all scintillation photons created reached the output 

face of the phosphor. To account for the reflective coating on the top surface of the 

CsI(TI) layer of fohama the value of G was chosen to be 0.7( i.e. there is a contribution 

from photons which have reflected from the top surface).

The value of G for all ‘gadox’ based detectors was chosen to be 0.3 which is lower than 

the value used for CsI(Tl). This is because the ‘gadox’ phosphor is opaque ( CsI(Tl) was 

transparent) and consequently scintillation light is lost through self absorption and 

reflection. A value of P(E) was estimated to be 62 photons /keV for detector fo200G.
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*It was found that detector fohama was 1.4 times more sensitive than detector 

fo70C(after correcting for their different thickness’ 6%). G for detector fohama was then 

calculated to be 0.5x1.4 = 0.7.

For detector fo200G a value for G was chosen to match the theoretical and experimental 

values. A value for G of 0.28 was chosen.



Chapter 3_______________________ System tests and calibration

The transmission efficiency T, of the fibre optic faceplate ‘1:1a’ used in detectors 

fo200G, foMinR, fohama, fol30C and fo 70C was equal to 60% (obtained from 

manufacturers data).

The transmission efficiency T, of the fibre optic taper ‘ 1.7: It’ used in detectors ftl30C

and ft70C was calculated using the following Eq 3.13 (H. Liu et al. 1993) where M  is

the magnification of the taper ni and « 2  are the refractive indices of core and cladding

material respectively, d  is the diameter of the fibre core, D  is the overall fibre diameter

and F  is the transmission efficiency of a single fibre. A figure of 20% was obtained with

M = 1.7, rii = 1.81, «2 = 1.5, d  = 6pm, D  = 7pm and F  = 90%.

Y r  A\^
( n ? - n î ) x  0.907

v m J
( 1 YTaper transmission efficiency = —  (nf -  n̂  ) x 0.907

d

Eq 3.13

The transmission efficiency of the phosphor coated fibre optic studs used in detectors 

fol30C, fo70C, ftl30C and ft70C was estimated to be around 75% which made the total 

coupling efficiency of fol30C and fo70C equal to 45% and ftl30C and ft70C equal to 

16%.

The figure for the transmission efficiency T, of EEV’s fibre optic coupling used for 

detectors fo50C and fo50G was obtained by comparing the x-ray sensitivities of 

detectors dc50C and fo50C. Both detectors had phosphor coatings 50pm of CsI(Tl), so 

by subtracting the contribution due to direct hits from the value of sensitivity for the 

dc50C detector, a direct measure of the transmission efficiency of the fibre optic 

coupling was obtained. Errors associated with all the theoretical calculations are 10%.

From Table 3.3 it can be seen that there is generally good agreement between theoretical 

and experimental values of x-ray sensitivity. The discrepancy between the theoretically 

obtained value of 73 electrons/incident x-ray and the experimental value of 33 for fo 

MinR is attributed to light losses at the Min-R screen/fibre optic interface which 

effectively reduce the transmission efficiency of the fibre optic coupling by a further
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50%. Also the use of the carbon fibre cassette see chapter 2 will also act to reduce the 

quantum detection efficiency.

Theoretical values are all lower for the fibre optic coated detectors, this is attributed to 

light losses at the CCD/fibre interface and phosphor/fibre interface.

The discrepancy between values for foSOG is attributed to the poor quality of the 

coating, the coating was flaking in areas and there was not a good bond between the 

coating and the fibre optic..

Table 3.3 x-ray sensitivities for detectors under investigation.

Detector
id.

Quantum
detection
efficiency

X-ray sensitivity 
eVincident x-ray 

(expt)

T G X-ray sensitivity 
eVincident x-ray 

(Theory)
dcl20C 0.84 119 - 0.5 117
dc70C 0.68 115 - 0.5 117
dc50C 0.57 135 - 0.5 118
dc45C 0.51 105 - 0.5 118
dc30C 0.40 101 - 0.5 110
fol30C 0.86 45 0.45 0.5 56
fo70C 0.68 39 0.45 0.5 44
fo50C 0.57 23 0.3 0.5 24

foMinR 0.79 33 0.60 0.3 68
fohama 0.72 63 0.45 0.7 66
fo200G 0.994 72 0.6 0^6 12
fo50G 0.80 19 0.3 0.% IS
ftl30C 0.86 19 0.16 0.5 21
ft70C 0.68 14 0.16 0.5 17

3.5.2 Detector dynamic range

The dynamic range of the system was estimated using Eq 3.14. The estimate is an 

overestimation and neglects any reduction in dynamic range caused by spurious dark 

signal generation. That said a Is integration time will only reduce the dynamic range by 

1.5% for the 15_11 CCD. Results are presented in Table 3.4

fullwell capacity x Quantum detection efficiency
Dynamic range =

X - ray sensitivity

Eq 3.14
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Table 3.4 dynamic range estimates of detectors

Detector Id. Dynamic ran^e D etector Id. Dynamic ran^e
dcl20C 4950:1 fo50C 7300:1
dc70C 4140:1 foMinR 17000:1
dc50C 1266:1 fohama 8000:1
dc45C 3400:1 fo200G 9600:1
dc30C 1180:1 fo50G 13500:1
fol30C 13300:1 ftl30C 13500:1
fo70C 12200:1 ft70C 14000:1

These figures for dynamic range refer to the detector capability, obviously when the 

signal is digitised to 12bits the dynamic range is limited to 4095:1.

Research into the dynamic range requirements for digital mammography has shown that 

a value of around 3000:1 is needed (Maidment 1994).

3.6 System noise

The four main sources of noise in the system were found to be inherent electronic noise 

from the camera board and the CDS unit Ceiec, fixed pattern noise due to detector non

uniformities Gfpn, X-ray quantum noise c^, and dark signal noise %. For directly coated 

detectors there is an additional noise source which arises from fluctuations in the no. of 

direct hits in the CCD Oepî

3.6.1 System electronic noise

To obtain a measurement of the inherent system noise, images were obtained without 

any detectors inserted in the camera board. Two successive images were taken and one 

subtracted from another, the magnitude of the noise was then calculated by computing 

the root of the mean of the squares of the pixel values and dividing by a factor of 2° ̂ .

Eq 3.15

The system has only two major noise sources the camera board and the CDS unit and 

the total noise can be expressed as in Eq 3.15

63



Chapter 3___________________________    System tests and calibration

/ T  _  ^  T O T A L

Vg

Eq 3.16

where total, cos,c?c a m the total, CDS unit and camera board noise respectively and 

G  is the system gain. For large gains the contribution from the CDS unit becomes 

negligible so that the noise due to the camera board is given in Eq 3.16.

Table 3.5 Inherent system noise measurements.

CDS
Gain

No. of 
electrons/ADU

Total noise 
(ADU)

Noise equivalent 
electrons

1 306 2.3 704
2 104 3.8 395
3 39.1 8.9 348

Table 3.5 shows measurements of noise for three CDS gain settings. The contribution 

from the camera board and CDS unit was estimated to be -320 and -627 noise 

equivalent electrons respectively (assuming an electron per ADU conversion factor of 

306 for CDS gain 1).

3.6.2 Fixed pattern noise

For highly illuminated images fixed pattern noise can be the dominant noise source. It 

arises from variations in pixel gain and dark charge generation.

Fixed pattern noise was almost completely removed using a simple algorithm 

summarised in Figure 3.12. An average of 10 dark images (detector non illuminated) 

was calculated this provided the dark current offset image. An average of 10 uniformly 

illuminated, x-ray exposed images was calculated and the dark current offset was 

subtracted to provide an image of the pixel gain nonuniformities. Each image was then 

corrected by subtracting the dark current offset image, dividing by the image of pixel 

gain non-uniformities and multiplying by the average ADU value of the original image.

Correcting for fixed pattern noise resulted in -3.7 reduction in image noise for fibre 

optic coupled detectors and -1.3 reduction for directly coated detectors.
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image o f  pixel 
gain
nonuniformities

average x-ray 
exposed im age

average
dark
image

<ADU>=s — <ADU>=s+d - <ADU>=d

corrected image

x-ray exposed  
image - average  
dark image

image o f  pixel 
gain
nonuniformities

<ADU>=s — <ADU>=s / <ADU>=s X

Figure 3.12 schematic of correction for fixed pattern noise. <ADU> means average ADU 
value, s is the signal due to illumination only, d is the signal due to dark current generation.

3.6.3 Dark signal noise

s<, = t

Eq 3.17

The dark current signal per pixel is given by Eq 3.17 where J  is the dark current for the 

detector, qe is the electron charge, Apix is the pixel area and t is the integration time. The 

dark current noise is given in Eq 3.18.

Eq 3.18

Dark signal was measured as a function of integration time by shielding the detector 

from any illumination and taking image s for various integration times. The results of 

these measurements are shown in Figure 3.13. From a linear regression on the data

13x10^ electrons/pixel/second. The pixel area of the device is 7.29x10'^ mm^, 

therefore the dark current was J=0.3nAcm‘̂ .
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-

Eq3.19

The noise contribution from dark current was measured as a function of integration 

time. This was done by subtracting two successive images from each other, the noise 

was then calculated by computing the root of the mean of the square of the pixel values 

and dividing by 2®̂ . The contribution to the noise from dark current was calculated by 

subtracting the electronic noise contribution using Eq 3.19 where Cmeas is the measured 

noise. The results of the measurement are shown in Figure 3.14, together with 

theoretical results obtained using Eq 3.18 with J= 0.3 nA/cm^.
2.5e+5

2.0e+5

b 1.5e+5

o l.Oe+5

5.0e+4

O.Oe+0
0 2 4 6 8 10 12 14 16 18

Time (s)
Figure 3.13 dark signal (per pixel) as a function of integration time for detector dcl20C at 

298K. Dashed line is data from a regression.
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Figure 3.14 dark signal noise as a function of integration time for dcl20C (298K). Solid 
line is obtained from theoretical data.
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3.6.4 X-ray quantum noise

X-ray quantum noise was calculated using Eq 3.20, where Sx is the x-ray signal and all 

other symbols are defined in sections 3.5.1.1 and 3.5.1.2.

ffx = X P(E) X G X T X electrons
V phos

Eq3.20

3.6.5 Direct hit noise

For directly coated detectors there is an additional noise source which arises from 

fluctuations in the number of direct hits per pixel in the CCD. It was calculated using Eq 

3.21, where all symbols are defined in sections 3.5.1.1 and 3.5.1.2.

S ^ x E
— electrons

r,.x3 .65eV

Eq 3.21

3.6.6 Results of detector noise measurements

Table 3.6 Noise contributions for detectors dcl20C and fo70C. All figures are expressed in 
ADU with no. of eVADU = 306 for dcl20C and =39 for fo70C.

Detector & ĉor f̂pn Ox Od Oelec Ogpi
dcl20C 1465 330 74 58 46 2.3 0.6 2.4 58
fo70C 965 220 34 9.2 33 5.0 2.4 7.3 -

Table 3.6 shows values for total noise Gtot and noise contributions for two typical 

detectors( direct coated device and a fibre optically coupled device) with x-ray signal Sx 

and dark current signal Sd, all measured in terms of rms pixel fluctuations.

Results show that for detector fo70C fixed pattern noise is the dominant noise source, 

however once the image is corrected (see section 3.62) then electronic noise is 

dominant.
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For the directly coated detector dcl20C fluctuations in the number of ‘direct hits’ in the 

CCD is the dominant noise source and it can be seen it remains so after image 

correction.

3.7 Dark current reduction methods

Methods for reducing dark current and the nose associated with it include

• Increasing the substrate potential until inversion occurs under two of three electrodes 

of a pixel.(Saks 1980)

• Charge pumping or dithering (Burke et al 1991)

• Cooling the CCD

3.7.1 Increasing substrate potential

When the substrate potential is increased to about 9 volts the surface under a low level 

gate (OV) the substrate potential now equals the potential at the silicon surface and holes 

can flow from the channel stops into the surface region. The presence of these holes 

effectively inverts the surface from n-type to p-type, and the contributions to dark 

current from the surface states are suppressed.

The variation of dark signal as the substrate potential is increased is shown in Figure 

3.15. Increasing substrate potential from 6V to 9V decreases dark signal by a factor of 

- 2.6 .
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Figure 3.15 Dark signal as a function of substrate voltage for 15_11 CCD at 293K 
(1 second integration time).

3.7.2 Charge pumping or dithering

In order for a buried channel CCD to image correctly at least one pixel electrode needs 

to be held high to isolate separate charge packets. Burke et al (1991) have shown that 

when a surface is switched from inversion to depletion, the surface generation rate 

remains low for a characteristic time period before recovering to its steady state value. 

This means that the interface state dark current can be dynamically suppressed by 

periodically switching charge packets between electrodes and keeping them inverted 

when not storing charge. Using the charge pump scheme illustrated in Figure 3.16 led to 

~2 reduction in dark current for the 02 06 device.
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Figure 3.16 Charge pumping scheme used for CCD02_06 device

Charge pumping can only be used if the CCD is used in an signal integrating mode or in 

frame transfer CCDs, it is not applicable to CCDs when operated in TDI mode due to 

the continuous nature of the operation. For this reason no charge pumping was used 

with the 15_11 devices.

3.7.3 Cooling the CCD

Reducing the temperature of the CCD reduces the thermal generation of signal carriers 

produced in the CCD. The CCD was cooled using a peltier cooling system described in 

chapter 2. 15_11 CCDs could be cooled to around 293 K and 02_06 CCDs to around 

283K. The difference in the temperatures to which the CCDs can be cooled can be 

explained because the 15_11 device is about 1.8 times larger in area than the 02_06 

device.
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Figure 3.17 Themistor resistance as a function of temperature.

Figure 3.17 shows the variation of thermistor resistance with temperature, temperature 

was measured using a platinum resistance thermometer in contact with the cooling top 

plate. The measured temperatures are all lower than manufacturers data. This is 

probably due to the thermal contact between the thermometer not being 100% efficient. 

Thermal conducting fluid was used between the CCD and the top cooling face to ensure 

good thermal contact. Figure 3.18 shows dark signal as a function of temperature for a 

15_11 CCD.
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Figure 3.18 Dark signal as a function of temperature for a 15_I1 device (substrate 
poential=9V).

Previous work has shown that dark charge generation mainly arises from generation at 

surface states (90%) (Torren and Bisshop 1994) .By using an inverted CCD chip and 

using an appropriate charge pumping clocking scheme charge generation at surface
dcirk

states can be removed charge current can be virtually eliminated.
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When CCDs are cooled to temperatures approaching the dew point it is necessary to 

remove all moisture from its environment to prevent condensation causing a short on the 

chip. This can be achieved by having a constant flow of dry nitrogen over the CCD. 

Results show that dark current can be reduced by a factor of -10 by cooling to 293K 

(with an ‘inverted’ CCD).

3.8 Summary and conclusions

In this chapter the tests and calibrations of a prototype CCD x-ray imaging system have 

been described. Tests of system stability show that dark current from a CCD takes about 

10 minutes to reach a steady value as the CCD heats up, but this time can be reduced to 

4 minutes if the CCD is cooled.

The system has been calibrated in terms of the number of electrons produced in a pixels 

of the CCD per ADU value in the digitised image. This calibration combined with the 

ADU per output voltage enabled figures for the charge sensitivity of each CCD to be 

calculated. Values of charge sensitivity obtained agree well with values reported in 

manufacturers data sheets.

The imaging system is shown to be linear with respect to optical illumination and x-ray 

irradiation and values for the full well capacity of the CCD pixel was found to be 700k 

electrons and 300k electrons for the 15_11 CCD and 02_06 CCD respectively.

The sensitivity of the detectors to x-ray irradiation was calculated in terms of the 

number of electrons produced in a pixel of the CCD per incident x-ray. Results show 

good agreement with simple models presented.

Of the detectors used the directly coated detectors are the most sensitive to x-ray 

irradiation. This is due in part to direct hits in the epitaxial layer of the CCD and 

because there is no light loss due to intermediate optical coupling between the phosphor 

and the CCD. Both contributions to x-ray sensitivity, for these detectors have been
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characterised. X-ray sensitivity should increase with the thickness of phosphor used in 

the detector, however as the phosphor thickness decreases the probability of a “direct hit 

“ increases such that the x-ray sensitivity of the detectors is approximately constant. A 

typical value for x-ray sensitivity is 120 electrons per incident x-ray for a 28 kVp Mo- 

Mo x-ray spectrum.

The fibre optically coupled detectors have a lower x-ray sensitivity compared to directly 

coated detectors. This due to the losses of light in the fibre optic coupling and because 

there are negligible contributions to the signal from direct hits in the CCD.

Results show moderate agreement between experimentally obtained results and 

theoretical results obtained from models. X-ray sensitivity for these detectors depends 

upon the transmission efficiency of the optical coupling and the thickness of phosphor 

used. X-ray sensitivity can be seen to increase with phosphor thickness for all the fibre 

optically coupled detectors. Values for x-ray sensitivity for these detectors is lower than 

directly coated detectors by as much as a factor of ~2. A typical value is 45 electrons per 

x-ray for detector fol30C.

It is noted that an x-ray sensitivity of detectors fol30C, fo70C, ftl30C and ft70C can be 

increased by 25% by coating the phosphor directly onto the fibre optic faceplate and 

thereby ‘losing’ the fibre optic stud.

The noise in the system has been characterised in terms of rms. pixel fluctuations.

Results show that fixed pattern noise is a major contribution to image noise but can be 

virtually eliminated by correcting for pixel offset and gain using reference images. This 

correction reduces image noise by a factor of ~ 4 and ~ 1.3 for fibre optically coupled 

detectors and direct coated devices respectively.

For directly coated detectors the major noise source arises from fluctuations in the 

number of direct hits in the CCD. The effect of this noise source on image quality is 

investigated in chapter 5.
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For fibre optically coupled devices operated with high irradiance levels the major 

noise source arises from x-ray quantum fluctuations, however for lower irradiance 

electronic noise dominates and may be the dominant contribution for the irradiance 

levels used in mammography. This is investigated further in chapter 5
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CHAPTER 4

4. Detector evaluation

This chapter describes the methods used for evaluating the imaging performance of the 

detectors. The quality of an image depends strongly upon spatial resolution. The use of 

modulation transfer function (MTF) is widespread in characterising the resolution 

properties of imaging systems. When determining the MTF of digital imaging systems 

care is needed to avoid aliasing effects caused by discrete sampling (M. Giger, 1984). 

The MTF of all the devices used was determined using a method similar to those 

developed by H. Fujita (1992) and S. Reichenbach (1991).

Theoretical models of MTF including effects due to direct hits in the CCD and light 

attenuation in the phosphor screen are discussed. Comparisons between MTF and 

limiting spatial resolutions, measured with a star pattern are discussed.

Image noise is another factor which determines the quality of images. The Wiener 

spectrum or noise power spectrum (NFS) provides a measure of the magnitude and the 

spatial distribution or texture of the noise. Methods of measurement are discussed and 

results are presented.

It is widely accepted that there is an intimate relationship between an observer’s ability 

to detect an object in an image and the signal to noise ratio (SNR) associated with that 

object. A review of the work done in this field can be found in a volume edited by 

Biberman (1973) and a text by Rose (1972). The MTF of a system describes how signal 

is passed through an imaging system in the absence of noise. The spatial frequency 

dependent detective quantum efficiency DQE(f) describes how a system passes signal to
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noise ratio and is a better measure of the quality of images that will be produced from a 

detector. The calculation of spatial frequency dependent DQE(f) is described and results 

are presented.

4.1 Spatial resolution of a CCD based detector.

The spatial resolution of a CCD based detector is dependent upon the following factors

• Pixel dimensions

The width of a pixel can be a determining factor in the limiting spatial resolution of the 

CCD. An ideal pixel has a uniform response across its area and has an MTF given in Eq. 

4.1.( taken from the Fourier transform of a ‘top hat’ function)

MTFpixei =  SIN(7C dp f)/(7C dp f)

Eq. 4.1

and has an associated cut-off and Nyquist frequency of 1/dp and l/2dp  respectively, 

where dp is the width of the pixel and /is  the spatial frequency.

The MTF of a CCD is dependent upon how much charge is stored in the pixels due to 

the reduced potential profile of a pixel as charge is stored. For this reason all MTF 

measurements were carried out with the CCD pixels ‘half filled’ to allow comparison of 

MTF’s from different detectors.

• Spreading of generated optical photons

This was found to be the dominant factor in degrading spatial resolution by Martinez 

(1994), who measured MTF’s of CCD based detectors with fibre optic face-plates and 

CsI(Tl) phosphors. In some phosphor screens the spreading of optical photons is 

reduced by using light absorbing dyes and by using structured screen such as CsI(Tl).
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•  fibre optic fibre dimensions

Optical cross talk where light scatters from one fibre to another, can cause a significant 

degradation in MTF. This effect can be removed by the use of extra mural absorber or 

EMA. All fibres used in this project have EMA so this is not a problem.

The MTF of a fibre optic faceplate is related to the diameter of a single fibre and is 

given in Eq. 4.2 where df is the diameter of the fibre.

MTFfibre =  SIN((7C df f)/(7C df f)

Eq. 4.2

A single fibre has associated with it a finite numerical aperture which restricts the 

maximum angle relative to the normal, from which light is accepted. Experimental 

model have shown this effect increases MTF (Westomore and Cunningham 1994). This 

effect is modelled in a later section.

4.2 Modulation transfer function theory

The modulation transfer function is defined as the ratio of the output to the input 

modulation of a sinusoidal input, normalised at zero spatial frequency and is given in 

Eq. 4.3 (Johns and Cunningham 1983). Practical measurements involve the input signal 

being generated at different frequencies with the same modulation i.e. Min(f)=Min(0) for 

allf.

MTF(f) =
Min(f) M,„,(0)

Eq. 4.3

This means that the definition of MTF(f) reduces to Eq. 4.4 which means that the MTF 

can be determined simply by measuring the modulation of the output signal.
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MTF(f ) =

E q.4.4

In practise it is not easy to generate a sinusoidal variation of x-ray fluence. However a 

way around this problem is to measure the modulation of the system using a square 

wave pattern which is much easier to fabricate. From this data an estimation of the MTF 

can be calculated using a correction function defined in Eq. 4.5 (Coltman 1954), where 

Ts(f) is the measured square wave response, with k=l,3,5,... and Bk=l,0 or -1 according 

to Eq. 4.6 where m is the total number of primes into which k can be factored, and r  is 

the number of different prime factors in k.

MTF(f) = ^ X B . ^  = T Ts(f) + -Ts(f)+ ...

Eq. 4.5

i f r  = m
0 if r < m

Eq. 4.6

Another method used for measuring MTF is based upon the Fourier transform of the 

line spread function (LSF). The LSF can be obtained directly from an image of a thin slit 

(thinner than the pixel dimensions) which is corrected for the width of the slit or from 

an image of a sharp straight edge which gives the edge response function (ERF) which 

is then differentiated to give the LSF. The following work details of 3 methods of 

measuring MTFs are presented which are summarised as follows:

Optical measurement - It is very difficult to obtain a slit that is thin enough and 

made out of appropriate material thick enough to prevent transmission of x-rays. The 

use of optical illumination enables a slit to be demagnified onto the surface of the 

CCD and enable the LSF to be obtained directly. The measurement of MTF was 

repeated using a sharp, straight edge to obtain the LSF by differentiating the ERF 

and a check on the consistency between these measurements was obtained.

78



Chapter 4 Detector evaluation

X-ray measurement using edge response technique.

X-ray measurement using square wave technique. This method was used to 

confirm/verify results obtained with the edge response technique.

With all discrete imaging devices there are problems caused by measuring the MTF 

(using spread methods) caused by undersampling. To overcome this an extended edge 

technique has become widely used to determine the pre-sampling MTF. The method 

employed involves the knife edge being aligned slightly off-perpendicular to the pixel 

columns as shown in Figure 4.1(a). Figure 4.1(b) shows the edge responses and sample 

points for this alignment. By superimposing these edge responses a composite edge 

response function (ERF) is obtained with a smaller sampling distance, shown in Figure 

4.1(c).
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Figure 4.1(a) sampling grid with shifted knife skewed from perpendicular, (b) knife edge 
shift for successive lines, (c) composite ERF.
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The composite ERF is differentiated to obtain the line spread function (LSF). The MTF 

is obtained by computing the Fourier transform of the LSF and normalising.

4.2.1 Methods and materials for calculating the MTF (ERF measurement)

A 0.5mm thick tantalum knife edge was placed in contact with the detector with its edge 

slightly off perpendicular to the pixel colunms as in Figure 4 .1(a). The angle of the edge 

relative to the columns was chosen to ensure that a sufficient number of sample points 

were obtained in the composite LSF. In order to minimise the effect of the focal spot on 

the detector MTF measurements the x-ray tube was placed at about 120cm from the 

detector plane.

The tube potential was set to 28kVp and the current was set to a value such that the 

signal in an uncovered pixel of the CCD was half the full well capacity of the device. 

This ensured that effects on MTF due to signal level in the pixel are identical for each 

detector and all images are x-ray quantum noise limited. The integration time of the 

CCD was set to 1 second.

A set of 6 images of the edge were taken and averaged to reduce quantum noise and 

electronic noise due to fixed frequency ‘pick up'. The averaged image was corrected for 

pixel gain and offset variations.

A computer program was written to calculate the composite LSF from the averaged 

image and calculate the MTF. The steps used in the program are summarised below.

1. Calculate LSF for each line in the image.

2. Find the line Lax, for which the peak LSF value occurs ( the peak LSF 

corresponds to the alignment of the edge being over the boundary between 2 

pixels).
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3. Find the position of the edge in each line. This was done by centroiding the 

LSF over the 5 values centred on the maximum using Eq. 4.7 where E is the 

position of the edge, S» is the signal in pixel number, n.

X s  n

Eq. 4.7

4. Calculate the displacement of the edge between consecutive lines. Since the 

edge is straight the position of the edge in the n^ line En, is given by Eq. 4.8 

where Ei is the position of the edge in the first line, 1 is the line number and 

m is the edge displacement. A least squares fit is applied to the data to 

calculate 1.

E„ = ml + E,
Eq. 4.8

5. Form the composite ERF by combining individual ERFs from line Lax up to 

line (Ijnax*̂  1/ni).

6. Resample composite ERF to give an effective sampling distance of 

1/lOxpixel size.

7. Differentiate the composite ERF to give the composite LSF.

8. Calculate discrete Fourier transform of composite LSF and normalise to give 

MTF.

The MTF values were corrected for the effect of the finite element differentiation using 

the method described by Cunningham (1987).

4.2.2 Optical MTF measurement of CCD.

The MTF of the 15_11 CCD was determined using the experimental set-up shown in 

Figure 4.3. A 50|im slit is demagnified using a lOx microscope objective to produce a 

5|im slit in the CCD image plane. The slit was set at a slight angle to the row direction 

(to obtain column MTF) in the CCD and an image was taken. This technique requires no
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intermediate step to transform the ERF to the line spread function LSF(X) as it is 

obtained directly. The MTF is obtained using the method described above and is 

corrected for the size of the slit using Eq. 4.9.

MTFccD(f) = M TFexpt(f)/SINC(7i f x  0.005)
Eq. 4.9

Figure 4.2(a) shows experimentally obtained LSFs for the 15_11 CCD. The composite 

LSF with effective sampling distance equal to 2.7|im is shown in Figure 4.2(b).The 

composite LSF was Fourier transformed to obtain the MTF.

The procedure was repeated to obtain the row MTF by changing the orientation of the 

slit. MTFs were determined for the 15_11 device, 15_11 device with fibre optic 

coupling, 02 device and 02 device with fibre optic taper.

4000
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I  2000
Q

1000

60 62 64
Pixel number

66 31 32 33 34
Pixel number

Figure 4.2 (a) successive LSF’s along rows showing the slit position shift, (b) composite LSF 
for the 15_11 CCD. Effective sampling distance is -O.lxpixel size.

4.2.2.1 Comparison of the slanted knife edge method and the slanted slit method

A comparison of the slanted knife edge method and the slanted slit method was made 

with the fibre optic coupled 15_11 CCD. The slanted knife edge was placed in contact 

with the detector and the detector was placed in a field of parallel uniform illumination. 

An image was taken and the MTF was obtained as described in section 4.2.
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Figure 4.3 experimental setup for measuring the MTF of the CCD imaging array.

4.2.2.2 Results for optical MTF

From Figure 4.4 it can be observed that the MTF for the 15_11 CCD in the column and 

row direction are equivalent and agree broadly with the theoretical MTF due to the 

square sampling aperture which is given by Eq. 4.10 where SINC(7i x) =SIN(7t x)/(7t x) 

and p is the pixel size in millimetres. Errors associated with each MTF measurement are 

estimated to be 2% at 5 Ip/mm and 5 % at 10 Ip/mm and higher.

M T F p ix e i =  S I N C ( 7 t f p )

Eq. 4.10

Similar results were obtained for the fibre optically coupled 15_11 CCD. The MTF in 

the column and row direction are equivalent and agree broadly with the theoretical MTF 

due to the square sampling aperture. The knife edge technique gives similar results to 

the angled slit technique (within experimental errors).

Comparing results for the 15_11 CCD and the fibre optically coupled 15_1 ICCD it can 

be seen that there is no appreciable difference in MTF that could be attributed to the 

fibre optic coupling.

83



Chapter 4 Detector evaluation

Also shown in Figure 4.4 are row and column M TF’s for an 02_06 CCD coupled to a 

1.7x magnification fibre optic taper. Also shown is the theoretical MTF for the effective 

pixel size of 38p.m.
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Spatial frequency (mm' ) Spatial frequency (mm' )
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Figure 4.4 Optical MTFs for detectors. Squares represent MTF in column direction. Circles 
represent MTF in row direction. Solid line represents geometrical component of the 
MTF due to the square sampling aperture of the CCD. Dashed line is MTF in row 
direction obtained using knife edge technique.

4.2.3 MTF measurement using square wave approximation

Images of a Type 9 star phantom were used to measure the square wave response of 

each detector and an estimation of the MTF of the detector was obtained using the 

previously mentioned correction. The phantom was placed directly on top of the 

detector to eliminate any possible geometrical unsharpness, images were obtained using

84



Chapter 4 Detector evaluation

the same exposures as used for the MTF measurements. All images were corrected for 

gain non-uniformity’s and offset.

The phantom contains 4 groups of 14.5 line pairs each. A single line pair has an angular 

aperture of 2 , therefore there are 180 line pairs in a whole circle. At the external 

diameter (45 mm) of the pattern the spatial frequency is ISOlp /{% 45mm) = 1.27 Ip/mm. 

the internal diameter is 3.2 mm giving a maximum spatial frequency of 17.9 Ip/mm.

Figure 4.5 image of star pattern used to obtain square wave response function

Figure 4.5 shows an image of the star phantom obtained with detector fo50C. An 

example profile from the image is shown in Figure 4.6 corresponding to a spatial 

frequency of 3.7 Ip/mm.
c _ e 

^  _  m a x  ^ m i n
o u t

^max ^min
Eq. 4.11

1500

1000

500

1000 50 150
Pixel number

Figure 4.6 profile taken from an image of star phantom.
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The profile shown in Figure 4.6 was taken from the image shown in Figure 4.5. In this 

image the frequency is reduced at the edges of the profile for this reason only the central 

6 line pairs were used to calculate mean values of Smax and Smin- The amplitude 

modulation was calculated according to Eq. 4.11 and to reduce uncertainties the average 

value was found from five images. Uncertainties in estimating the spatial frequency are 

considered negligible. Errors on the values of MTF were calculated from fluctuations in 

amplitude modulation across the profile.

A four term expansion of Eq. 4.5 was used to obtain an estimate of the MTF. Figure 4.7 

shows the MTF of detector foVOC obtained using the edge response method and the 

square wave estimation. It can be observed that results from both measurements show 

good agreement and this was the case for all the detectors in this study.

u.0.6 •  s q u a r e  w a v e  

- 0 —  e d g e  r e s p o n s e

0.4

0.2

0.0
80 2 6 10 12 144

Spatial frequency

Figure 4.7 MTF of detector fo70C measured using edge response method and square wave 
response estimation.

4.2.4 Theoretical models for detector MTF

The use of theoretical models of MTF enables the investigation of:

• The dominant factor in degradation of spatial resolution ( phosphor thickness, pixel 

size, etc.)

• The effects of direct hits upon MTF.

• The effect of fibre optic numerical aperture upon MTF.

• The effect of columnar structure in CsI(Tl) phosphors.
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•  If models are accurate they can be used to produce MTFs of hypothetical detector 

configurations.

Theoretical MTF models of thin film phosphors have been developed by Swank (1973a) 

and Nishikawa (1992). The model for the MTF of a phosphor layer has been derived to 

account for contributions to the signal from direct hits in the CCD. An outline of the 

model is given below:

• An expression for the light emitted per unit solid angle is (taken from Barret and 

Swindell) used to derive an expression for the PSF(X,Y).

• The PSF is integrated along the Y dimension to give an expression for the LSF(X).

• The LSF(X) is Fourier transformed and normalised to give the MTF(f).

4.2.4.1 MTF of thin layer phosphors 

The following assumptions were used:

1. X-ray flux, defined by 0%(X ,Y ), is incident perpendicular to the phosphor plane.

2. The phosphor is homogeneous with no internal structure and infinite in the X-Y 

plane.

dNcosGd#X,Y,Z,E) =
4 71

Eq. 4.12

3. When an x-ray interacts all its energy is assumed to be deposited locally.

4. The scintillation light produced is emitted isotropically with a distribution defined 

by 0(X ,Y), as shown in Figure 4.8. The light emitted per unit solid angle is given in 

Eq. 4.12 where L is the distance the scintillation light travels through the phosphor 

before being detected, where = (X-X f  + (Y -Y  f  + (do - Z /, dN  is the total 

amount of scintillation light emitted from an x-ray absorbed at Z in a thin slice of 

phosphor dZ, given by Eq. 4.13,

dN= exp[-^phos(E)Z]m(E)Pphos(E) dX dY dZ
Eq. 4.13
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X-ray
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Optical
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Fibre optic 
^  faceplate

Cladding.

Core

Figure 4.8 diagram of scintillation process

where }iphos(E) is the photoelectric absorption coefficient of phosphor for an x- 

ray energy E, m(E) is the scintillation light gain, m (E )=gE  ,where g  is the number of 

scintillation photons produced per keV of energy deposited in the phosphor. E  is 

the incident x-ray energy in keV, do is the thickness of the overcoat, and dp is the 

overall phosphor thickness.

The scintillation light distribution is found by integrating over all X and Y  (assuming 

phosphor plane to be infinite) see Eq. 4.14.

>vp j J o ^ ( X , Y ) d X d Y
0(X ,Y ,Z ,E ) = j  ̂  ̂ J e x p (-  Z )cos6>dZdE^=^

Eq. 4.14

The scintillation light distribution becomes a point spread function by assuming the 

incident x-ray distribution is a delta function, the x-ray distribution is given in Eq. 4.15

(Dx(X',Y) = ô(X)ô(Y)
Eq. 4.15

which gives Eq. 4.16
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J J  5 (x)5 (y)dX dY
PSF(X,Y,Z,E)= J Jexp(-/i^(E )Z )cosftlZ dE

„ a k  r  " -p— —  l2

Eq. 4.16

which gives the average point spread function (Eq. 4.17).

PSF(X,Y,Z,E) = f f exp(-/t(E)Z)(d, -  Z)i i  (X' + Y ' + (d - Z / ) X

Eq. 4.17

LSF(X,Z,E) = J  PSF(X,Y,Z,E)dY

Eq. 4.18

The line spread function (LSF(X)) is found by integrating over all T, given by Eq. 4.18.

4.2.4.2 Modelling the effect of direct hits on MTF

The following assumptions were used:

• The signal due to direct hits is given by Eq. 4.19, where fiepi(E) is the total 

absorption coefficient for the silicon epitaxial layer in the CCD for x-ray energy E, 

depi is the epitaxial layer thickness.

exp(-/i,»„ (E)(d, -  d„))[l -  exp(-/i,„ (E)d^, )] x
Eq. 4.19

• The signal created from a direct hit in the CCD is assumed to be collected under a 

single pixel. Hopkinson (1987) has shown that the maximum diameter of an electron 

cloud diffusing in the field free region is equal to approximately twice the depth of 

the undepleted layer. For the CCDs used the epitaxial layer thickness is ~20|im and 

the depletion depth being around 6pm this makes the maximum diameter of the 

electron cloud -28pm which is equivalent to the pixel width of the 15_11 CCD

(27 pm).
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4.2.4.3 Modelling the effect of fibre-optic coupling on MTF

A different approach is required when deriving the PSF of a phosphor layer deposited 

onto a fibre optic face plate. For a single fibre there is a finite numerical aperture which 

defines a maximum angle of incidence 6 ^ ^  beyond which there is no light transmitted 

given by Eq. 4.20 where rif, rip, ric, are equal indices of refraction of fibre core, 

phosphor, fibre cladding respectively. In the theoretical model contributions to PSF are 

included only for 6<6max-

e = sin-'

Eq.4.20

4.2.4.4 Modelling the effect of light absorption in the phosphor on MTF.

The GdOiSz based phosphors are opaque and a certain amount of self absorption of 

scintillation light occurs. The effect of this absorption is modelled by modifying Eq.

4.17 to give Eq. 4.21

PSF(X,Y,Z,E) = PSF(X,Y,Z,E) exp[-A, (X^ + Y  ̂+
Eq. 4.21

where X is the reciprocal absorption length for scintillation quanta in the phosphor layer.

A computer program was written to calculate the ensemble average of point spread 

functions PSF(X,Y) arising from contributions from a thin slice dZ, of phosphor over 

the entire thickness of phosphor for the incident x-ray spectrum. Contributions to the 

signal from direct hits in the CCD were included and weighted over the incident x-ray 

spectrum. The LSF(X)was obtained from the PSF(X,Y) using Eq. 4.18 and was Fourier 

transformed to obtain the spatial frequency dependent function G(f). The MTF(f) was 

obtained using Eq. 4.22.

MTF(f) =
G(0)

Eq. 4.22

90



Chapter 4 Detector evaluatinn

where G(0} is the zero spatial frequency value of G(f).

4.2.5 Results and discussion for direct coated detectors
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Figure 4.9 MTF for direct coated devices. Circles represent experimentally obtained data 
points. Solid line is theoretical data. Dashed line is theoretical MTF due to CsI(Tl) only.

Figure 4.9 shows the MTF’s of the directly coated detectors dc30C, dc45C, dc50C, 

dc70C and dcl20C.Theoretical values were calculated with g=52 keV^, do=20jum, 

depi=20im, and a 28kVp Mo/Mo spectrum. Errors on experimental values of MTF were 

estimated to be around 5% at 21p/mm and 10% at lOlp/mm and 15% at 15Ip/mm and
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higher. It can be observed that generally there is good agreement between experimental 

and theoretical MTF’s.

Comparing the overall detector MTF with the MTF of the phosphor layer only one can 

see that direct hits in the CCD has the effect of increasing the MTF at higher frequencies 

for all the detectors. In general the increase in MTF due to direct hits is greater for 

detectors with thinnest phosphor layers. This is as expected because with smaller 

phosphor layers the contribution to signal from direct hits increases.

4.2.6 Results and discussion for fibre optically coupled detectors

4.2.6.1 Detectors fo50C, fo70C and fol30f.

Figure 4.10 shows MTF’s for detectors fo50C, fo70C and fol30C. The theoretical MTF 

for the phosphor/optical fibre combination was calculated with g=52 k e V \  do=20iim, rif 

=1.81, ric =1.48, rip =1.5, a 28kVp Mo/Mo spectrum and appropriate transmission 

efficiencies to give the same number of electrons per x-ray as experimentally observed. 

The detector MTF was calculated using Eq. 4.23 where MTFphos/nb is the MTF of the 

phosphor/fibre combination, MTFccd is the CCD MTF and pfib is the fibre pitch in the 

fibre optic faceplate. Errors on experimental values of MTF were estimated to be around 

5% at 21p/mm and 10% at lOlp/mm and 15% at 151p/mm and higher.
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At low spatial frequencies there is poor agreement between theoretical predicted and

1.0

0.8

fo70CfoSOC
0.60.6

I
0.40.4

0.2 0.2

0.0 0.0
0 2 4 6 8 10 12 14 16 18 0 2 4 6 8 10 12 14 16 18

Spatial frequency (nun ) Spatial frequency (mm' )
1.0

0.8

fo l30C
0.6

0.4

0.2

8 10 12
0.0

0 2 64
Spatial frequency (mm' )

Figure 4.10 MTF’s for detector fo50C, fo70C and fol30C. Circles represent 
experimentally obtained data. Solid line is theoretical MTF, dashed line is the theoretical 
MTF due to the phosphor layer.

experimental MTFs. The MTF resembles the MTF due to the phosphor layer only. This 

shows that the finite numerical aperture associated with the fibre optic coupling has 

little effect upon the MTF of the detector at these spatial frequencies. In the frequency 

range 6-12 Ip/mm the experimental MTF has increased values when compared to the 

MTF due only to the phosphor layer. Moreover these increased values tend towards the 

theoretical MTF which includes effects due the finite numerical aperture.

MTFdet = MTFphos//fib X MTFccd x SINC(ti f pr.b)
Eq. 4.23

Detectors fo70C and fol30C have phosphor layers on a secondary fibre optic stud which 

is coupled to a fibre optic faceplate. Improvements in MTF for these detectors are
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expected if the phosphor layer/fibre optic is coupled directly on the CCD, this would 

also increase the optical coupling efficiency by a factor of 1.2.

4.2.6.2 Detector fohama
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Figure 4.11 MTF’s for detector fohama. Circles represent experimentally obtained data. 
Solid line is theoretical MTF, dashed line is the theoretical MTF for SOpm of CsI(Tl).

Figure 4.11 shows MTF’s for detector fohama. The theoretical MTF for the phosphor 

/fibre combination was calculated with g = 5 2  k e V \  do=20fim, r if  =1.81, ric =1.48, rip 

=1.5, a 28kVp Mo/Mo spectrum and appropriate transmission efficiency to give the 

same number of electrons per x-ray as experimentally observed. The detector MTF was 

calculated using Eq. 4.23 as in the previous section. Again (similar to the results 

obtained for other fibre optic coupled detectors) it can be seen that at lower frequencies 

there is poor agreement between experimental and theoretically predicted MTF and the 

MTF closely resembles the MTF of the phosphor layer only. In the frequency range 5- 

121p/mm there is an increase in values and they tend towards the MTF including 

numerical aperture effects.

Nishikawa (1989) has described the effects of using a reflective backing with a 

phosphor coating and can be summarised as follows.

• The MTF of a transparent phosphor later with reflective backing drops of 

more rapidly compared to a phosphor layer without reflective backing. The
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MTF corresponding to a phosphor layer with a reflective backing can be 

approximated by modelling the phosphor layer as if it was twice as thick.

• The light yield is increased to as much as a factor of 2.

Results for detector fohama show there is good agreement between the experimental 

MTF and the phosphor layer MTF. Comparing the x-ray sensitivity of detector fohama 

with that of the similarly configured detector fo70C ( and correcting for differences in 

thicknesses, ~ 6%), one finds the sensitivity of detector fohama is a factor of -1.5 

greater than detector fo70C. These results show that the intagliated fibre optic faceplate 

used in conjunction with a reflective layer in the detector fohama increased the light 

yield from the phosphor layer without compromising the detector MTF.

It is noted that optical coupling efficiency for this device could be improved by a factor 

of -1.2 by coupling the phosphor/intagliated fibre optic face plate directly to the CCD

4.2.6.3 Detectors ft70C and ft 130C

ftB O CftVOC
0.6 0.6

0.4 0.4

0.2 0.2
O O o

0.00.0
2 4 6 80 2 4 6 8 10 12

Spatial frequency (mm' ) Spatial frequency (mm' )

Figure 4.12 MTF’s for detector ft70C and detector ftl30C. Circles represent experimentally 
obtained data. Solid line is theoretical MTF, dashed line is the theoretical MTF of the 
phosphor screen/fibre optic combination..

Figure 4.12 shows MTFs for detectors ft70C and ftl30C. The theoretical MTF for the 

phosphor/fibre optic combination was calculated with g=52 k e V \  do=20llm, r if  =1.81, 

ric =1.48, rip =1.5, a 28kVp Mo/Mo spectrum and appropriate transmission efficiencies 

to give the same number of electrons per x-ray as experimentally observed.
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The overall detector MTF was calculated using Eq. 4.23 with pfib = 0.010mm. Again at 

low spatial frequencies there is poor agreement between theoretically predicted and 

experimental MTFs and the MTF resembles the MTF due to the phosphor layer. But at 

spatial frequencies in the range 5-lOlp/mm there is an increase in the values tending to 

those modelled with the effect of fibre optic numerical aperture (this is most apparent 

for the detector ftlBOC.

4.2.6.4 Detectors fo50G, fo200G

Figure 4.13 show MTF’s for detectors fo50G and fo200G. The theoretical MTF of the 

phosphor/fibre combination was calculated including effects due to attenuation of the 

light. Parameters used were g=62keV^, do=20pm, X=0.05m m '\ a 28kVp Mo/Mo 

spectrum and appropriate transmission efficiencies to give the same number of electrons 

per x-ray as experimentally observed. For comparison the MTF was calculated without 

any attenuation of optical light. The detector MTF was calculated using Eq. 4.23 with

Pfib=6pm.
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Figure 4.13 MTF’s for detector fo50G and fo200G. Circles represent experimentally obtained 
data. Solid line is theoretical MTF, dashed line is the theoretical MTF without any optical 
attenuation.

Results for detector fo50G and fo200G  show moderate agreement between experimental 

and theoretically predicted detector M TF’s. It can be seen that optical attenuation in the 

phosphor has the effect o f increasing the MTF at all spatial frequencies. Differences 

between theoretical MTFs can be attributed to the fact that the phosphor also acts as a
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scattering medium scattering optical photons, this would have the effect of decreasing 

MTF values.

4.2.6.5 Detector foMinR
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Figure 4.14 MTF’s for detector foMinR. Circles represent experimentally obtained data. Solid line is 
theoretical MTF, dashed line is the theoretical MTF due to the phosphor screen only.

The MTF of detector foMinR is shown in Figure 4.14. The theoretical MTF was 

obtained with g = 6 2 k e V \  do=20fMi, di=85jum  (Nishikawa 1989), rif=L81, ric=1.48, 

np=1.5,X=0.05mm'\ a 28 kVp Mo/Mo spectrum and appropriate transmission 

efficiencies to give the same number of electrons per x-ray as experimentally observed. 

For comparison the theoretical phosphor screen MTF is included (taken from A. 

Maidment, 1993).

It can be seen that there is poor agreement between experimental and theoretical MTF. 

The light yield from the screen obtained experimentally is 50% of what is expected. The 

difference in light yield is attributed to losses/scattering at the screen/ fibre optic 

interface. The poor agreement between theoretically predicted and experimental MTF’s 

are attributed to blurring effects that occur at this interface. These effects could be 

reduced by using coupling fluid between the screen and the fibre optic faceplate, 

ensuring that the fluid does not corrode the screen surface.

4.2.7 Summary of MITF analysis
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Two methods of measuring the modulation transfer function of digital radiographic 

devices have been demonstrated. Both methods have been shown to produce similar 

results.

A model for calculating theoretical MTF’s was constructed. This model included the 

effects of direct hits in the CCD and the numerical aperture of the fibre optic coupling 

and attenuation of scintillation photons.

Results for directly coated devices show that direct hits in the CCD have the effect of 

increasing MTF values at higher spatial frequencies and that this effect is greater for 

thinner phosphor layers.

Results for fibre optically coupled detectors show that the effects of finite numerical 

aperture do affect the MTF at high spatial frequencies. There is an increase in values at 

higher spatial frequency values ( compared to the MTF for the phosphor layer only) for 

all the fibre optically coupled detectors considered.

The intagliated fibre optic faceplate and reflective covering used in detector fohama 

increases the light yield from the phosphor layer without increasing blurring. This result 

is reflected in the fact that the MTF of fohama is very similar to that expected for SOjim 

thickness of CsI(Tl) without any intagliation.

For all CsI(Tl) phosphor based detectors it is concluded that there is no discernible 

effect from the columnar structure of the phosphor . This conclusion is arrived at by 

virtue of the fact that the theoretical MTF’s were modelled considering the scintillation 

photons were emitted isotropically and followed un-scattered paths to the output surface 

of the phosphor, which would not be the case for a phosphor with a columnar structure. 

This result is similar to one found by Martinez (Ph.D thesis 1994), were the effects due 

to columnar structure were modelled.
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The GdOiSi based phosphor produced better MTF’s compared with a none optical 

attenuating phosphor.

Results for the Min-R coupled detector foMinR were disappointing and were not as 

good as achieved in other groups (Maidment 1994). This is attributed to the poor optical 

coupling efficiency in the detector and reduction in quantum detection efficiency A q  by 

the use of carbon fibre cassette to hold the screen in contact.
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4.3 Limiting spatial resolution

The limiting resolution of the CCD system was determined from images of a type 9 star 

pattern phantom. All images were taken under the same exposure conditions as used in 

the MTF measurements.

Figure 4.15 Image of star pattern obtained with detector dcl20C.

An average of 5 images of the star pattern was obtained. The limiting spatial resolution 

was calculated by measuring the radial distance from the innermost diameter D, of the 

bar pattern to the point were all of the 14.5 line pairs could be seen.. The limiting spatial 

frequency is given by f=l .27x90/D. .Figure 4.15 shows an image of star pattern obtained 

with detector dcl20C.

No variation of limiting spatial resolution was found by changing the orientation of the 

star pattern. The limiting spatial resolution was estimated from the MTF for each 

detector by finding the spatial frequency at which the MTF value is 0.05.

Figures for limiting spatial resolution are tabulated in Table 4.1 together with values of 

spatial frequency at which the MTF is reduced to 0.05 and the Nyquist frequency for 

each detector.

4.3.1 Directly coated detectors

The highest spatial resolution available on the star pattern was insufficient to measure 

the limiting spatial resolution of all the directly coated detectors as all spatial 

frequencies could be seen. The limiting spatial resolution for all directly coated 

detectors was greater than 17.9 Ip/mm.
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It can be observed in that there is generally good agreement between the value of 

limiting spatial resolution obtained from the star pattern and the MTF value. The value 

of limiting resolution is very close to the Nyquist frequency which is the theoretical 

resolution limit.

Table 4.1 limiting resolution, Nyquist frequency and 5% MTF spatial frequency value for CCD 
based detectors. Errors on limiting resolution obtained from MTF are ~8%.

D etector Limiting spatial 
frequency (MTF) (1/mm).

N yquist frequency  
(1/mm)

Liming spatia l 
frequency ( 1/mm).

dc30C 20.5 22.7 >17.9
dc45C 18.5 18.5 >17.9
dc50C 21.0 22.7 >17.9
dc70C 18.5 18.5 >17.9

dcl20C 18.5 18.5 >17.9
fo50C 14.5 18.5 15.0+0.5
fo70C 12.0 18.5 12.5+0.5

foBOC 9.0 18.5 9.3±0.5
fo50G 22.5 22.7 >17.9+0.5

fo200G 7.4 18.5 7.0±0.5
fohama 18.0 18.5 >17.9
foMinR 7.0 18.5 9.2+0.5
ft70C 10.2 13.15 9.0+.5

ftlSOC 7.5 13.15 8.0±0.5

4.3.2 Fibre optic coupled detectors

It can be observed in Table 4.1 that there is generally good agreement between the value 

of limiting spatial resolution obtained from the star pattern and the MTF value of 0.05. 

The value of limiting resolution is generally lower than the Nyquist frequency which 

shows that the spatial resolution is determined by spatial transfer properties of the 

phosphor layer and fibre optic coupling.
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Figure 4.16 scintillation light distribution and associated average PSF for (a) transparent 
phosphor, (b) light attenuating phosphor.

Comparison’s between detectors fo50C and fo50G show that the Gd02S2 based detector 

has a higher limiting spatial resolution (~ >17.9 Ip/mm). This is attributed to the light 

attenuation properties of the opaque phosphor layer which means that there is less light 

reaching the exit surface of the phosphor as shown in Figure 4.16 which reduces 

blurring effects.

4.3.3 Discussion of limiting spatial resolution results

A method for determining the limiting spatial resolution of an radiological imaging 

devices has been described. Results obtained agree well with corresponding values 

obtained from MTF curves (MTF value of 0.05). Results show that the directly coated 

detectors have the highest limiting spatial resolution. This is due to the contribution to 

the signal from direct hits in the CCD which have been modelled in a previous section. 

At the exposure level at which the measurements were made there must have been 

enough direct hits in the CCD to achieve some spatial correlation between direct hits.

Results for the fibre optically coupled detectors show that in general higher limiting 

spatial resolutions are obtained for the thinner phosphor layers as expected.
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4.4 Noise Spectral Analysis

Noise is one of the primary factors contributing to the degradation of digital 

radiographic images. Pixel rms. noise indicates only the magnitude of the noise and not 

its texture. In this section the application of Wiener spectral analysis (also known as 

noise power spectrum NFS) to characterise the magnitude and texture of noise is 

described.

4.4.1 Wiener spectrum analysis for digital systems

scanning slit

im age
slit
length L

Figure 4.17 use of scanning slit to obtain 1-D noise scan.

1-D noise 
scan S(x)

The measurement of Wiener spectrum for digital radiographic devices has been 

performed by a number of investigators (Maidment 1994, Goldman 1992, Giger 1984, 

Fu 1984) The most common method used was the scanning slit technique. In this 

method the analysis of a 2-D noise sample is reduced to a 1-D case by scanning the data 

using a long narrow slit. For discrete images 1-D noise scans may be synthesised by 

averaging pixels along the slit length shown in Figure 4.17. For a slit scanning in the

horizontal direction, the measured spectrum W (/) is related to the true spectrum W{u,v) 

as shown in Eq. 4.24 where T{u,v) is the transfer function of the measuring slit. For a 

finite slit of width dx and length L  = Mdy, T(u,v) = S inc(dxu) x S in c(L  v) which gives 

Eq. 4.25

W(u) = jw (u ,v ) |T (u ,v ) |'d v

Eq. 4.24
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Therefore a 1-D central section of the 2-D spectrum can be estimated from the measured 

spectrum by multiplying Wfwj by the appropriate correction factors.

W(u) = -is in c '(d x  u)W(u,0)

Eq. 4.25

If P(x,y) represents a 2-D noise sample, a series of 1-D noise scans of length Ndx, can be 

obtained by averaging the pixel data in a direction perpendicular to the scan. For a 

vertical slit length L=M dy,  the 1-D noise scan is given by in Eq. 4.26

S(x) = l% P (x ,y )
E  y = 0

Eq. 4.26

The Wiener spectrum estimate is obtained as the discrete Fourier transform of S(x) and 

is given in Eq. 4.27 were < > denotes an ensemble average over many noise profiles.

2'
W(u,0) =

N dx sine (dx u)

N-l
% S (x )e dx
x=0

Eq. 4.27

4.4.2 Methods and materials for calculating NFS

scanning slit

Image
L=IOO
pixels

1-D noise 
scan S(x)

N=250 pixels long 

Figure 4.18 Diagram to show configuration for measuring noise profiles
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The image data was obtained with the detector area uniformly irradiated. The exposure 

conditions used were (the same as the ones used in the MTF measurement) .28kVp, Mo- 

Mo spectrum and mAs value such that a pixel in the CCD is ‘h d f filled’; tube to 

detector distance was 120cm. All images were corrected for pixel offset and gain. Data 

were sununed in one direction to synthesise the effect of a scanning slit. A slit with a 

width of 1 pixel and a length of 100 pixels was used. It was found that using slits longer 

than 100 pixels did not alter the shape of the calculated NFS which indicates that a good 

estimate of the central section of the 2-D NFS had been obtained. The slit was scanned 

across the image to produce a 1-D data sample containing noise fluctuations. Each data 

sample was 250 pixels long which enabled calculation of spectral estimates for spatial 

frequencies between 0.148 and 18.5 m m '\ For each NFS measurement 20 data samples 

were obtained and stored to file.

In order to reduce random error in the spectral estimates it is necessary to obtain a large 

number of noise profiles. This was achieved by using a purposely written computer 

program which calculated noise profiles from the data samples. Using the computer 

program 190 noise profiles were obtained from the 20 data samples written to file. The 

noise profiles were calculated using Eq. 4.28, where AS(x) is the noise profile and Sn(x) 

is the n^ data sample and Sj(x) is the i^ data sample. The steps used in the computer 

program are summarised below.
19 

i=l
Eq. 4.28

[[A S (x ) =  S „ ( x ) - S , ( x ) £ ^

1. Read data sample 1 and data sample 2 from file.

2. Obtain noise profile by subtracting data samples. The subtraction process 

increases the magnitude of the noise(variance) by a factor of 2. This is 

corrected for by dividing by 2.0.

3. Read data sample 3 from file. The noise profile is written to file.

4. Subtract data sample 3 from data sample 1 and correct to obtain 2"  ̂noise 

profile. Write to file.

5. Repeat up to data sample 20. This gives 19 independent noise profiles.
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6. Read in data sample 2 and data sample 3. Calculate noise profile. These 

procedures continue until the 20^ data sample is subtracted from the 19^.
i=19

The total number of noise profiles is given by ^  in -  i = 190 where n is the
i=l

number of data samples (n=20).

7. Calculate and sum the discrete Fourier transform of each individual noise 

profile.

8. Calculate NFS using Eq. 4.27.

The uncertainty in the spectral estimates is of the order of the square root of the number 

of noise profiles used which gives ~7% for 190 noise profiles. This was reduced further 

by averaging and resampling each spectrum to give spectral values between 0.25mm'^ 

and 18.5mm * in 0.5mm * increments. The presented spectral estimates have a standard 

error of 3.8%.

4.4.3 Contributions to total noise power spectrum

The total noise power spectrum, WjCf), can be expressed as the sum of three constituent 

noise sources (Nishikawa 1990, Maidment 1994) given in Eq. 4.29.

Wr(f) = WQ(f) + WsQ(f) + WD(f)
Eq. 4.29

All NFS are expressed in terms of electrons generated in the CCD image array. Wq(f) 

includes factors to describe the spatial frequency distribution of fluctuations in the 

number of x-rays interacting the screen and the variation in the number of light quanta 

emitted from the screen per x-ray interaction. WsQ(f) describes the statistical fluctuation 

in the number of secondary quanta that would occur in the absence of x-ray quantum 

noise. These secondary quanta are produced independently, and are uncorrelated 

therefore Wsq(f) is independent of spatial frequency. Wo(f) describes the signal 

fluctuations inherent to the imaging system, which includes dark current and electronic 

noise.
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4.4.3.1 Measurement of Wo(f) and WsQ(f)

The dark noise power spectrum, Wo(f), was measured by taking images with the 

detector shielded from any irradiation or illumination and using the same method as 

detailed in section 4.4.2. This was repeated for all detectors.

The secondary quantum noise power spectrum, Wsq(f), was measured by taking images 

with the detector placed in a uniform light field. The experimental set-up was the same 

as used for the calibration of the no. of electrons per ADU. Images were corrected for 

pixel gain and offset and the method detailed in section 4.4.2 was used. Wsq(f) was 

calculated by subtracting Wo(f) from the measured noise power spectrum. This was 

repeated for various illumination levels and all detectors. The quantum noise power 

spectrum, Wq(f), is calculated using Eq. 4.30.

Wq(f) = WT(f)-WsQ(f)-WD(f)
Eq. 4.30

4.4.3.2 Results for Wo(f) and Wsq(f)

Figure 4.19 shows Wo(f) for detector dcl20C at 298K for a dark signal of ~15k 

electrons per pixel. Errors on the each spectral estimate are 3.8%.

C<P

O O

o O

0 2 4 6 8 10 12 14 16 18

SPATIAL FREQ UENC Y (mm ^)

Figure 4.19 Wo(f) for detector dcl20C(measured at signal level of 1.5k electrons).
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If the only contribution to Wo(f) is from dark signal generation then the spectrum should 

be frequency independent as fluctuations in dark signal are uncorrelated.

Wso(f) is shown in Figure 4.20 measured at 298K for a signal of 300k electrons per 

pixel. Errors on spectral estimates are 7.6%. It can been seen that Wsq(f) is essentially 

frequency independent. This is expected because fluctuations in secondary quanta are 

uncorrelated

10 12 14 16 1

SPA TIAL FREQUENCY (nim'^ )

Figure 4.20 Wsq(0  measured for detector dcl20C (measured at mean signal level of 300k 
electrons) solid line is the mean of Wsq(f) over frequencies plotted.

le+5

^  le+4(N

^  le+3
le+4 le+5 le+6

Signal (electrons/pixel)

Figure 4.21 Mean value of Wsq(0  as a function of signal level from ‘flat field’ 
illumination.
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Figure 4.21 shows mean W sq(f) value as a function o f  mean signal level in the detector. 

It can be seen that there is a linear relationship between the mean WsQ(f) value and the 

mean signal level, this is as expected because the square o f  the image noise directly 

proportional to the signal level.

4.4.4 Results for fibre optically coupled detectors

<N

 1---- \--------- ----1------h— I---1----
0 2 4 6 8 10 12 14 16 18

SPATIAL FREQUENCY (m m '^)

Figure 4.22 Total Noise power spectrum and components for detector fo70C. Solid lines 
are regressions to the data.

Figure 4.22 shows plots o f the total noise power spectmm and its components for 

detector fo70C. Wsq(f) and W o(f) are averaged over the frequencies o f interest (0- 

18mm’*). Results show that the quantum noise power spectrum Wq(f) is the major 

component for all spatial frequencies. This means that the im ages from the detector are 

x-ray quantum noise limited for all spatial frequencies for the absorbed dose in air used, 

which was 0.7mGy.

The x-ray quantum noise transfer function NTFq(f) is the noise analogue o f the MTF 

and describes the spatial frequency dependence o f Wq(f), the x-ray quantum NFS. It is 

defined in Eq. 4.31.

W q(f)
N TF^(f) =

Wo(0)
Eq. 4.31
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Figure 4.23 shows plots o f NTFq(f) for detectors foTOC and fo l3 0 C . A lso included are 

plots o f MTF^(f) for each detector. At low spatial frequencies, it can be seen that 

NTFqCf) is very similar in shape to MTF^(f) for both detectors, this is as expected  

because x-ray quantum noise will have the same spatial frequency distribution as the 

signal. At higher spatial frequencies, NTFq(f) is larger than MTF^(f) which shows that 

noise is passed more efficiently than signal. This means signal to noise ratio w ill be 

passed less efficiently by the detector at theses spatial frequencies. Similar results were 

obtained for all fibre optically coupled devices.

fo I30C

0.6

0.40.4

0.2 0.2

□ o □ □ □ □
0.0 0.0

6 80 2 4 10 12 14 0 2 6 8 104
Spatial frequency (mm' ) Spatial frequency (mm' )

Figure 4.23 plots of NTFo^(f) and MTF^(f) for detector fo70C and fol30C

4.4.5 Results for direct coated detectors

The total noise power spectrum and its components are shown in Figure 4 .24 for 

detectors dc45C. As can be seen the detectors are x-ray quantum noise limited for all 

spatial frequencies shown.

The shape o f the NTFq(f) was modelled for these devices using Eq. 4 .32 where | .. | 

denotes re-normalisation, MTFphos(f) is the phosphor MTF and MTFdirect(f) is the MTF 

associated with direct hits in the CCD and O x  is the rms quantum noise, Gepi is the rms 

noise due to direct hits The method o f  calculating Cx and Oepi is given in chapter 3. This 

model assumes that all the signal created from a direct hit is collected under a single 

pixel so the MTFdirect(0 is determined by the square sampling aperture o f the pixel and 

is given in Eq. 4.33 where p is the pixel size.
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10 12 14 16 18
Spatial frequency (mm' )

Figure 4.24 Total Noise power spectrum and components for detector dc45C. Solid lines 
are regressions to the data.

T h e o r e t i c a l N T F o ( f ) = a l x M T F X . i f )  + o l x  M TF,,„ ,( f )e p t

Eq. 4.32

Eq. 4.33

Figure 4.25 shows good agreement between theoretical NPSq(f) and those obtained 

experimentally for all the directly coated CCDs.

MTPdirect(f) = Sinc(;rfp)

By comparing NTFq(f) and MTF^(f) for these devices (Figure 4.25) it can be seen that 

the x-ray quantum noise which arises from interactions in the phosphor only dominate 

up to around 2mm'* the ‘extra’ noise power arises from fluctuations in the number of 

direct hits in the CCD.
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2/F ig u re  4 .25  plots of NTFq^(0, MTF^(f) and theoretical NTFg'^(f) for detectors (a) dc30C, 
(b) dc45C, (c) dc50C and (d) dcl20C.

4.4.6 Effect of dose upon NFS

The total NFS was measured for two absobed dose in air levels of 1 ImGy and 0.78mGy, 

results are shown in Figure 4.26. It can be seen that the magnitude of the total NFS at 

zero spatial frequency is larger for the NFS measured for the higher dose as expected as 

the absolute value of x-ray quantum noise increases. This was found with all detectors. 

The image produced from the detector is said to be X-ray quantum noise limited up to a 

certain frequency if the magnitude of the X-ray quantum noise is greater than the 

magnitude of other noise sources. The magnitude of the total NFS is such that for a dose 

of .785mGy the image produced from the detector is quantum noise limited only up to 

lOlp/mm. For the higher dose, the image is quantum noise limited up to around 

16/1 p/mm.
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Figure 4.26 Total NFS measured for detector fohama for 1 ImGy (black circles) 
and 0.785 mOy (white circles). Solid line is Wo(f) for the detector.

4.4.7 Discussion of results of NPS analysis.

A method for measuring Wiener spectrum has been described and used to measure the 

noise power spectrum and its components for the detectors under evaluation.

The dark signal NPS is shown to be essentially flat which shows that dark signal noise is 

uncorrelated. The secondary quantum NPS Wsq(f), is shown to be essentially flat and 

spatial frequency independent and the mean value of Wsq(f) increases linearly with 

signal as expected.

The dose for which the total NPS results were obtained was found to limit the spatial 

frequency to which the images produced were x-ray quantum noise limited.

For fibre optic coupled detectors the images produced are found to be x-ray quantum 

noise dominated at all spatial frequencies up to the Nyquist limit (for the exposures 

used). The shape of the Xray quantum noise transfer function NTFq^(f) is very similar to 

the MTF^(f) which shows that signal and noise propagate through the detector in a 

similar fashion.
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The images produced from direct coated detectors are found to be x-ray quantum noise 

dominated at all spatial frequencies up to the Nyquist limit (for the exposures used). 

However when NTFq(f) and MTF^(f) are compared it can be seen that there is good 

agreement up to around 2mm'^ but for spatial frequencies greater than 2mm’* the 

NTFq(f) is greater than MTF^(f). A simple theoretical model for NTFq (f) based on the 

MTF^(f) was found to agree well with experimental results. The differences between 

NTFq(f) and MTF^(f) are attributed to noise associated with direct hits in the CCD. For 

spatial frequencies greater than 2mm’* direct hits in the CCD contribute more to noise 

than to signal. This result means that the use of direct coated detectors for high 

resolution imaging may be unfeasible.

The effects of direct hits on DQE(f) and imaging performance are described further in 

the next section and chapter 5
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4.5 Detective Quantum Efficiency

In this section the spatial frequency dependent detective quantum efficiency DQE(f) model 

of Nishikawa (1990) is used to describe the imaging performance of the detectors under 

evaluation.

The model has been used extensively for describing imaging performance of radiographic 

systems, R. Nishikawa et al (1989,1990,1992), A. Maidment et al (1994), Yaffe et al 

(1990).

4.5.1 Definition

Signal to noise ratio in images is directly related to image quality. Detective quantum 

efficiency describes the way signal to noise ratio is passed through an imaging system and 

is defined as

DQE(f) =
SNR^(f)

Eq. 4.34

where SNRout is the signal to noise ratio in the image and SNRm (f) is the input signal to 

noise ratio.

Nishikawa (1989) has given the following definitions in terms of experimentally measured 

system parameters,

DQE(f) = AQAsRc(ORK(f)

Eq. 4.3S 

Eq. 4.36

where A q  is the quantum detection efficiency. A s  is the scintillation efficiency, RN(f) is the 

ratio of quantum noise power spectrum and the total noise power spectrum and describes
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NTF^(f)
Eq. 4.37

4 . 5 . 1 . 1  Quantum detection efficiency A q

The quantum detection efficiency A q, is equal to the fraction of x-rays incident on the 

phosphor which interact depositing their whole energy locally (at the site of interaction). 

An ideal detector would have Aq=1.0 i.e. all incident x-rays would interact.
kVp

^  [l -  e x p ( - / ip h „ „  (E)d) X N(E)]
An =_  E

Q kVp

X n (E)
E

Eq. 4.38

A q was calculated assuming that only photoelectric interactions occur, there is no 

fluorescence and all the x-ray energy is deposited locally( at the site of interaction). 

These assumptions are valid for the incident x-ray spectrum used (28kVp Mo:Mo) and 

the phosphors used. An x-ray spectrum weighted value of A q was calculated using Eq. 

4.38 where jiphoto(E) is the photoelectric absorption coefficient for an x-ray of energy E, 

d  is the phosphor thickness and N(E) is the relative number of x-rays at energy E  in the 

poly-energetic x-ray spectrum.

Figure 4.27 shows A q as a function of phosphor thickness for CsI(Tl) and Gd02S2(Tb) 

calculated for a 28kVp Mo:Mo x-ray spectrum. Values of A q were calculated for all the 

detectors using Eq, 4.38 and results are shown in Table 4.2
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Figure 4.27 quantum detection efficiency A q as a function o f  phosphor thickness for 
phosphor screens used.

Table 4.2 Values o f A q

Detector Phosphor  
thickness d  (fdm)

dc30C 30 A
dc45C 45 .51
dc50C 50 .57
dc70C 70 .68

dcl20C 120 .84
fo50C 50 .57
fo70C 70 .68

foBOC 130 .86
fohama 80 .72
fo50G 50 .80

fo200G 200 .99
foMinR 85 .72
ft70C 70 .68

ftl30C 130 .86

4.5.1.2 Scintillation efficiency As

The scintillation efficiency As, accounts for the degradation in DQE(f) that occurs from 

the variation in the number of scintillation light quanta emitted from the phosphor per 

interacting x-ray. It has also been called the Swank factor, Information factor and 

Statistical factor. An ideal detector would have As=1.0.

Consider a beam of monoenergetic x-rays incident upon a phosphor, if all x-rays 

interacting produced the same number of scintillation quanta then the scintillation
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photon spectrum F(n), would look like the one shown in Figure 4.28(a). For a realistic 

case the scintillation photon spectrum is broad similar to the one shown in Figure 

4.28(b). The broadening in the spectrum is due to

(i). Random fluctuations in the number of scintillation quanta being produced 

per x-ray interaction.

(ii). Differences in the number of scintillation quanta reaching the output surface 

of the phosphor depending on x-ray interaction depth. This can be quite large in 

phosphor screens which use light absorbing dyes.

(iii) Using a poly-energetic x-ray source.

Assuming the number of light quanta created from a single absorbed x-ray has a Poisson 

distribution then As is given in Eq. 4.39 where Mj is given in Eq. 4.40 and Mo =1.

M?
Ag =

 ̂ M q.M j
Eq. 4.39

Mj = J  F(n).nMn

Eq. 4.40

Swank (1973) has shown that As can be split into two components, Iqpd due to the 

optical photon distribution and Ixed due to the interacting x-ray energy distribution so 

that the definition is given in Eq. 4.41.

^S — loPD-̂ XED
Eq. 4.41

Ixed was calculated using Eq. 4.39 for a 28kVp Mo:Mo x-ray spectrum and was found 

to be equal to 0.98 and was independent of phosphor thickness, this figure is quite high 

as expected because the incident x-ray spectrum used is virtually monoenergetic.
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Since the average number of scintillation quanta produced from a single x-ray 

interaction is around 900 (for a 17.5 keV x-ray for CsI(Tl)) then Iqpd was calculated to 

be 0.9^. Rowlands and Taylor (1983) have obtained values o f Iqpd =0.95 this lower 

value could be attributed to a small amount of self absorption in the phosphor. This 

would produce different numbers of scintillation quanta at the output face depending 

upon the x-ray interaction depth. For CsI(Tl) phosphor screens As was estimated to be 

0.93.

Frequency

F(n)

F(n)

Number o f scintillation quanta n, 
produced from a single interaction 
that reach ouput face.

Number o f  scintillation quanta n, 
produced from  a single interaction 
that reach ouput face.

Figure 4.28 spectrum of scintillation quanta for (a) simple case (b) realistic case.

For the Gd02S2 based phosphors used values of As were estimated to be 0.7 for 50p,m 

thick phosphor and 0.9 for 200p.m thick phosphor. These estimations were based on the 

work of Dick and Motz (1981) who tabulate values of As for CsI(Tl) for various 

thickness’.

For the Kodak Min-R screen, a value of As = 0.73 (Dick and Motz (1981)) was used.

4.5.1.3 Rw(f) and Rc(f)

For an ideal detector Rn(0  is equal to 1 for all spatial frequencies.

Values of Rw(f) and Rc(f) were calculated using MTFs and N FS’s measured in the last 

sections. Values of Rw(f) close to 1.0 and >0.5 indicate that the detector is x-ray 

quantum noise limited at spatial frequency f. Rc(f) describes the relative efficiency of
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the way signal and noise is propagated through the imaging system and includes spatial 

frequency dependence of As.

4.5.2 Results and discussion for direct coated detectors

Figure 4.29 shows results for RnCO and Rc(f) for the directly coated detectors dc30C, 

dc45C, dc50C and dcl20C. The high values of RwCf) shown in the results for each 

detector show that all the detectors are quantum noise limited for all frequencies shown. 

Values of RwCf) are higher for the 02_06 CCD based detectors (dc30C and dc50C) this 

is because Wo(f) is lower for these detectors
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Figure 4.29 RnCI) and Rc(f) for directly coated detectors

From Figure 4.29 Rc(0 decreases rapidly with increased spatial frequency for all the 

detectors. This drop off in Rc(0 is primarily due to direct hits in the CCD contributing
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more to the noise than to the signal. As the thickness of the phosphor layer decreases 

and the CCD pixel size decreases, the relative contribution to signal from direct hits in 

the CCD increases so that Rc(f) will drop of less suddenly with increasing spatial 

frequency.

Results show Rc(f) decreases in value with increased spatial frequency, for all detectors. 

This shows that noise is passed more efficiently than the signal for these higher spatial 

frequencies

 ̂ dcllO C  
O dcSOC 
° dc45C 
o dc30C

2 4 6 8 10 12 14 16 18
Spatial frequency (m m '1)

Figure 4.30 DQE(f) curves for directly coated detectors. Solid lines are straight lines 
between points, shown for clarity.

Plots of DQE(f) for the directly coated detectors are shown in Figure 4.30. Values for 

DQE(O) are close to the quantum detection efficiency of the detector hence detector 

dcl20C has the largest value of DQE(O). For detectors dcl20C and dc45C, as the spatial 

frequency increases the DQE drops of rapidly, this is caused by the drop in Rc(f). For 

detectors dc50C and dc30C, the drop of in DQE is less compared to the other two 

detectors. This is because Rc(f) drops off less for these detectors.

4.5.3 Results for fibre optical coupled detectors

Figure 4.31 shows plots of RN(f) and Rc(f) for detector fo70C.These plots are typical of 

the plots obtained with the rest of the fibre optically coupled detectors. The high values 

of RnCO show that the detector is quantum noise limited for all frequencies shown. Rc(f)
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decreases with increased spatial frequency although the reduction is not as much as with 

the directly coupled detectors. This shows that the CCD is effectively shielded from 

direct hits in the CCD.

Î
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Spatialfrequency(mrn ) 
Figure 4.31 Plots of Rc(f) and RnCO for detector fo70C.

Figure 4.32 shows that Rc(f) for detector fo50C is greater than that for detector fo50G.

This is attributed to the fact that the CsI(Tl) phosphor used in detector fo50C ,unlike

GdOiSi, is transparent so that each light burst should have a similar shape so there is

less spatial variation in As.
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Figure 4.32 Plots of Rc(f) for detectors fo50G and fo50C.

Figure 4.33 shows plots of DQE(f) for fibre optic coupled detectors. Detector fol30C 

has the largest value of DQE(f) for spatial frequencies < 51p/mm. Between 5 and
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131p/mm detector fo70C has the largest value of DQE(f). Detector fo50C has the largest 

value of DQE(f) for spatial frequencies greater than I31p/mm.

It can be seen that the largest values of DQE(O) are for detectors with the thickest 

phosphor layers and are close in value to the quantum detection efficiency for each 

detector. Also the shape of the DQE(f) plot drops off with increased spatial frequency 

for all the detectors and in general DQE(f) drops of more rapidly for detectors with the 

thicker phosphor layers.

fohama  
^  foISOC  
O fo70C  
▼ foMinR  
□ ftVOC 
• foSOG
O /i/jOC

8 10 12 14 16 18 20 22
Spatialfrequency(min )

Figure 4.33 DQE(f) curves for fibre optical coupled detectors. Solid lines are regressions to 
the data.

4.5.4 Effect of absorbed dose upon DQE(f)

The absorbed dose in air at which the total NFS is measured has been shown to affect 

the spatial frequency at which images produced from the detector are x-ray quantum 

noise limited. This result is reiterated in Figure 4.34 where RwCf) drops off more rapidly 

for the lower dose level shown.
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Figure 4.34 Rn((f) curves for detector fohama. White squares correspond to a dose of 
1 ImGy, black circles correspond to a dose of 0.787mGy.

Figure 4.35 shows the corresponding DQE curves for the two doses and it is evident that 

DQE is reduced at higher spatial frequencies for the lower dose.
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Figure 4.35 DQE(f) curves for detector fohama. White circles correspond to a dose of 
1 ImGy, black circles correspond to a dose of 0.787mGy.

4.5.5 Methods of increasing DQE(f)

Analysis of the DQE(f) of detectors has shown DQE(f) can be maximised by

• Reducing the dark current noise Wo(f), by further cooling the CCD.

This would decrease the level of Wo(f) and would thereby increase RN(f), the level to 

which the system was x-ray quantum noise limited, and hence DQE(f).
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• Increasing Wq(f).

This would increase Rn(0  and hence DQE(f). This can be achieved by increasing the 

gain in the number of optical quanta produced per incident x-ray and increasing the 

optical transmission efficiency of any fibre optic couphngs used.

The use of a reflective coating in detector fohama has shown that Wq(f) can be 

increased without any degradation’s in MTF.

• Producing higher MTF values.

• Increasing the quantum detection efficiency A q . This can be achieved by increasing 

phosphor screen thickness at the expense of MTF.

• Eliminating direct hits in the CCD.

4.5.6 Summary of DQE(f) results

The model of Nishikawa et al has been used to obtain plots of DQE(f) for the detectors 

under investigation. Plots of RnCf) show that the images produced from all detectors are 

x-ray quantum noise limited for all spatial frequencies for the exposures used.

An ideal detector would have a DQE(f) of 1 for all spatial frequencies of interest, it 

follows that detectors with high values of DQE(f) will produce images of greater 

‘quality’ than detectors with low values of DQE(f). It has been shown that DQE at low 

spatial frequencies is determined by the quantum detection efficiency A q , of the 

phosphor layer. However as the phosphor layer thickness is increased to absorb more x- 

rays and to increase A q , DQE(f) drops of more rapidly because of the poorer MTF. This 

result means that a thinner phosphor layer may have larger values of DQE(f) at higher 

spatial frequencies than a thick phosphor.

DQE(f) was shown to be dose dependent, Rn(1) drops off more rapidly for lower doses 

which has the effect of reducing the DQE at higher frequencies.

125



Chapter 4______    Detector evaluation

It is important to discover which values of spatial frequencies need to be maximised in 

order to improve detection/image quality of specific objects in specific imaging 

procedures. For example consider the DQE(f) curve for detector dcl20C, it is perceived 

than this detector would be ‘good’ for imaging large objects - greater than 1mm in 

diameter say, however as the object becomes smaller the importance of higher spatial 

frequencies may increase so that a detector with DQE(f) curve similar in shape to 

detector fo70C ( smaller at low spatial frequencies but larger at higher) may produce 

better detection/image quality. An investigation into how DQE(f) relates to image 

quality is presented in chapter 5.
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4.6 Quantum accounting diagrams.

Quantum accounting diagrams (QAD) are used widely to evaluate imaging systems.

These nomograms describe the imaging system in a series of cascaded stages. Each 

stage may correspond to either an increase in the number of quanta (e.g. conversion 

from x-ray to optical quanta in a phosphor) or a decrease (e.g. detection probability).

The stage with the fewest quanta is called the ‘quantum sink’ limiting the pixel signal to 

noise ratio (SNR) to less than the square root of the number of quanta per pixel.

Cunningham et al (1994 a) have introduced a spatial frequency dependent QAD which 

includes effects due to spatial frequency of secondary quanta. An expression for the 

DQE of a hypothetical CCD based imaging system was derived based upon the gain, 

gain Poisson excess (related to the variance) and the MTF of each stage. A direct 

relationship was then shown to exist between the DQE and values in the QAD.

Their research has shown that secondary quantum sinks that may be present at higher 

spatial frequencies severely limit a system’s ability to resolve high frequency detail.

Using a Monte Carlo simulation images were produced from a hypothetical CCD based 

detector system. They found that for a mean signal level of 50 quanta per pixel the 

secondary quantum sink results in a visible deterioration of image quality at a specified 

frequency when the QAD at that frequency is less than approximately five times the 

primary quantum sink value ( Cunningham et al. 1994 b). The application of this work 

to a CCD based mammography system is given in the below section.

4.6.1 Model of spatial frequency dependent DQE(f)

The spatial frequency dependent DQE of an M stage imaging system (Westmore et al 

1994a) is given in Eq. 4.42 where Eg, is the Poisson excess term in the gain of the stage 

/, Ti(f) is the MTF of stage i, Pi(f) is the spatial frequency QAD and is given in Eq. 4.43 

where <gj> is the mean gain of stage y, Tffl  is the MTF of stage j  and 77 denotes the 

product of mean gains and MTFs for all of the M  stages.
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DQE,.M(f) = —
l + ggi|T,(f)|-

Pi(f)
Eq. 4.42

Eq. 4.43

4.6.1.1 Poisson excess of the gain

If the variance in the value of is (^gi for a Poisson distribution then <g,> = The 

Poisson excess describes the relative amount by which the variance of the distribution is 

in excess of the mean value and is given in Eq. 4.44.

- é -
Eq. 4.44

There are three special cases which are identified to help interpret the meaning of the 

excess.

• If gi is truly Poisson distributed then <g/> and £gi = 0.

•  If gi is a deterministic gain with zero statistical error = 0  and = -1.

• if gi represents a binary selection process such as a interaction probability or 

coupling efficiency then = g i ( l - g i )  and £ g i = - g i .

If g  represents a conversion from x-ray quanta to optical quanta in thin screens £g is 

related to the Swank factor and is given in Eq. 4.45.

£g = g(— 1) -  1A,
Eq. 4.45

For a full derivation of all these equations the reader is referred to Westmore 

andCunningham 1994a&b.

128





Chapter 4 Detector evaluation
0.8

0.6

0.2
m

0.0  1----- 1---- 1----1--- 1---- 1----i-.nj Qjj
0 2 4 6 8 10 12 14 16 18

Spatial frequency {mm )
Figure 4.36 Plots of experimental DQE(f) (squares) and theoretical DQE(f) (solid line) 

obtained from the model of Westmore and Cunningham for detector fo70C.

Figure 4.36 shows experiment DQE(f) with the theoretical DQE(f) obtained using the 

model described above for detector foVOC. The theoretical curve was obtained by 

considering the detection processes to be split into 5 stages. These stages together with 

values of < g >  and e,, are detailed in Table 4.3. The overall detector theoretical DQE(f) 

was calculated using Jt can be seen that there is good agreement between the two plots 

even though additive detector noise, such as dark current noise is ignored in the 

theoretical model.

Table 4.3 Stages used in theoretical calculation of DQE(f) for detector fo70C.

STAGE No. DESCRIPTION GAIN POISSON
EXCESS

M TF(f

0. Xrays Incident
1. Absorption of x-rays in phosphor ri=0.68 - n -
2. Emission of photons in phosphor G=455 47
3. Transmission from phosphor to the CCD t=0.45 -t
4. MTF due to CCD aperture function - - Tc(f)
5. Detection in the CCD 0=0.31 -o -

The values obtained from the model represent a theoretical limit of DQE(f), that is the 

experimental results would be the identical if the detector is x-ray quantum noise limited 

and the signal is passed through the system as efficiently as noise.

4.6.1.2 Pi(f) the spatial frequency dependent QAD
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The spatial frequency dependent QAD of detectors foVOC and ftVOC are shown in 

Figure 4.37 and Figure 4.38 respectively. The 5 stages in the QAD are the same as in 

Table 4.3. From the results it can be observed that for zero frequency there is a primary 

quantum sink at the x-ray detection stage for both detectors. For higher spatial 

frequencies the values in the QAD are considerably less than the zero frequency values, 

as they decrease with the square of the total system MTF. Secondary quantum sinks 

exist at stage 5 for both detectors (between 10 and 14 Ip/mm and 6 and 8 Ip/mm for 

fo70C and ft70C respectively). This means that the fundamental limitations to image 

noise (neglecting detector noise) is no longer dominated by fluctuations in the number 

of x-rays detected at these frequencies.

le+5

le+4

le+2

le+1
0 2 3 4 5

0 Ip/mm 
2 Ip/mm 
4lp/mm 
8lp/mm 
10 Ip/mm 
14 Ip/mm

Stage No.
Figure 4.37 spatial frequency dependent QAD of the detector foTOC.
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Figure 4.38 spatial frequency dependent QAD for detector ft?OC
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4.6.2 Summary of QAD results.

Westmore and Cunninghams model for the spatial frequency quantum accounting 

diagram has been used to evaluate detectors. The model used to investigate the presence 

o f secondary quantum sinks in detectors. Good agreement was found between 

theoretical DQE(f) and experimental DQE(f) results.

4.7 Conclusions

The effects of direct hits in the CCD have been modelled. These have been found to 

improve the high frequency response in the M TF measurements, but also increase the 

noise power at higher spatial frequencies. DQE(f) curves have shown that the effects of 

directs hits are to reduce DQE(f) at higher spatial frequencies. These results indicate that 

direct hits need to be removed for imaging tasks which require high values of DQE(f) at 

high spatial frequencies. The removal of direct hits can be achieved by using a fibre 

optic faceplate between the phosphor layer and the CCD. This has been shown to 

practically eliminate all direct hits in the CCD.

The MTF of fibre optically coupled detectors has been shown to be dominated by the 

contribution to blur from light spread in the phosphor. The rate at which M TF decreases 

has been shown to be greatest for the thicker phosphor layers. The structure of the 

phosphor layer used in detector fohama has been shown to produce a M TF curve similar 

to one that would be produced from a homogeneous phosphor layer structure o f the 

same thickness. It is concluded that the structure improves the light output from the 

phosphor without increased spatial blurring.

Measurements of NFS have shown that for high dose levels the detectors are x-ray 

quantum noise limited at all spatial frequencies. For lower doses noise due to 

fluctuations in dark current may dominate at higher spatial frequencies. The noise due to
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secondary quantum fluctuations has been shown to be a factor of 10 smaller than noise 

due to dark current.

Measurements of DQE(f) have been shown to be dose dependent for the detectors used 

in this project. This is because for low doses the detector will not produce x-ray 

quantum noise limited images for all spatial frequencies, or alternatively, noise due to 

dark current fluctuations are dominant at high spatial frequencies. Analysis o f the 

DQE(f) of detectors has shown DQE(f) can be maximised by

1. Reducing the dark current noise Wo(f), by further cooling the CCD.

2. Increasing Wq(f). This can be achieved by increasing the gain in the number 

o f optical quanta produced per incident x-ray and increasing the optical 

transmission efficiency of any fibre optic couplings used.

3. Producing higher M TF values.

4. Increasing the quantum detection efficiency A q.

5. Eliminating direct hits in the CCD.
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5. Application to mammography

This chapter contains an investigation into the imaging performance o f CCD based 

detectors for mammography. The design of the system using CCDs operated in Time 

Delayed Integration mode is outlined. Monte Carlo modelling of the system to predict 

optimum x-ray energies and the effect o f collimator slot width on scatter to primary ratio 

are presented.

Noise levels in the images obtained from the detectors are measured for typical 

exposures used in mammography and the effects on the detector DQE(f) are 

investigated.

The results of image quality measurements obtained with the Leeds TORM AX breast 

phantom are presented and are compared with the DQE(f) curves for the detectors. 

Finally a prescription for the detector design is discussed.
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5.1 Design of system

It is envisaged that the digital mammography system would look like something shown 

in Figure 5.1. The detection system would scan across the compressed breast with the 

CCDs operated in TDI ( Time Delayed Integration) mode and the x-ray beam would be 

collimated pre-patient to reduce scattered x-rays. Care would be needed in ensuring that 

the detector plane extended as close to the chest wall as was possible. The investigation 

of the scanning effects in a digital mammography system are presented in Court (1995).

Slot
collimators^

Breast

Detectors

Scanning
direction

Figure 5.1 diagram of proposed digital mammography system.

The collimators would be made of lead and of sufficient thickness to prevent any x-rays 

penetrating. With a CCD system the choice of slot width becomes a trade off between 

the size of the CCD, the amount of available x-ray flux and the required decrease in 

scatter to primary ratio. The choice of the thickness of the slot has been investigated 

more deeply by Nishikawa (1989) and Court (1995).

Figure 5.2 shows two options for the alignment of the CCDs to make up the detection 

system. Figure 5.2(a) shows the CCDs arranged in a mosaic pattern with slight overlap 

between adjacent CCDs to overcome the dead-space due to packaging and Figure 5.2(b) 

shows fibre optic coupled CCDs butted together. The imaging area covered by the 

detection system would need to be at least 24 cm by 18cm. This would mean a 

minimum of 6 15_11 CCDs would be needed to cover the image area for configuration 

(a).
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In both configurations the CCDs would be operated in Time Delay and Integration mode 

where all the CCDs are continuously read out whilst they are scanned across the subject. 

Each configuration has its own merits. The advantages of configuration (b) over (a) 

include

1. Smaller number of CCDs required -hence less need to be readout as fast.

2. Each image produced will have fewer pixels therefore memory requirements 

for image acquisition and storage will be smaller. Obviously there is a limit 

to the largest pixel size which can be used to produce good quality 

mammography and the pixel size in the final image will depend upon the 

inherent CCD pixel size and the magnification of the fibre optic coupling. 

Because there are fewer pixels the scanning time of the system will be 

smaller.

(a) Detectors arranged 
in mosaic pattern

(b) Detectors'butted' 
via fibre optic tapers

Figure 5.2CCD configurations for digital mammography scanning system.

The disadvantages of system (b) over system (a) include

1. There is a limit to the amount of magnification that can be used. De-

magnifying fibre optic tapers have a lower transmission efficiency compared 

to one to one fibre optic face-plates This reduces Wq(f) and reduces DQE(f) 

for detectors with high Wo(f). The limiting spatial resolution is dependent 

upon the magnification used.
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System (a) will produce images of higher quality over system (b) the choice of system 

becomes a trade off between the relative costs of each system and their relative 

performances.

5.2 Monte Carlo simulations

Monte Carlo techniques have previously been applied to mammography (Dance 1980, 

1981) to calculate radiation dose and optimum x-ray energy for film/screen systems and 

xeroradiography systems. In this work a similar approach was used to simulate 

mammography for digital detectors.

The EGS4 code system (Nelson et al 1985) was used to simulate the x-ray interaction 

processes in the breast and detector for the geometry shown in Figure 5.3.

The size and composition of the female breast varies widely. In this simulation the 

breast was assumed to be cylindrical in shape with a cross sectional radius of 6cm (this 

is approximately equal to Dances medium compressed breast). The composition of the 

breast was 50% fat and 50% water by weight (composition recommended by White et 

al. 1977). The simulated calcification was cylindrical in shape with a 100pm cross 

sectional diameter and 100pm height and was composed of calcium hydroxyappatite.

Incident x-rays

Calcification

Breast 50% adipose tissue 
50% water

Detector

Figure 5.3 diagram of geometry used for the Monte Carlo simulation.
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These size were chosen as they represent the smallest calcification that can hoped to be 

detected with conventional film-screen mammography.

The radiation dose to the breast or breast dose was calculated as the ratio of the energy 

absorbed (J) in the breast and the mass of the breast (kg) and was quantified in terms of 

Grays since IGy is equal to 1 joule/kg.

The detector consisted of an infinite slab of Csl which was lOOjim thick (represents a 

typical thickness of phosphor) and was split up in to pixels or bins, shown in Figure 5.4. 

Energy deposited by an interacting x-ray was summed in the appropriate pixel so that an 

image of the calcification in the breast was eventually formed. The simulation 

considered a monoenergetic, parallel and uniform beam of x-ray’s incident on the breast 

covering a field area of 1cm by 1 cm. The x-ray energies used in the simulation ranged 

from 10 keV to 40keV in 2keV intervals.

The breast dose and energy deposited in the detector was calculated. Subsequent 

generation of scintillation photons in the phosphor layer was ignored and it was assumed 

that all the energy deposited in the phosphor layer was converted to electrons in the 

CCD. When the breast dose reached approximately ImGy the x-rays were stopped and 

the image obtained was evaluated.

5.2.1 Image quality assessment and evaluation

The process by which an observer arrives at a diagnosis from viewing an image is very 

complicated. Generally , the steps in this process are detection, localisation and 

classification. For detection of a lesion, such as a calcification in mammography, the 

system resolution must be just good enough to resolve the lesion, but the SNR should be 

as large as possible. Localisation of the lesion with respect to other anatomical features 

in the image and classification of it as a normal structure or some particular pathology 

places an increased burden on the resolution (Barrett and Swindell, 1981). This study is
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aimed at investigating the effects of varying x-ray energy, pixel size and field width 

upon the probability of detection or detectability of a calcification.

The detection probability or detectability was quantified in terms of detail signal to 

noise ratio (dSNR). This was calculated using the following equation

s-b
detail SNR =

c r , + c r ,

Eq. 5.1

where s is the mean pixel value in the calcification shadow, b is the mean pixel value in 

the background Gs and Gb are the standard deviations in the signal and background pixel 

values respectively. A total of 50 pixels where used to calculate the mean background 

pixel value. The number of pixels used to calculate the mean signal pixel value 

depended upon the pixel size used.

Image arra

Backgroum
pixels shadow o f  

calcification

Signal pixels

Figure 5.4 image of calcification obtained in the simulation.

In order to reduce the uncertainty in the value of dSNR the simulation was repeated 

many times ( using a different ‘seed’ value) and a mean value was calculated. Errors on 

values of dSNR are less than 1%.

The definition of dSNR differs from the standard definition of signal to noise ratio 

because the noise is calculated by finding the standard deviation of background 

fluctuations in pixel values and not the standard deviation of background fluctuations
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over the area of the object. This is not a problem however because the noise associated 

with the fluctuations over the object area is proportional to the pixel noise.

The simulation was used to investigate the effects of varying pixel size incident x-ray 

energy, and the effects of varying field width upon dSNR.

5.2.2 Effect of pixel size on dSNR

If the pixel size in the imaging array is of the order of the size of object to be imaged 

then the dSNR will depend strongly upon the position of the image relative to the 

detector array. Figure 5.5 shows the two extreme cases for alignment of the image 

relative to the detector array. For the first case the calcification shadow covers one 

whole pixel. In the second case the shadow of the calcification equally overlaps four 

adjacent pixels. The dSNR was calculated in these two extreme cases for pixel sizes 

ranging from 25pm to 100pm for an incident energy of 21keV and a compressed breast 

thickness of 4cm. Results shown in Figure 5.6 show that for the first case dSNR 

increases with increasing pixel size as expected because more x-rays are detected per 

pixel, increasing the signal and reducing the noise, as the pixel size increases. For the 

second case there is a maximum dSNR for a pixel size of 50 pm.

Calcification
shadowpixel width

Detec tor arr ly

(a) (b)

Figure 5.5 alignment of calcification shadow with detector array (a) first case (b) second 
case.
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From this simple simulation it can be deduced that the best pixel size to use for 

detection is about the size of the object. However things are not quite that simple; as 

mentioned earlier, it is important in some cases for the observer to classify lesions in 

order to make a correct diagnosis. The shape and edges of calcifications in the breast 

carry valuable diagnostic information which may not be present for this pixel size.

60

50

40 Case 1 
Case 2

30

20

10
25 50 75 100

Pixel size (microns)

F ig u re  5.6 dSNR as a function of pixel size for IOO|im diameter calcification.

Also practical concerns over system design are important, as pixel size decreases the 

number of pixels in the whole image of the breast will increase and the memory 

requirements for image storage/display will also increase.

This simulation assumes that the CCD pixel size is the main limitation to spatial 

resolution, however results in chapter 4 show that the spread of scintillation photons in 

the phosphor layer is the main limitation. Nevertheless it may be inferred that in order to 

maximise the detection probability of the 100pm calcification the detector needs to have 

an effective sampling aperture of 50pm. This means that the detector should be able to 

produce images which can resolve spatial frequencies in excess of 1 Olp/mm.

5.2.3 Variation of dSNR with incident x-ray energy

The effects of varying the incident energy from, ISkeV to 40keV in IkeV steps, on 

values of dSNR are shown in Figure 5.7. Results are presented for three thickness’ of 

compressed breast for a field size of 1cm by 1cm (small enough so that simulation times
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were not to large but large enough to obtain the required number of background pixels 

for calculation of dSNR) and a pixel size of 50pm. Values of dSNR were calculated for 

the 2nd case alignment shown in Figure 5.5.

Results show that for each thickness of compressed breast dSNR increases with incident 

energy until a maximum is reached and then decreases at higher energies .The energy 

corresponding to this maximum is dependent on the thickness of compressed breast.

50

2cm thick
40

30
4cm thick

20

10 6cm thick

0
3510 15 20 25 30 40

Xray Energy (keV)

F ig u re  5 .7  Variation of dSNR with incident x-ray energy for 2cm, 4cm and 6cm thick 
compressed breasts.

For low incident energies, as the incident x-ray energy increases more x-rays penetrate 

the breast and interact in the detector increasing dSNR. For higher incident energies the 

decrease in dSNR is due to the decreasing radiological contrast between the calcification 

and the background tissues and decreasing detector quantum efficiency at these 

energies..

Maximum dSNR values correspond to about 17-18 keV, 19-20 keV and 22-23 keV for 

the 2cm , 4cm and 6cm thick compressed breast respectively. These results compare 

well with results obtained by D. Dance and Day (1981).

The effective energy of a 28kVp molybdenum x-ray spectrum with molybdenum 

filtration typically used in mammography is about 17.5 keV (primarily due to the 

predominance of characteristic photons from molybdenum) and is suited for imaging
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thinner breasts. However for thicker breasts it is possible that image quality could be 

improved by increasing the effective energy of the incident x-ray spectrum. This could 

be achieved by using a target with a higher characteristic photon energies.

Recently Siemens has introduced a x-ray tube for mammography which offers a choice 

of either molybdenum filtration or rhodium filtration which can be selected depending 

upon the thickness of the breast.

5.3 Comparison of imaging performance of detectors using a breast 

phantom

Images of a breast phantom were obtained to directly compare the imaging performance 

of the detectors and assess their application to digital mammography.

Images were obtained for each detector under standard exposure conditions used in 

mammography. Care was taken to ensure images were obtained under identical 

conditions for each detector. The images obtained were evaluated in terms of detail 

signal to noise ratio (SNR) which provided a method of quantifying the ‘quality ‘ of the 

image.

5.3.1 Leeds TOR(MAX) Breast phantom

The TORMAX breast phantom consists of a semi-circular test plate of 22cm diameter 

approximately 1cm thick, which is used in conjunction with an attenuator stack of 

acrylic plates (three of 1cm thickness and two of 0.5cm thickness) to provide the 

appropriate absorption, scatter and geometrical unsharpness in test exposures. The test 

plate contains several different types of detail which provide information about 

unsharpness, low contrast sensitivity, small-detail visibility and noise in the test image. 

The layout of the phantom test plate is shown in Figure 5.8.
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Microparticle
stepwedge

Resolution
grating

Greyscale'
stepwedge

Low-contrast 
bar patterns

6mm circular 
details

Figure 5.8 Layout of the details in the TOR(MAX) test plate.

The details in the test plate are as follows

1. High-contrast resolution gratings. These provide measurements of 

unsharpness or resolution limit (up to 201p/mm) in perpendicular directions

2. Low- contrast bar patterns. These details provide a measurement of the 

sensitivity of a system in imaging low contrast filamentary structures within the breast.

3. 6 mm circular low-contrast details. These details provide a measurement of 

the low-contrast sensitivity of a system, which is relevant to the detection of tumourous 

masses within the breast. Twelve circular details 6mm in diameter form a series of 

diminishing contrasts tabulated in Table 5.1.

Table 5.1 Nominal contrasts of 6mm details under calibrated X-ray 
beam conditions of 28kVp.

Detail No. Contrast (% )t D eta il No. Contrast (%)
1 8.5 7 1.2
2 5.5 8 0^3
3 3.8 9 0^8
4 2.6 10 0.46
5 2.0 11 0 3 2
6 1.6 12 0.24

4. 0.5 mm high-contrast details.
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Table 5.2 Nominal contrasts of 0.5 and 0.25 mm details

D etail No. Contrast (%) D etail No. Contrast (% )
1 37 1 8.3
2 33 8 5.4
3 24 9 2.7
4 20 10 2.0
5 16 11 1.3
6 11

5. 0.25 mm high-contrast details. The 0.5 and 0.25 mm details provide a 

measurement of small detail visibility which is relevant to the detection of 

punctate calcifications within the breast. Nominal contrasts measured under 

calibrated X-ray beam conditions (28kVp) are tabulated in Table 5.2.

6. Ten-point grey-scale step-wedge.

7. Micro-particle step-wedge. A step wedge incorporating small irregular 

shaped particles to produce a pattern of fine detail imaged in areas of 

different background density, which is relevant to the detection of 

microcalcifcations in the breast.

The attenuator stack comprises three semi circular acrylic plates, 24cm in diameter and 

1cm thick, plus two plates 0.5cm thick, providing attenuating and scattering material. 

These can be stacked together and aligned by two pegs passing through holes in the 

plates.

In this investigation the recommended configuration of the phantom was used. This was 

to place the test plate on top of the attenuator stack so that scatter and geometrical 

unsharpness were present to maximum effect. A 3.5 cm attenuator stack was used 

providing X-ray attenuation equivalent to a 5cm compressed breast when combined with 

the test plate.
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5.3.2 Method used

A diagram of the experimental set-up used for obtaining the phantom images is shown 

in Figure 5.9. Due to the small size of the CCDs it was not possible to image the whole 

of the phantom and it was necessary to use a scanning stage to move the phantom so that 

all areas could be imaged. The scanning system comprised two translation units 

arranged perpendicularly to each other with stepper motors attached. The stepper motors 

were controlled by a Digiplan unit which interfaced to a PC via the parallel interface. 

Control of the stepper motors was done using a purpose written computer program. The 

program allowed the user to move the phantom in 2.5 |im steps in either direction.

With the test plate being opaque it was impossible to know exactly what part of the 

phantom was being imaged. This problem was solved by taking a conventional screen- 

film radiograph of the test plate and using it as a reference map for the details.

For the purpose of this investigation three types of detail in the phantom were imaged 

the 6mm low contrast detail, the 500)LLm high contrast detail and the 250|im high 

contrast detail.
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5.3.2.1 Slot beam collimator

The slot beam collimator consisted of sheets of lead 0.5mm thick. This thickness was 

sufficient to attenuate all x-rays incident for the 28kVp spectrum. The collimator was 

placed before the breast phantom to restrict the field width of the beam. There is no 

requirement for post patient collimation with scanning detectors as the small width of 

the detectors provides inherent collimation.

The width of the slot used to collimate the beam could be varied from 2cm to 10cm.

X -ray tube 
and generator

Slot
collim ators

PC  & 
fram e grabberScanning

stage

TORMAX
breast

phantom

D etector

switch

S tepper m otor drivers

Figure 5.9 Experimental set up for breast phantom measurements.

5.3.2.2 Exposure conditions
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All images were obtained with the same exposure conditions a 28kVp Mo:Mo spectrum 

with 30|im inherent filtration.

The mean breast dose for a standard breast was estimated using the method 

recommended by the IPSM (1989) from exposure measurements. The mean glandular 

dose to the standard breast is calculated using the following eqtn

mean glandular breast dose = Kpg Eq. 5.2

where p converts the incident air kerma to the perspex phantom to that for the standard 

breast and g converts the incident air kerma for the standard breast to mean glandular 

dose. Both of these values were obtained from data published by D. Dance (1990).

Throughout the measurements the focal spot to detector distance was kept constant at 

620mm and the detector was placed as close as possible to the exit surface of the 

phantom (<3mm away)

5.3.3 Image analysis

Once an image was obtained it was corrected for pixel offset and gain variations. The 

image was then analysed using a program called XDISPIM. In this program user defined 

areas of interest (AGI) were defined allowing the calculation of the average pixel value, 

sum of pixel values, standard deviation and range of pixel values within that AGI. The 

detail signal was calculated by integrating the pixel values within each AGI and 

subtracting the average of the background AGI’s from the average of the signal AGIs.

The detail SNR was calculated using Eq. 5.3
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dSNR =
Signal AOI - Background AOI

S.D of Background AOI

Eq. 5.3

where Signal AOI and Background AOI are the average value of the sums of pixel 

values within the signal AOIs and background AOIs, S.D of background AOI is the 

standard deviation of the sums of pixel values within the background AOIs. To reduce 

the uncertainty it was necessary to sample the background and signal in the image a 

large number of times. For the 6mm low contrast detail, 6 signal AOIs and 24 

background AOIs per image were used (shown in Figure 5.10 ) to calculate values of 

detail signal and noise and three images were used. The biggest uncertainty in the 

calculation of dSNR is the calculation of image noise and this uncertainty was estimated 

as 11%.

Background 
AOIs

(a)

Signal
AOIs

Background
AOIs

(b)

Signal
AOI

Figure 5.10 diagrams showing AOIs used for SNR calculation in the case of (a) 6mm low 
contrast detail, (b) 500 and 250|im high contrast details.
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For the 500fim and 250^im high contrast details the signal AOI covered the whole of the 

image of the detail as shown in Figure 5.10. For the lower contrast details images were 

taken using a large exposure so that the signal AOI could be defined easily, then an 

image was retaken for the correct exposure, preserving the defined AOI. Again the main 

uncertainty is the calculation of image noise and this is estimated to be 13%.

5.3.4 Scatter rejection using slot beam collimation

The variation of signal was measured as a function of the slot width used in the imaging 

system. Images were taken for a constant breast dose of 2.2mGy and the average 

background intensity was calculated for slot widths ranging from 2cm to 10 cm. 

Separate measurements of exposure were made simultaneously using an air ionisation 

chamber (details of which are described in chapter 3) and were used to confirm the 

stability of the x-ray tube output for each image taken. The geometry for the 

measurement is shown in Figure 5.11.

Slot
width

Lead
shielding

Scattered
xrays

Focal spo t to 
detec to r distance 
= 620  mm

TORMAX
phantom

D etector

Figure 5.11 geometry for scatter rejection measurements.

Figure 5.12 shows the variation of the mean background signal as a function of slot 

width. The measured point for a slot width of 22cm represents images obtained without 

collimation. It can be observed that there is a 33% reduction in background signal as the 

slot width is reduced from 10cm to 2cm. This reduction in signal is attributed to the
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prevention of radiation being scattered into the detector from outside the detector field 

of view as the slot width is reduced.

<3

%

I

0.9
0 5 10 15 20 25

Slot width (cm)

Figure 5.12 Relative mean background signal as a function of slot width for detector 
foBOC

5.3.5 Variation of SNR with breast dose

Images of the 8.5% contrast, 6mm diameter detail were taken for a set of breast doses 

ranging for .23mGy to 4.4mGy with a 2cm slot width . These images were used to

5

4

1

0
0 I 2 3 4 5

Dose (mGy)

Figure 5.13 Variation of SNR with mean glandular breast dose for 6mm diameter detail 
with 8.5% contrast (for detector folSOC). Solid line is F=sqrt(dose)

calculate the SNR for each breast dose. The relative increase in SNR with increasing

breast dose is shown in Figure 5.13. Also shown is a plot of f(x)=x*^^ mapped to the first

point on the graph. It can be observed that the measured SNR of the detail increases in a
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manner related to the square root of the breast dose, as expected for quantum noise 

limited images.

5.3.6 Variation of SNR with detail contrast

0 5 10 15 20 25 30 35 40
Contrast (%)

Figure 5.14 Variation of SNR with the contrast of the 500pm diameter detail(for detector 
fol30C).

Figure 5.14 shows the variation of measured SNR with detail contrast. Images were 

taken of the 500p.m details with contrasts ranging from 5 to 37%. All images were 

obtained for a breast dose of 2.2mGy and a slot width of 2cm. Results show that SNR 

varies linearly with the detail contrast which is expected for a quantum noise limited 

system.
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5.3.7 Results and discussion of dSNR analysis for detectors
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• fol30C 
▼ dcl20C 
 ̂ fominR 
 ̂ foSOG 

° ftl30C
♦ ft70C

Contrast (%)

Figure 5.15 SNR measurements of 6mm diameter details for 8 different detectors.

The variation of dSNR with detail contrast for the 6mm diameter details is shown in 

Figure 5.15. It can be seen that detector dcl20C produces images with the highest dSNR 

and detector fo50G produces images with the lowest dSNR. It was found that in general 

detectors with the largest values of quantum efficiency Aq, produce the highest values 

of dSNR for the 6mm diameter details.

^ 4 0

22 24 26 28 30 32 34 36 38

O fo70C 
fohama 
fol30C 
dcI20C 
fominR 
fo50G 

□ ftl30C 
ft70C

Contrast (%)

Figure 5.16 SNR measurements of 500gm diameter details for 8 different detectors.

The variation of dSNR with contrast for the 500p.m diameter details is shown in Figure

5.16. Again detector dcl20C produces images with the highest values of dSNR.
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Figure 5.17 SNR measurements of 250|im diameter details for 8 different detectors.

The variation of dSNR with contrast for the 250|im diameter details is shown in Figure

5.17. It can be seen that detector fohama produces images with the highest dSNR.

A comparison between the values of dSNR and DQE(f) for detectors, measured for the 

same dose, is presented in the next section.

5.3.8 Influence of DQE(f) upon dSNR measurements.

The influence of DQE(f) upon the dSNR measurements was investigated by obtaining 

DQE(f) curves for the same dose as used for obtaining the phantom images

Figure 5.18 shows DQE(f) and dSNR measurements for detectors fol30C and dcl20C. 

It can be seen that detectors dcl20C and fol30C produce images with similar dSNR 

values for the 6mm and 500pm diameter objects. However detector fol30C produces 

images with consistently higher dSNR values for the 250pm diameter objects.

Figure 5.18 shows DQE(f) curves for the two detectors which were obtained for the 

same mean glandular breast dose as the breast phantom images (2.2mGy). It can be seen 

that the detectors have similar values of DQE(f) up to about 21p/mm. Above 21p/mm
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Figure 5.18 comparison of dSNR results and DQE(f) results. Black squares correspond to 
detector dcl20C white circles correspond to detector fol30C.

detector fol30C has greater values of DQE(f). These higher values of DQE(f) may go 

some way to explaining why detector fol30C produces images with higher values of 

dSNR for the smallest 250pm objects. The relationship between DQE(f) and the values 

of dSNR is illustrated more deeply in the next section.

Both detectors have similar configurations but the biggest difference between the two is 

that detector dcl20C has no fibre optic coupling and the phosphor layer is deposited 

directly upon the CCD. These results show that for objects greater than or equal to 

500pm in diameter there is no discernible advantage gained by using a fibre optic 

coupling in the detector. However for objects below 250pm in diameter it is necessary 

to use a fibre optic coupling to shield the CCD from direct interactions of x-rays.

Figure 5.19 shows DQE(f) and dSNR measurements for detectors fohama and dcl20C.

It can be seen that detector dc 120C produces images with higher dSNR for the 6mm and 

500pm diameter objects compared to detector fohama. This can be attributed to the fact 

that detector dcl20C has a higher quantum detection efficiency (more x-rays 

contributing to the final image) than detector fol30C.

Detector fohama produces images with higher dSNR for the 250pm diameter objects 

and can detect more (7 details as opposed to 5 for detector dcl20C). This result can be
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attributed to the fact that fohama has a higher spatial resolving capability compared to 

detector dcl20C.
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Figure 5.19 comparison of dSNR results and DQE(f) results. Black squares correspond to detector 
fohama, black triangles correspond to detector dcl20C.

Comparing results from dSNR and DQE(f) measurements it may be inferred that-

1.The drop off in DQE(f) above 21p/mm for detector dcl20C inhibits the detectors 

ability to produce images with high dSNR for the 250|im diameter objects or 

alternatively high values of DQE(f) above 21p/mm are necessary to enable detection of 

250|im diameter objects (for a mean glandular breast dose of 2.2mGy).

2. DQE(f) values between 0 and 21p/mm are important for detecting large objects 

(6mm in diameter).

5.3.9 Comparison with film-screen system

An image of the Leeds TORMAX breast phantom was obtained under standard 

conditions used in mammography equipment quality assurance testing. The system used 

was a Siemens Mammomat III unit used in current clinical practice at University 

College Hospital. A Kodak Min-R2 screen -MRE film combination was used under 

automatic exposure control (AEC) with a 28kVp Mo/Mo beam to produce a mean 

glandular breast dose of 1.4mGy.
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Quantitative measurements of dSNR were unable to be performed upon the film image, 

however the number of objects visible upon the film was used to subjectively “score” 

the image obtained. Table 5.3 shows the scores obtained for the film-screen combination 

together with 3 CCD based detectors. Errors on these scores are high (estimated at 

15%).

Table 5.3 Number of details visible for film screen system and detectors.

Film
screen

foham a d c llO C fo50G

No. of 6mm diameter 
objects detected

6 6 1 3

No. of 500pm diameter 
objects detected

7 7 1 4

No. of 250pm diameter 
objects detected

5 7 5 3

Mean glandular breast 
dose (mGy)

1.4 2.2 2.2 2.2

5.3.10 Discussion of results obtained with film/screen system

The film-screen system was able to detect contrasts down to 1.6%, 5.4% and 16% for 

the 6mm ,500|im and 250|im diameter objects respectively for a dose of 1.4mGy. 

Results show that

1. Detector dc 120C performed just as well if not better than the film-screen 

combination in detecting all size of objects for a dose of 2.2 mGy.

2. Detector fohama was able to detect 250|im size objects down to 5.4% in contrast.

3. Detector fo50G was only able to detect contrasts down to 3.8%, 20%and 24% for 

the 6mm, 500pm and 250pm diameter objects.

It is noted that the comparison between results obtained with the screen-film system and 

the CCD based detectors is not strictly valid because they were obtained for different 

doses. However, because the image was obtained with ABC (automatic exposure 

control), it is possible that the scores for the film-screen combination would not change 

if the dose was increased and these scores represent the ‘best’ that the film-screen 

system will ever do.
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These results show that for a small increase in mean glandular breast dose the prototype 

digital mammography system( with detectors fohama and dcl20C) performs as well as 

film-screen combination for detecting large objects (6mm) and performs better at 

detecting small objects (250pm). Improvements to the system could go some way to 

producing similar scores for a lower dose comparable with the film-screen combination.

5.4 Improving detector configuration

Results of image quality / detectabilty measurements from previous sections have shown 

a relationship between high DQE(f) values and SNR. From these results it can be seen 

that it is necessary to maximise DQE(f) at high spatial frequencies (above 21p/mm) in 

order to produce images with high values of SNR for small objects (250 pm in diameter 

and smaller). Methods of increasing DQE(f) are discussed in chapter 4 and they are 

summarised below:

• Reducing the dark current noise Wo(f), by further cooling the CCD.

• Increasing Wg(f). This can be achieved by increasing the gain in the number 

of optical quanta produced per incident x-ray and increasing the optical 

transmission efficiency of any fibre optic couplings used.

• Producing higher MTF values.

• Increasing the quantum detection efficiency A q .

• Eliminating direct hits in the CCD

A detector configuration can be specified based upon these prescriptions, the 

specifications are given below.

• detector cooling.

The 15_11 CCD was cooled to 20°C a further reduction in temperature to 5 °C would 

produce a factor ~2 reduction in dark current production and 2^^ reduction in noise 

without the need for a ‘dry’ system ( a dry system refers to a system which is purged 

with dry nitrogen to remove any water vapour that is present).
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• Intagliated fibre optics

MTF and sensitivity results for detector fohama have shown that by using intagliated 

fibre optics together with a reflective coating one can increase light output without any 

degradation in MTF and eliminate direct hits in the CCD. By using a thicker phosphor 

layer the x-ray quantum efficiency will be increased there by increasing DQE(f). Figure 

5.20 shows theoretical DQE(f) curves obtained from Westmore and Cunningham’s 

model (chapter 4), for thickness’ ranging from 80 to 120|im for a detector similar to 

fohama.

0.9

0.7

0.6 

§ 0  5 

Q 0.4
80um
lOOum
120um

0.3

0.2

0.0
0 2 4 6 8 10 12 14 16 18

Spatial frequency (mm )

Figure 5.20 DQE(f) curves for detector fohama with 80pm, 100pm and 120pm phosphor 
thickness’.

It can be seen that phosphors of thickness 100p.m and 120|im give rise to an 11% and 

17% increase in DQE(f) respectively at zero spatial frequency compared to a phosphor 

thickness of 80|i.m (for 28kVp Mo:Mo beam). However at higher spatial frequencies, 

which have been shown to be important for detecting small objects, DQE(f) is lower for 

the 100p.m and 120pm thickness. For the 100pm thickness, DQE(f) is lower compared 

to the 80pm curve for frequencies greater then ~5.51p/mm. It is felt that the optimum 

phosphor thickness is around 100pm, the higher DQE(f) values at low spatial 

frequencies obtained with the 100pm thick phosphor will increase the probability of 

detection of large low contrast objects for a set dose and the DQE(f) is lower for 

relatively high spatial frequencies. Results presented relate to theoretical models, further
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work is needed to quantify the change in imaging performance as the phosphor 

thickness is increased to 100p.m.

Figure 5.21 shows DQE curves for fibre optics with fibre diameters 10 pm 20pm and 

40pm with a 1pm cladding. Increasing fibre diameter gives an increase in the 

transmission efficiency because the packing fraction is increased. A faceplate with 

20pm diameter fibres and 1pm cladding has associated with it a 82% compared with a 

75% transmission efficiency for 10pm fibres. It can be seen that by increasing the fibre 

optic fibre diameter to 20pm from 10pm there is only a small degrading effect upon 

DQE at high spatial frequencies <101p/mm. Only when the fibre diameter becomes 

larger than the CCD pixel size is there any appreciable degradation (see curve for 40pm 

diameter fibre).
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Figure 5.21 DQE(f) curves for detector fohama with lOgm, 20pm and 40pm fibre 
diameters

• Pixel size

As one goes to smaller pixel dimensions there is an increased burden upon system 

performance in order to maintain factors such as imaging times, computer memory 

requirements and display requirements. Figure 5.22 shows DQE(f) curves for pixel sizes 

ranging from 1pm to 100pm for a detector similar to fohama with 80pm of CsI(Tl).
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Figure 5.22 DQE(f) curves for detector fohama with l^im, 27|im and 50|im fand 100p.m 
pixel sizes

The degradation in MTF due to pixel size is small for a pixel size of l|im . It can be seen 

as the pixel size is increased the DQE(f) drops off more rapidly at higher spatial 

frequencies and is reduced by 50% at 41p/mm for the 100p.m pixel size. It is felt that the 

optimum pixel size is in the range 25-50p.m. It is noted that with 25p.m pixels the exists 

an opportunity to sum pixels ’on chip’, if necessary to provide larger pixel sizes.

5.5 Conclusions

A Monte Carlo simulation of the mammography system has shown how the optimum x- 

ray energy for a given size breast can be determined. Results show that for the average 

breast thickness x-ray energy of around 20keV is required which matches closely the 

characteristic x-ray energy produced from a molybdenum x-ray target.

A prototype digital mammography system was set up to compare image quality obtained 

with various detector configurations. Scatter rejection using slot beam collimation was 

demonstrated.

The Leeds TORMAX breast phantom was used to obtain images of various details 

under set exposure conditions for a number of detectors. Quantitative evaluation of the
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images in terms of dSNR has been described. Values of dSNR were found to vary with 

the square root of the breast dose and linearly with the detail contrast as expected for 

quantum noise limited systems.

A comparison between the values of dSNR obtained for each detector shows that in 

general detectors with the highest values of DQE(f) at low spatial frequency (equivalent 

to the quantum detection efficiency A q )  give images with the highest values of dSNR 

for the 6mm diameter objects. Detector dcl20C produces highest value of dSNR for the 

6mm object. For the 500|im diameter objects, again detector dcl20C produces images 

with the highest values of dSNR. However for the 250pm diameter object detector 

fohama produces images with the highest dSNR. There seems to be some correlation 

between the values of DQE(f) and dSNR and it is asserted that high values of DQE(f) 

above 21p/mm are necessary to produce high values of dSNR for the 250p.m diameter 

objects.

A subjective comparison with a film-screen combination has shown that, for a small 

increase in dose, the digital mammography system can perform as well as the film 

screen combination for large diameter objects and perform better for small (250p,m 

diameter) objects. With improvements to the system it will be possible to lower the 

increase in dose or alternatively produce higher quality images for the same dose.

System and detector design have been discussed and optimum values for phosphor 

thickness, fibre diameter and pixel size have been presented.
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6. CCD based Microtomography (|xCT) system.

Microtomography (|iCT) enables the visualisation of 2-D slices through a specimen with 

high spatial resolution. This procedure has high potential for inspecting the size and 

structure of breast lumpectomy specimens and as a tool for non invasive testing. 

Previously designed microtomography systems use an x-ray image intensifier (XRII) as 

the detector system. XRII systems have a relatively poor spatial resolving capability.

This is overcome by using a micro-focal spot tube with the XRII, which allows very 

large magnifications to be used (Machin and Webb 1994) as shown in Figure 6.1
M icro focal spot 
X-ray tube

source to 
centre o f 
rotation=SCD

Specimen

Source to
detector
distance=SDD

Rotation
motion

Magnification =
SCO

SDD

X RII

Figure 6.1 Conventional jiCT system
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A CCD based |iCT system was constructed at UCL. Advantages over the previous |iCT 

systems are primarily concerned with the fact that there is no need to use a micro focal 

spot tube in the system and are summarised below.

Good inherent detector resolution associated with the CCD, means that there is no 

need for large magnifications to achieve good spatial resolution, 

with micro focal spot x-ray tubes the beam current available is usually quite low so 

that there is a limited x-ray flux available. This problem can be overcome by 

summing consecutive frames from the XRII but at the expense of imaging time. 

With the CCD based system (using the ~400p.m focal spot size) the magnification is 

made equal to 1.0 i.e, x-ray tube is moved a large distance from the object so that it 

is possible to assume parallel beam geometry, this reduces the complexity of the 

reconstruction algorithm and reduces the time taken to reconstruct the image.

X -ray tube

ttt
Rotation  
motion .

Specimen

D etector

Figure 6.2 diagram of CCD based |iCT system.
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6.1.1 Image Acquisition and reconstruction

uCT System

Figure 6.2 shows a diagram of the CCD based |iCT system, it consists of a Siemens 

Mammommat I system and the CCD based x-ray imaging system fitted with detector 

fohama described in chapter 2. The detector is placed at 100cm away from the focal spot 

of the tube and the rotating specimen stage is placed very close to the detector. The 

maximum object size that can be imaged is around 27mm and is limited by the size of 

the detector.

For each data-set an image of the specimen is obtained for all projection angles between 

0 and 180 degrees. A ‘flat’ or ‘open’ image, without the specimen present, is also 

obtained. Figure 6.3 shows a full data-set obtained for ‘8 wire’ computer ribbon cable 

for 45 projections with an angular spacing of 4.0 degrees.

KiiMJii:
I

liiiiiiI
I

Figure 6.3 CT data-set comprising 45 images of computer ribbon cable, spacing between 
each wire is -0.5mm

Once a ‘raw data’ set has been acquired it is corrected for gain and offset fluctuations as 

described in chapter 3.

6.1.2 Reconstruction algorithm
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A  computer program obtained from the University of Southern Carolina was used to 

reconstruct the image. The program uses a parallel beam filtered back-projection 

technique. The program was originally designed for single photon emission tomography 

and as such was only able to process images of dimensions 128x128 pixels. This meant 

that all the images obtained had to be re-sampled from 1024x256 to the required 

resolution before reconstructing. This was done by cropping the image to form a square 

(256x256) image and then averaging pixels to reduce the spatial resolution and the 

image size by a factor of 2.

Figure 6.4 5 reconstructed images of computer ribbon cable.

Figure 6.4 show a set of 5 reconstructed images of the ribbon cable taken at various 

heights in the detector. The wire cores of the ribbon cable and the plastic coatings are 

resolved. Each wire (~500|Lim in diameter) corresponds to 8 pixels in the image giving 

pixels of around 62p.m in width and height.

6.2 Conclusions and discussion

A CCD based p,CT system has been constructed at UCL. Advantages over jiCT systems 

have been discussed above. The system is capable of producing 2-D transaxial slices of 

objects up to 27mm wide. Images produced by the system indicate pixel sizes of around 

60p,m are obtained.

The use of specially written reconstruction routines for filtered backprojection should 

overcome the problem of resampling currently encountered giving pixel-size and 

limiting spatial resolution measurements for the system identical to those described in 

chapter 4.
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Higher spatial resolutions can be obtained by using the CCD based |iCT system together 

with a micro-focal spot tube. Work under progress at Surrey university uses a CCD 

system similar to the one described previously, with a micro focal spot tube (~10pm 

focal spot size). This allows object magnification to be used to increase spatial 

resolution further.
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7. CONCLUSIONS

The design, testing and evaluation of a CCD based digital imaging system has been 

discussed in this thesis. The application of the system for digital mammography was 

discussed in chapter 5. Subjective analysis of images shows that the system can out 

perform standard screen film systems in terms of object detection for a small increase in 

dose. Further improvements to the system discussed in chapter 4 will act to try to 

produce the same image quality for equivalent doses used in conventional 

mammography.

A relationship between DQE(f) and image quality has been presented. It was found that 

detectors with high DQE(f) values above 21p/mm have an increased probability of 

detecting objects of 250|im in diameter. Methods of increasing DQE(f) are discussed in 

chapter 5 together with a description of system design.

Direct hits in the CCD has been shown to increase MTF response at high spatial 

frequencies However the noise contributions from direct hits for directly coated 

detectors have been shown to reduce DQE(f). This reduction in DQE(f) has the effect of 

reducing the detectors ability to detect small objects. The use of fibre optic coupling 

between the phosphor screen and the CCD has been shown to remove direct hits in the 

CCD.

A prescription for improving the detector design is discussed in chapter 5 and involves 

increasing DQE(f).Methods of increasing DQE(f) are discussed in chapter 4.
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The use of intagliated fibre optics have shown advantages over using conventional

intensifying screens. Optimum phosphor thickness, CCD pixel size and fibre diameter

are discussed in chapter 5.

The use of CCDs for digital mammography still presents a few fundzimental limitations 

such as their relatively small size and the need to eliminate direct hits. The replacement 

of CCDs with a hydrogenated amorphous silicon (a-Si:H) detector may overcome these 

limitations. When starting this research there were a number of problems associated 

with (a-Si:H) detectors including the large pixel sizes ~100|Lim and poor pixel fill factor. 

Recent developments in amorphous silicon detector technology at Surrey University 

have led to the production of a-Si:H arrays with 100% fill factor and with the possibility 

of producing pixels down to 35pm in width. These detectors can also be produced in 

large panel arrays sufficient to cover the whole area of interest in mammography or the 

area necessary to cover the scanning slot in a scanning system.

Another advantage is that these detectors use a layer of amorphous silicon only ~lp<m 

thick and can achieve optical quantum efficiencies of around 100% greater compared to 

10pm of crystalline silicon (as a consequence of the direct band gap associated with a- 

Si:H)( see Street 1990). Another consequence is the probability of a direct hit is reduced 

with these detectors so that there may be no need for a fibre optic coupling between the 

phosphor screen and the detector. This would increase the effective DQE(f) for these 

devices.

The effects of readout noise and other noise sources needs to be fully quantified for 

these detectors, however there is no doubting the great potential for the use of a-Si:H 

detectors for the replacement of CCDs in a digital mammography system.

Microtomography has great potential for providing diagnostic information from breast 

lesions and for use as a non destructive testing tool. The use of the system for 

microtomography and its advantages are discussed in chapter 6. This work is being
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Chapter 7
continued at Surrey University where a similar CCD based system coupled with a 

micro-focal spot x-ray tube can produce images with 10p.m spatial resolution

The following table is a summary of the results obtained for phantom measurements

Conclusions

T able 7.1 Summary o f resulls obtained with phantom measurements

D e t e c t o r

id .

Q u a n t u m

d e t e c t i o n

e f f i c i e n c y

c o n t r a s t ,  6 m m  

d i a .  d e t a i l

c o n t r a s t ,  SOOfJun 

d i a .  d e t a i l

c o n t r a s t ,  2 5 0 f i m  

d i a .  d e t a i l

dcl20C 0.84 72 58 6.5
fo l30C 0.86 68 52 9.0
foVOC 0.68 55 42 13

foMinR 0.79 42 26 5.3
fohama 0.72 60 49 17
fo50G 0.80 40 31 11.
ftl30C 0.86 65 47 7.8
ftVOC 0.68 50 35 6.0
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APPENDIX 1

APPENDIX l.Calculation of CCD quantum efficiency

The spectrum weighted quantum efficiency o f  the CCD can be calculated using the
/ A

following equatio' where T|ccd(^) is the CCD spectral response at wavelength X  and 

<|>phos(̂ ) is the normalised em ission spectrum for the phosphor at wavelength X.

I

Shown in Figure 1 is a plot o f spectral response o f a 15_11 CCD together with em ission  

spectra o f CsI(Tl) and GdOzSzCTb) (Knoll 1989).

100

400 450 500 550 600 650 700 750
W avelength (nm)

Figure 1 solid line is the spectral response of 15_11 CCD, do&Ljline is the emission 
spectrum of CsI(Tl) and dcHad line is the emission spectrum of Gd02S2(Tb).
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_______________________________________________________________________ Appendix 1

To maximise the sensitivity of phosphor coupled CCDs it is necessary to match the 

maximum output of the phosphor to the maximum spectral response of the CCD. From 

Figure 1 it can be seen that the spectral response of the CCD has a maximum of around 

45% at 700nm, CsI(Tl) has a broad emission spectrum which peaks at around 550nm. 

Using the above equation a value for the spectrum weighted quantum efficiency of the 

device was calculated Tjccd = 0.31.

The emission spectrum of Gd02S2(Tb) is made up of a number of narrow ‘spikes’ the 

largest of which is at 550nm. A figure of rjccd = 0.32 was obtained using the above 

equation for Gd0 2 S2(Tb).
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APPENDIX 2

APPENDIX 2 Calculation of incident x-ray flux per exposure

The average no. of incident x-rays per unit exposure per unit area N% is calculated using 

the equation given below, where Ox(E) is the normalised x-ray photon fluence at energy 

E, kVp is the kilovoltage peak of the x-ray beam and C(E) is the photon fluence to 

kerma in air conversion factor at energy E (Johns and Cunningham, 1983). Figlshows a 

plot of 1/C(E) in the energy range 0 to 28 keV, from Birch et al (1979).

/rNx = y  I C (E)0,(E )dE

For example, the average no of x-rays per Rontgen per mm for typical exposure 

conditions (28kVp Mo tube 39|im Mo filtration) used with the CCD system was

12E+4 -r

1ÛE+4 --

DE+3 --

6 DE+3 --

4ÛE+3 --

2 DE+3

ODE-K)

20 30

E N E R G Y  ( k e V )

Figure 1 Air kerma to photon fluence conversion factors as a function of x-ray 
energy.

172



 ____________________________________________    Appendix 2

(38.0±.4)xl0^ photons/R/mm^. For the 15_11 CCD with 27|imx27|im pixels this is 

equivalent to 27709±166.5 photons/R/pixel.
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