Promoting patient safety using
Failure Mode and Effect Analysis (FMEA)

Nada Atef Shebl
June 2010

The School of Pharmacy, University of London



ProQuest Number: 10104272

All rights reserved

INFORMATION TO ALL USERS
The quality of this reproduction is dependent upon the quality of the copy submitted.

In the unlikely event that the author did not send a complete manuscript
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.

Pro(Quest.
/ \

ProQuest 10104272
Published by ProQuest LLC(2016). Copyright of the Dissertation is held by the Author.

All rights reserved.
This work is protected against unauthorized copying under Title 17, United States Code.
Microform Edition © ProQuest LLC.

ProQuest LLC
789 East Eisenhower Parkway
P.O. Box 1346
Ann Arbor, Ml 48106-1346



This thesis describes research conducted in The School of idiarmacy,
University of London between October 2005 and December 2009 under the
supervision of Professor Nick Barber and Professor Bryony Dean Franklin. I
certify that the research described is original and that any parts of the work
that have been conducted by collaboration are clearly indicated. I also
certify that I have written all the text herein and have clearly indicated by
suitable citation any part of this dissertation that has already appeared in
publication.

— [11lo/2-c>lo

Signature Date




Acknowledgments

First and foremost I am thankful and grateful to God for giving me the strength and
will power to complete my research and for surrounding me with the most amazing

people during the last few years.

Firstly I am most grateful to my supervisors Professors Nick Barber and Bryony
Dean Franklin for their invaluable guidance, support and encouragement throughout
this thesis. I thank them for their enthusiasm for my research, for helping me clarify
my ideas and reasoning and for enabling and facilitating my development and
confidence as a researcher. Above all I thank them for believing in me and
supporting me throughout all my little ‘interruptions’. My sincerest thanks and

appreciation.

Thanks to Ms Ann Jacklin, Service Lead for Pharmacy and Therapies at Imperial
College Healthcare NHS Trust for her guidance and support especially when 1 was

preparing for the hospital meetings.

Thanks to the infectious diseases pharmacists at Hammersmith and Charing Cross
Hospital and for all the healthcare professionals who kindly agreed to participate in
the research. Thanks are also due to everyone at the hospital for willingly allowing

me to collect data on their wards and laboratory.

I am grateful to the Safer Patients Initiative Research Team at Imperial College
Healthcare NHS Trust for giving me the opportunity to work with them and

allowing me to analyse parts of their interviews and use the data for my thesis.

I am also grateful for the Overseas Research Student Award Scheme (ORS) for

partly funding this research.

Enormous thanks to all my friends at the Department of Practice and Policy,
especially Eman Al-Saeed (very special thanks to Eman for her help when my word

document changed all my tables’ formats!), Fatemah Alsaleh, Maisoon Ghaleb and



Yogini Jani. Thank you for your friendship- which means the world to me-, your
support during the past few years and for all the good times (and of course for
lending me Kleenex and your shoulders to cry on during the not-so-good times).

May our friendship last forever and ever.

My greatest thanks must go to the two incredibly special people without whom |
simply could not have got this far; my dad- Atef Shibl and mom- Omaima Ashry.
Mom and dad I can never thank you enough for all your love, help, support and

prayers. I am the person | am because of you and 1 hope | have made you proud.

Thank you to all my lovely family members for their moral support day in and day

out and especially my lovely grandmother for her daily prayers and blessings.

My dearest husband, Ashraf: thank you so much for helping me chase my dream
and turning it into a reality. Thank you for being there for me every step of the way,
for your support and patience 24/7. For all the kind and comforting words when |
doubted my abilities and you never did. Thank you for lovingly accepting that parts
of our lives were on hold while I completed this thesis. You have been my prince in

shining armour.

Finally to the most amazing gift God has sent me during my PhD, my son Yousef.
Your smile has never failed to brighten my whole world. To all the times you have
managed to cheer me up when things got tough- 1 love you with all my heart.
Looking forward to hearing your comments when you read my thesis in 16 years

time.



For my parents:
For loving me unconditionally and so much more...

For Ashraf:
For helping me chase my dream.



Abstract

During the last few years various important new initiatives have helped enhance the attention
paid to patient safety. Healthcare organisations have been increasingly turning to human
reliability techniques, such as Failure Mode and Effect Analysis (FMEA), to help them

understand how and why errors or failures occur.

The aim of the thesis was to explore the use of FMEA within healthcare, in particular its validity
and reliability. An extensive literature review regarding the application of FMEA within the
healthcare system was first conducted. Following the literature review it was decided to test the
reliability of FMEA by recruiting two multidisciplinary teams to conduct the same FMEA, in
parallel, in order to compare their results. To explore the validity of FMEA, the team’s FMEA
results were compared to data collected from observational work, the hospital’s incident report
database, audits and additional data collected from the laboratory. In addition to this, a series of
interviews conducted with healthcare professionals who have used FMEA around the UK were
qualitatively analysed to identify their perceptions and experiences with FMEA. Finally, the use
of clinical decision support systems (CDSS) for antibiotics was reviewed to determine whether or

not some of the team’s recommendations were feasible.

The literature review revealed that FMEA is relatively new in healthcare but its use has been
supported by a number of patient safety organisations, particularly in the United States. Using a
multidisciplinary team to map the process of care resulted in valid and reliable results. However,
identifying failures within this process and scoring them accordingly indicated that FMEA’s
methodology is unreliable and not valid. FMEA results are very subjective and depend upon the
specific multidisciplinary team involved. In addition to this, the interviews revealed that while
participants thought FMEA was useful to identify potential failures, it was very subjective and
lacked evidence for its validity and reliability. Finally the literature review conducted for the use
of CDSS and antibiotics revealed that CDSS presents a promising future for optimising antibiotic
use, however, it is difficult to generalise its success as most studies were conducted in the United
States. In addition to this, the development and implementation of CDSS would require a lot of

work, time and costs with no guarantee that its use will be supported by healthcare professionals

In conclusion, FMEA is a useful tool to aid multidisciplinary groups in mapping and
understanding a process of care. However, it is not a valid or reliable tool for identifying the
failures that can occur or scoring their severity, probability and detectability. Healthcare

organisations should not solely depend on their FMEA results to ensure patient safety.
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Summary

Patient harm due to errors in healthcare is now a well-recognised and publicised
phenomenon. During the past few years, research into patient safety has expanded
beyond identifying error rates and reporting the kinds of errors that occur to exploring
why these errors occur in the first place and how to prevent them. The use of human
reliability analysis (HRA) techniques in different industries has been used to explain
why errors or failures occur. HRA has been defined as the application of relevant
information about human characteristics and behaviour to the design of objects,
facilities and environments that people use. Over the past 40 years, a number of
industries have embraced HRA as a solution to their safety problems. The nuclear
industry‘was the first to develop and apply HRA, with other high fisk industries such as
aviation and aerospace, rail and automobile following (Lyons et al, 2004). In recent
years, the healthcare sectors have been looking at HRA methods and other techniques
widely adopted in industry, trying to transfer them into the medical domain. One such

technique is Failure Mode and Effect Analysis (FMEA).

FMEA is a prospective risk assessment tool that helps promote patient safety by
mapping out the process of care and then identifying the failures that may occur in this
process in order to understand how and why errors or failures occur. FMEA has been
widely used within the aerospace and automotive industry and has been gradually
introduced within healthcare system since the early 1990s and is currently widely used
in the United States. Following a literature search, it was concluded that the use of
FMEA is relatively new and unexplored in the UK. Furthermore, there is no published

data regarding the validity and reliability of the FMEA within healthcare.
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The aim of this thesis is to explore the current use of FMEA within healthcare and to
evaluate its validity and reliability within the healthcare setting. The thesis comprises

six chapters.

Chapter 1 is an introduction to the research area, giving an overview of the definition of
FMEA, its history and use in healthcare, and presents the literature review of the use of
FMEA in healthcare. The aims and objectives of the thesis are stated at the end of

chapter 1.

Chapter 2 focuses on testing the reliability of FMEA. In this chapter two
multidisciplinary teams were recruited to conduct the same FMEA, in parallel, for the
use of vancomycin and gentamicin within the hospital in order to compare their results
and explore its reliability. Both groups described the process with five major steps: 1)
starting vancomycin or gentamicin, 2) prescribing the antibiotics, 3) administering the
antibiotics, 4) monitoring the antibiotics and 5) finally stopping or continuing the
treatment. Although each group identified 50 failures, only 17 (17%) of them were
common to both. Furthermore, the severity, detectability and risk priority number
scores for both groups differed markedly resulting in their failures being prioritised

differently.

Chapter 3 focuses on testing the validity of FMEA. This chapter is divided into four
main sections including a) face validity, b) content validity, c) criterion validity and d)
construct validity. The first section describes face validity of FMEA which was positive

as both groups including the main steps identified by the researcher through
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observations. Testing content validity of the FMEA was conducted by presenting the
FMEA findings from the FMEA meetings conducted to other healthcare professionals.
These healthcare professionals identified other potential failures within the process of
vancomycin and gentamicin use. Furthermore, the FMEA groups failed to include
failures related to omitted doses; yet these were the failures most commonly reported in
the Trust's incidents database. Testing criterion validity of the FMEA was conducted by
comparing the FMEA findings with data reported on the trust’s incident report database
and data collected from the laboratory. The results showed a negative correlation
between the scores reported by the FMEA team and those reported on the hospital’s
incidents database as the FMEA team scored their severity and probability scores much
higher than those reported using the database. There were also discrepancies between
the probability of failures actually occurring within the laboratory and the probability of
the monitoring failures as scored by the FMEA team. Finally the fourth section is about
construct validity which was assessed by exploring the relevant mathematical theories
involved in calculating the risk priority number (RPN). Each section includes its own
methods and a brief discussion. The chapter concludes with an overall discussion of the

results.

In chapter 4 healthcare professionals who have used or conducted an FMEA, within the
UK, as part of the Safer Patients Initiative (SPI) programme, were interviewed. This
chapter reports the participants’ experiences and perception of FMEA. Themes were
identified from 21 interviewees and included the perceptions and experiences of
participants with the FMEA, validity and reliability issues and FMEA’s use in practice.
Both positive and negative opinions were expressed with the majority of the

interviewees expressing constructive views towards FMEA in terms of it being a useful
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tool particularly for mapping and identifying problems within a process of care. Other
participants criticised FMEA for being subjective and lacking validity. In addition to
this, the opinions of the multidisciplinary teams who participated in this study’s FMEA

(from chapter 2) are also reported.

Following the results of the previous three chapters and the recommendations of the
FMEA team, a literature review was conducted for the use of clinical decision support
systems (CDSS) and antibiotic use. This is presented in chapter 5. In this chapter
randomised controlled trials as well as before and after trials of the use of CDSS and
antibiotics were reviewed and critically appraised. The literature review showed that
CDSS present a promising future for optimising antibiotic use and improving patient
care, however more studies need to be conducted within different settings, since the
majority of studies have been conducted in the United States. In addition to this, it is
essential to clarify that CDSS have been proven to be useful and successful; however
their development and implementation would require a lot of work, time and costs with
no guarantee that its use will be supported by healthcare professionals and that specific

failures or errors would be eliminated.

Each individual chapter includes a brief discussion of the findings. However chapter 6,
as the final chapter, presents a discussion of the overall results, reports the relationship
between reliability and validity and comments on the overall use of HRA techniques
within healthcare. Suggestions for using FMEA in healthcare are also reported as well
as areas for future research in this field. The thesis ends with a summary of the

conclusions.
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Chapter 1 Introduction

History of medicine:

2000 B.C.-Here, eat this root

1000 A.D.-That root is heathen. Here, say this prayer.

1850 A.D.-That prayer is superstition. Here, drink this potion.

1920 A.D.-That potion is snake oil. Here, swallow this pill.

1945 A.D.-That pill is ineffective. Here, take this penicillin.

1955 A.D.-Oops...bugs mutated. Here, take this tetracycline.

1960-1999 A.D. - More “oops”.... Here, take this more powerful antibiotic.
2000 A.D.-The bugs have won! Here, eat this root.

Anonymous (WHO, 2002)
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Chapter | Introduction

1.1 Background

Assuring patient safety, before any injury occurs, is the concern of all professionals
involved in patient care. Patient safety is a cause of immense concern to the public
because the traditional healthcare system’s reliance on competent people to do the
right thing has not fulfilled the intended purpose. Unfortunately, patients continue

to experience adverse events and medical mishaps (Chiozza and Ponzetti, 2009).

Studies of medication errors and adverse events have been carried out for many
years. The World Health Organisation (WHO) (2003) reports that as far back as
1850 a Hungarian physician linked transmission of infection to poor hand hygiene
but failed to persuade his colleagues to alter their behaviour. However, not until the
1970s was any attempt made to provide an overview of the scale of harm or adverse
outcomes. The rising scale of litigation in the 1970s and 1980s was an important
stimulus to raising awareness of the problem of patient safety. This led to the
development of risk management programmes in the United States (USA). Initially
these programmes focused on legal and financial aspects but gradually evolved to
address clinical issues. The first study to reveal the scale of harm to patients from
healthcare was The Harvard Medical Practice study (Leape et al, 1991), which was
initially commissioned to assess the potential for no-fault compensation in New
York State (WHO, 2003). This study revealed that preventable adverse events
occurred in 3.7% of inpatients and 7% of these suffered permanent disability and
14% of these patients died. Similar finding were reported from Colorado and Utah
(Thomas et al, 2000); while an Australian study (Wilson er al, 1995) reported a
16.6% adverse event rate, where about half the cases were judged preventable. In

the United Kingdom (UK), a review of patient records indicated a 10.8% adverse
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event rate, with about half being preventable (Vincent er al, 2001). Emerging
studies in Denmark (Schioler ef al, 2001) and New Zealand (Davis et al, 2002) also

report a relatively high rate of adverse events: around 10%.

During the last few years, several important initiatives have been set up to help
enhance the attention paid to patient safety. Since the Institute of Medicine (I0M)
in the USA released the report entitled ‘To Err is Human: Building a safer
healthcare system’ in 1999, research in the field of patient safety, risk assessment
and human errors has increased and became well established (Stelfox et al, 2006).
Organisations such as the National Patient Safety Foundation (NPSF) in the USA,
have also been promoting patient safety by drawing on research and practice from a

number of different industries.

In the England, the Department of Health (DOH) commissioned a major report
entitled ‘An organisation with a memory’ (2000), a report covering similar ground
to the IOM report, but in a British context. This was followed by a second report
titled ‘Building a Safer NHS® (DOH, 2001). As well as other types of medical
errors, this report explored the causes and frequency of medication errors,
highlighted drugs and clinical settings that carry particular risks, and identified
models of good practice to reduce risks. It included good practice recommendations
in areas which were known to be error prone in order to help National Healthcare
Service (NHS) organisations and professionals examine current practice to make
medication safer for patients. The launch of the UK’s National Patient Safety
Agency (NPSA) in 2001 also brought an additional focus on safety, particularly the

recording and learning from clinical incidents. Further examples of similar

24



Chapter 1 Introduction

initiatives have been set up in Canada, and several countries in Europe and Asia, in
order to increase interest in research on patient safety and establish practical
approaches to risk management (Woloshynowych ef al, 2005). In 2002, the WHO

also passed a resolution to establish a worldwide patient safety programme.

These landmark publications have made healthcare professionals realise that the
risks associated with the administration of drugs are considerable and costs due to

errors are high.

In the sixth report of the House of Commons Health Committee (2008-2009, p.22)
it is stated that:
‘The evidence, particularly from case note reviews, both in England and the
internationally, indicates that the extent of medical harm is substantial, even on
a conservative estimate and that much is avoidable. International studies
suggest that about 10% of all patients who are admitted to hospital suffer some
form of harm.’
It has been estimated that 44,000-98,000 people die each year in hospitals in the
USA as a result of medical errors. More people in the USA die in a given year as a
result of medical errors than from motor vehicle accidents, breast cancer or AIDS
(10M, 1999). The IOM (1999) further reports that preventable medical errors cost
between $17 billion and $29 billion per year. A substantial proportion of these
medical errors, probably between 10% and 20%, are due to medication errors

(Leape et al, 1991; Brennan ez al, 1991) and are estimated to account for more than

7000 deéths in the USA annually (Guchelaar et al, 2005).
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In the UK, it is estimated that 850, 000 patient safety incidents per year occur
(DOH, 2000) with about as high as 25,000 resulting deaths (Report of The Bristol
Royal Infirmary Enquiry, 2001). The cost per year of medication errors within the
NHS in 2001 was estimated at £500 million, while adverse events due to

medication errors were estimated by the NPSA in 2007 at £774 million per year.

Although many studies have highlighted the problems related to medication safety
and reported incidents of error and harm; less focus has been accessible on solutions
to enhance patient safety. The IOM report (1999) suggests that healthcare lags a
decade or so behind other high risk industries in its approach to ensuring basic
safety. Much of that which needs to be done in order to improve patient safety is
already being done in other industries. However, the transfer of this type of
knowledge is not automatic because health can not be considered as a mere
‘product’. In addition to this, human factors, which encompass all those factors that
can influence people and their behaviour, in the provision of healthcare may be
responsible for some of the safety problems since practitioners are not computers,
their ability to process multiple pieces of often contradictory information is limited,
and of course human errors are often the result of processes beyond the conscious
control of the professionals who make errors. Therefore, in order to prevent errors
in healthcare we must understand the factors causing them (Marx and Slonim, 2003;

Reason, 2000; Chiozza and Ponzetti, 2009).

In the next sections, the reasons why errors occur will be first discussed, followed
by the introduction of techniques which have been used to identify errors and their

causes. Two common techniques used in improving safety in healthcare will then be
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introduced. A brief discussion will be presented about retrospective techniques such
as Root Cause Analysis (RCA); while the rest of the chapter will focus on a

prospective technique, Failure Mode and Effect Analysis (FMEA).

1.2 Why do errors occur?

Taxis and Barber (2004) state that investigating the causes of errors is the first step
towards error prevention, and Reason’s Accident Causation Model (1990) has
increasingly been used as a theoretical base to identify factors contributing to errors
in medicine. Furthermore, one of the benefits of applying human error theory in
medicine was that it led to the development of techniques like critical incident

analysis and event reporting programmes (Vincent ef al, 1993).

According to Reason (1990), humans contribute to accidents in two ways: through
active failures or latent failures. Active failures are unsafe acts committed by those
at the ‘sharp end’ of the systems (e.g. pilots, train drivers, surgeons, nurses). Active
failures include both action slips and cognitive failures such as memory lapses and
mistakes due to ignorance or mis-reading situations. Latent failures arise from frail
decisions, usually taken within the higher sector of the organisation or within
society at large. Their damaging consequences may lie dormant for a long time,
becoming only evident when they combine with local triggers to breach the

system’s defenses (Reason, 1993). Figure 1 provides a schematic of the model.
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Figure 1: Reason’s (1993) Organisational Accident Causation Model (adapted
from Taylor-Adams et al, 1999)
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Historically, efforts of error prevention in healthcare have focused on training and
motivating nurses and physicians so that they will not make any mistakes, as culture
has used blame in an attempt to achieve an error-free performance (Leape, 1994).
However, more recently, error has been viewed as being caused by an individual or
as the result of ineffective systems. Reason (200U) makes this distinction between
the person approach, which attributes errors to individuals, in contrast to the
systems approach, which focuses on the conditions under which individuals work.
Furthermore, .lanofsky (2009) notes that improving systems, rather than focusing on

individual provider mistakes, is the most effective way to reduce errors.

lhe use of human reliability analysis (HRA) techniques in different industries has
been used to explain why errors or failures occur. HRA has been defined as the
application of relevant information about human characteristics and behaviour to
the design of objects, facilities and environments that people use (Lyons et dl,

2004). HRA may be used retrospectively, in the analysis of incidents that have
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already occurred, or prospectively, for potential incidents or failures in a system.
Over the past 40 years, a number of industries have embraced HRA as a solution to
their human factor and safety problems or have been required to apply them due to
public or government pressure. The nuclear industry was the first to develop and
apply HRA, with other high risk industries such as aviation and aerospace, rail and

automobile following (Lyons ef al, 2004).

1.2.1 Analysis of accidents

Analysis of accidents in different industries including medicine have led to a better
understanding of accident causat_ion, with less focus on the individual who makes
an error and more focus on the pre-existing organisational factors that provide the
conditions in which errors occur (Reason, 1990). This led to the human factor
approach which is defined as the study of the interrelationships among humans, the
tools they use and the environment in which they live and work (Schneider, 2002).

These human factors may appear as components of the active or latent failures

(Hambleton, 2005).

Industry has operationalised the safety culture and attitudes in a number of widely
used models, tools and HRA techniques which can be subdivided into prospective,
retrospective and organisational learning techniques. Prospective approaches are
relatively new in healthcare, while retrospective approaches are used to describe
and analyse actual incidents and their root causes and have been around much
longer. Finally, the IOM report (1999) and the UK’s ‘Organisation with a memory’

report (DOH, 2000) underscored the essential mechanisms for organisational
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learning and the value of event and ‘near miss’ reporting mechanisms. These tools
allow large databases to be created quickly but are also instruments to change the
medical culture by involving and relying upon all levels of staff to provide input by

voluntary sharing of experiences (van der Schaaf, 2002).

However, although HRA falls within the field of human factors and the techniques
have been used for decades to assess the effect of human behavior on critical
systems such as aerospace, defense systems, and nuclear power applications, the
use of these techniques in medicine has received competitively less attention in the
literature. Because human error has been identified as a major contributing cause to
patient injury and death, HRA techniques have seen increased attention (Israelski

and Muto, 2004).

In recent years, the healthcare seﬁtors have been looking at HRA methods and
other techniques widely adopted in industry, trying to transfer them into the medical
domain (Trucci and Cavallin, 2006). Efforts to improve patient safety have
incorporated the usage of retrospective techniques, such as Root Cause Analysis
(RCA), and prospective techniques, such as Failure Mode and Effects Analysis
(FMEA), in order to identify failures or errors within healthcare processes and
either avoid their recurrence or to prevent potential errors from occurring in the first

place.

In the next section, retrospective techniques such as the RCA will be briefly

introduced before focusing the rest of the chapter on the prospective technique,
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FMEA, and its use in healthcare. The chapter will conclude with the implications

for this thesis and its aims and objectives.
1.3 Retrospective and prospective techniques

During the last few years, retrospective techniques have been increasingly used in
healthcare (Lyons, 2009). These are techniques used to describe and analyse actual
incidents after they have already occurred. In the USA the most familiar

retrospective technique is the RCA (Vincent, 2004).

RCA is a systematic investigation approach that makes use of information collected
during an assessment of an accident to determine underlying factors or deficiencies
that led to the accident (Latino, 2000). It is a structured analytic method used
primarily to examine the underlying contributors to an adverse event or condition
(LaPietra ef al, 2005). The RCA involves bringing a team together to recreate a
detailed chronology of the steps that gave rise to an adverse event or incident. The
contributory factors that led to the incident are charted, followed by identifying the
deeper root causes that led to an incident. For every event there will be likely to be
a number of contributory factors and for each contributory factor a number of root
causes. Finally the team is expected to generate recommendations for corrective

| actions (Dhillon, 2003; Hambleton, 2005).

RCA allows healthcare professionals to attain an understanding of the factors that
led to an undesirable incident and acts as a learning too] for others. However, RCA
is only applicable to single events and only provides a retrospective analysis of the

factors that lay behind the consequent event. RCA’s main limitation is that it is
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conducted for a single specific incident or cause of harm instead of a more general
approach across an organisation and as a result it can be blind to events that
intervene across organisational boundaries (Wreathall and Nemeth, 2003).
Furthermore, some cri‘ticise RCA’s use because it represents uncontrolled case
studies, and it is often impossible to show a statistical correlation between cause

and outcome (Wald and Shojania, 2001; Dhillon, 2003).

RCA is common in medicine because of the number of adverse events that must be
explained (Senders, 2004). However, recently, there has been growing awareness
that more proactive or prospective analysis methods, such as those that have been
used in other high hazard industries like nuclear power and aerospace, provide
additional benefits for improving quality and safety in healthcare (Battles et al,
2006). Prospective analyses of systems have been increasingly explored in
healthcare on the reasonable argument t})at it is better to examine safety proactively

and to prevent incidents before they happen (Vincent, 2004).

Proactive methods are more readily accepted by clinicians because they call for
hope and exploit professional competences through a positive approach to problems
by focusing on the examination of the entire process, thus anticipating major
adverse events and implementing changes to prevent them from occurring (Chiozza
and Ponzetti, 2009). For correct risk management, an organisation must promote the
awareness that the human factor can not be completely prevented from causing

adverse events and that operators must minimise the chances of making errors

(Morelli et al, 2007).
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While healthcare has increased its awareness of the retrospective safety assessment
techniques, such as RCA, adoption of the corresponding prospective safety
assessment techniques has been slow and sporadic (Lyons, 2009). Despite many
decades of acceptance of the HRA techniques in other industries, Lyons et al (2004)
found only seven techniques had been published as being used for healthcare

application, with FMEA being the most commonly applied.

FMEA is stated to be the most widely known tool that incorporates prospective

methods for identifying potential failure and their causes (McDermott et al, 1996).

1.4 Failure Mode and Effect Analysis (FMEA)

In this section the definition of FMEA, its history and its use in healthcare are
described. This is followed by a description of Healthcare FMEA (HFMEA) and a
brief summary of the differences and similarities between traditional FMEA and

HFMEA.

1.4.1 What is FMEA?

FMEA is defined as a team-based, systematic, proactive technique that is used to
prevent process and product problems before they occur (VA NCPS, 2005). It
assumes that no matter how knowledgeable or careful people are, failures may still
occur in some situations. The focus is on what could allow the failure to occur
rather than whom. ldeally, FMEA should help prevent failures from occurring but if
a particular failure cannot be prevented, then it focuses on defences that can be put

in place to prevent the failure from reaching the patient, or, in the worst case, lessen
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its effects. It addresses problems people have actually seen happen or eirors they
have almost made and it is claimed to be useful for capturing incidents that can

occur and that generally may not captured any other way (JCAHO, 2005).

Reiling et al (2003) states that FMEA is a systemic group of activities intended to

do three things:

1. Recognise and evaluate the potential failures of a product or process and the

effects of those failures.

2. ldentify actions that could eliminate or reduce the chance of the potential
failures occurring.

3. Document the entire process.

The NPSA (2004), in the UK, explains that FMEA identifies the following factors:

* Process: how is care expected to be delivered?
* Failures that may occur: what could go wrong?
+ Contributory factors or causes: why would the failure happen?

+ Effect: what are the consequences of the failure?

1.4.2 History of FMEA

The history of FMEA dates back more than 40 years. The first formal FMEAs were
conducted within the aerospace industry in the 1960s. In contrast to other failure
prevention methods, FMEA was reported to use universally understandable terms
that were free of industry- specific jargon (McDermott et al, 1996). Also,
individuals who had limited technical or systems training could participate
productively in multi-disciplinary FMEA teams. As these attributes of FMEA
became known, leaders in the chemical and mechanical engineering industries also
began to adopt this approach (Duwe et al, 2005).
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The automotive industry then brought FMEA into the mainstream. A task force
developed jointly by Chrysler, Ford, and General Motors required the application of
FMEA to identify and address failure modes for the manufacture of automobiles
(McDermott et al, 1996). However, it was only introduced into healthcare since the

early 1990s.

1.4.3 Introducing FMEA into healthcare

In the mid-1990s, the use of FMEA was recommended by the US Institute for Safe
Medication Practices (ISMP)' to ensure a proactive posture in planning medication
use processes, so that fatalities or debilitating situations due to medication errors
could be prevented (Cohen et al, 1994; Duwe et al, 2005). In 2001, the USA’s
Veteran’s Administration (VA) National Centre for Patient Safety (NCPS)?
specifically designed the Healthcare FMEA (HFMEA) tool for risk assessment in
the healthcare field and deployed the techniques and tools in all of its 163

healthcare centres (Esmail et al, 2005).

] The Institute for Safe Medication Practices (ISMP), based in the USA, is a nonprofit organisation
devoted to medication error prevention and safe medication use. ISMP represents over 30 years of
experience in helping healthcare practitioners keep patients safe, and continues to lead efforts to
improve the medication use process. The organisation is known and respected worldwide as the
premier resource for impartial, timely, and accurate medication safety information
(http://www.ismp.org/).

% The Department of Veterans Affairs (VA) in the US was established on March 15, 1989,
succeeding the Veterans Administration. It is responsible for providing federal benefits to veterans
and their families. The NCPS was established in 1999 to develop and nurture a culture of safety
throughout the Veterans Health Administration ( http://www.va.gov/about va/).
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Implementations of HFMEA by the VA NCPS caught the attention of The Joint
Commission on Accreditation of Healthcare Organisations (JCAHO)® and in 2001
the JCAHO revised its accreditation standards to include a requirement that
healthcare organisations perform, annually, at least one proactive risk assessment
on a high-risk process (Duwe ef al, 2005). Completion of one proactive risk
assessment project annually, using FMEA or a similar process, is also now a
required organisational practice for accreditation by the Canadian Council on

Health Services Accreditation.

While initially the JCAHO and the Canadian Council on Health Services
Accreditation did not mandate that a specific proactive risk assessment
methodology, such as the traditional FMEA, be used, they did outline a generic
process for identifying and addressing failure in healthcare processes using the

same basic steps as the industrial FMEA,

The FMEA tool has also been subsequently recognised by the American Society for
Healthcare Risk Management (ASHRM). In an effort to globally share the
perceived merits of this process, a video, instructional compact discs and

worksheets on the use and application of HFMEA has been sent to every hospital

3 At the time of the study the Joint Commission on Accreditation of Healthcare Organisations was
known as the JACHO. In 2008, the JCAHO was changed to Joint Commission (JC). In this thesis the
Joint Commission will be referred to as the JCAHO, as the FMEA guidelines were published in
2005 under the name of the JCAHO. The Joint Commission was founded in 1951and seeks to
continuously improve health care, in the USA, for the public, in collaboration with other
stakeholders, by evaluating health care organisations and inspiring them to excel in providing safe
and effective care of the highest quality and value. In response to increasing public attention to the
problem of medical errors and patient injuries, JC strengthened its commitment to patient safety and
by the beginning of 1996 JC introduced several new standards that were intended to support
continuous improvement in the safety of care provided to the public.
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chief executive officer in the USA to be shared with individuals and risk managers
responsible for patient safety (ASHRM, 2002; Esmail ez al, 2005). Furthermore,
the USA’s influential Institute for Healthcare Tmprovement (IHI)* and ISMP have
also supported FMEA’s use. The IHI provides a tool to aid FMEA development and

allows others to share their FMEA analyses online.

In the UK, FMEA’s application in healthcare is not as popular as in the USA. It
became more widely known, only in 2004, when the Health Foundation, an
independent charity that aims to improve health and the quality of health care for
the people of the UK, in collaboration with the IHI, launched the Safer Patients
Initiative (SP1). The SPI was a programme launched in 24 acute trusts in the UK
aimed to improve patient safety in hospitals. During the SPI, participants were
expected to complete an FMEA on a core process in medicines management and
report its outcome (Health Foundation, 2009).' This i1s described in more detail in

chapter 5.

In addition to this, in 2004, the UK’s NPSA published a report titled ‘Seven steps to
patient safety for primary care’. The third step in the report was to integrate risk
management activities and FMEA was identified as a useful risk assessment for
primary care organisations. In spite of its inclusion in the SPI and the NPSA’s
recommendations, FMEA’s use in healthcare is not considered to be widely

publicised in the UK and its use is not incorporated into the health system as it is in

the USA.

¢ The IHI is an independent not-for-profit organisation helping to lead the improvement of health
care throughout the world. Founded in 1991 and based in the United States, IHI works to accelerate
improvement by building the will for change, cultivating promising concepts for improving patient

" care, and helping health care systems put those ideas into action (http://www.ihi.org/ihi).
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1.4.4 FMEA steps

Traditional FMEA is composed of five main steps (JCAHO, 2005; VA NCPS,
2005; Wetterneck ef al, 2006):

STEP 1: Defining the FMEA topic: The FMEA topic is usually a high-risk
process. However the scope of an FMEA project should be limited and clearly
defined so that participants have a clear idea of what is being studied and so that the

FMEA can be completed in a reasonable amount of time.

STEP 2: Assemble the team: An FMEA team should be multidisciplinary. This
ensures that different perspectives or viewpoints are taken into consideration. The
team should include individuals with fundamental knowledge of the particular

process involved.

STEP 3: Graphically describe the process anﬂ identify the failures that may
occur: Flowcharts are the most commonly used tool for helping teams understand
the steps in a process. Once the process is mapped out, the failures that could occur
in each step of the process are identified and causes and effects of these failures are

listed.

STEP 4: Calculate the risk priority number (RPN): After each failure is
identified, a severity, probability and detectability score for the failure is obtained.
This is done using a predefined scoring scale provided for the multidisciplinary

team.

o Severity relates to the seriousness of the injury or impact that could

ultimately result if a failure occurs.
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e The probability of occurrence is the likelihood that something will happen,

i.e. what is the likelihood that this failure will occur?

e Detectability is the degree to which something can be discovered or noticed,

i.e. if this failure occurs, how likely is it to be detected before an injury

occurs?

Scores are usually ranked either on a 1 to 5 scale (appendix 1) or a 1 to 10 scale

(appendix 2)

The risk priority number (RPN) is then calculated for each failure by multiplying

the severity, probability and detectability scores. The severity, probability and

detectability scores may be subjective from the participants’ experience and

knowledge or based on data from audits and research studies.

STEP 5: Actions and Outcome Measures: The team then makes recommendations

to decrease or eliminate the failure modes. These recommendations should be then

implemented and the FMEA process may be repeated.

The above three FMEA steps are recorded on an FMEA worksheet such as that

shown in figure 2

Figure 2: Example of an FMEA worksheet

Process
step

Sub
process

Failures

Causes

Effects

Severity scores

Probability

scores

Detectability

scores

RPN (SxPxD)

Recommended
actions

39




Chapter 1 Introduction

1.4.5 Healthcare Failure Mode and Effects Analysis (HFMEA)

HFMEA was developed in the summer of 2001 by the VA NCPS after they
examined existing proactive HRA models from other industries. The VA NCPS
reviewed two proactive techniques that have been successfully used in other
industries; these were the FMEA and the HACCP (Hazard Analysis and Critical
Control Points)’ (Food and Agriculture Organization of the United Nations, 2006).
The VA NCPS included concepts from the FMEA model as well as the HACCP
model to form HFMEA. In particular, the use of the decision tree was adapted from
the HACCP, while the bulk of the HFMEA was adapted from the traditional
FMEA. The HFMEA involves five basic steps in which the first three steps are
exactly the same as with the traditional FMEA and include identifying a topic,
recruiting a multidisciplinary team, graphically describing the process and
identifying the failures. The main difference between ‘the two lies in the fourth step
which involves identifying scores for the failures. HFMEA only includes severity
and probability scores. Theses scores are described using a 4-point descriptive scale
(appendix 3). Once the severity and probability are determined, the hazard score is
obtained from a Hazard Scoring Matrix developed by the VA NCPS (appendix 4).
After the hazard score is determined the HFMEA Decision Tree (appendix 5),
adapted from HACCP, is used to determine whether the failure identified warrants
further action on the basis of a lack of detectability, criticality and absence of
effective control measures. This decision tree serves as a triaging function to

identify areas where the team needs to mitigate vulnerabilities and areas not

* The HACCP is a systematic approach to the identification, assessment and contro) of hazards. It
was developed by the National Advisory Committee on Microbiological Criteria for Foods for the
US Department of Agriculture. It involves 7 steps which include: 1-conducting a hazard analysis, 2-
Identifying critical control points, 3-establishing critical limits, 4-establishing monitoring
procedures, 5-establishing corrective actions, 6-establishing verification procedures and finally 7-
recored keeping and documentation.
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needing attention because they are not critical, they are highly detectable or they
already have effective control measures. Finally, as with the traditional FMEA, the
final step includes setting an action plan for those failures that need attention. The
last three steps of HFMEA are recorded on the HFMEA worksheet (appendix 6).
The VA NCPS claims that HFMEA is conceptually easier to apply than the
traditional FMEA because of its definitions and algorithms (DeRosier et al, 2002).
Tables 1 and 2 present the main similarities and differences between FMEA and

HFMEA.

Table 1: The five basic steps of FMEA/HFMEA

(NPSA, 2007; VA NCPS, 2005; Wetterneck et al, 2006). The main difference
between the two is highlighted in step 4

STEP 1: Defining the topic: The topic is usually a high-risk process.
STEP 2: Assembling the team: An FMEA/HFMEA team should be multidisciplinary.

STEP 3: Graphically describing the process using flowcharts and identifying the
failures that occur along with their causes and effects.

STEP 4: Calculating the risk priority number (RPN) for FMEA (by multiplying the
severity, probability and detectability scores) or hazard analysis for
HFMEA (by multiplying severity and probability using the Hazard scoring
matrix and then using the HFMEA decision tree).

STEP 5: Actions and outcome measures: The team makes recommendations to
decrease or eliminate the failure modes.
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Table 2: Summary of similarities and differences between FMEA and

HFMEA*
Concepts FMEA HFMEA
Team membership YES
Diagramming process Flowcharts
Brainstorming and YES
identifying failures
Causes of failures YES
Effects of failures YES NO
Worksheet FMEA worksheet HFMEA worksheet
(figure 2) (appendix 6)
Scoring failures Severity, probability and Hazard Scoring Matrix
detectability scores including severity and
(appendix 2) probability scores only
(appendix 4)
Prioritising failures Risk Priority Number Decision Tree (appendix 5)
(RPN)
Actions and outcomes YES

* Adapted from: Trucco and Cavallin, 2006; DeRosier ef al, 2002

FMEA/HFMEA appears to be a popular HRA tool and its use has been promoted

within healthcare by a number of patient safety organisations following the example

of other high risk industries. A literature review, described below, was conducted to

investigate the use of FMEA/HFMEA within healthcare.

1.5 Literature review

This section now reviews the literature on the use of FMEA/HFMEA in healthcare.

The method of the literature review conducted will first be described. This will be

followed by the results and a brief discussion which will include the study settings,
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the topics studied and the steps followed. Finally the implications for the present

research will be reported.

1.5.1 Methods

A systematic search of studies related to the use of FMEA in healthcare was
performed using the following databases:

¢ Medline including Medical Subject Heading (MeSH) terms (1966-July 2009)

e EMBASE (Excerpta Medica, 1980-July 2009)

¢ International Pharmaceutical Abstracts (IPA, 1970-July 2009)

e British Nursing Index (BNI, 1985- July 2009)

e Cumulative Index to Nursing and Allied Health Literéture (CINAHL, 1981-

July 2009)

e Websites www.sciencedirect.com and www.proquest.com containing full text

journals were also searched.

The following keywords were used: (Failure mode and effect(s) analysis),
(Healthcare failure mode and effect(s) analysis), (HFMEA), (FMEA), (human

reliability techniques) (human reliability analysis) and (risk assessment techniques).

These keywords were combined with the following terms:

(health), (healthcare), (hospital(s)), (patient(s)) or (reliability), (validity) and

(patient safety).

Any research paper relating to the use of FMEA/HFMEA within the healthcare

setting was retrieved and the reference sections of all retrieved articles were
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searched for any further relevant articles. Any articles not in the English language

were excluded.

In addition to this, several websites were searched including:

e The JC http://www.jointcommission.org/PatientSafety/ including their

journals’ websites: Joint Commission Journal on Quality

(http://www.jcrinc.com/Periodicals/THE-JOINT-COMMISSION-

JOURNAL-ON-QUALITY-AND-PATIENT-SAFETY/903/) and Safety

and Joint Commission Perspectives on Patient Safety

(http://www.jerinc.com/The-Joint-Commission-Perspectives-on-Patient-

 Safety/)

e NPSA (www.npsa.nhs.uk)

e VA NCPS (www.patientsafety.cov/)

e NPSF (www.npsf.org/)

e FMEA Info Centre Home page (www.fmeainfocentre.com/)

o [HI (www.ihi.org)

e ISMP (www.ismp.org/)

1.5.2 Resulits

After the removal of duplicates, the keywords produced 638 hits. Only studies that
have used FMEA/HFMEA in relation to healthcare and patients were included. All
hits were scanned for relevance and irrelevant studies reporting the use of FMEA in
other industries such as engineering, automotive, food manufacturing, marketing
and other industries were excluded. Abstracts and articles not in English language

were also excluded. In total, 121 articles were relevant to the use of
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FMEA/HFMEA in healthcare, of which 56 were research papers and 65 were
reviews.

The reference lists of all 121 articles were reviewed to identify other relevant
studies; no additional papers were identified but three books were retrieved as a
general guidance and reference for FMEA, one of which was relevant to the use of
FMEA in healthcare. They were:

1. The Basics of FMEA by McDermott e al (1996)

2. Failure Mode and Effect Analysis: FMEA from theory to execution by
Stamatis (2003)
3. Failure Mode and Effects Analysis in Healthcare by the JCAHO (2005)

Searching the relevant websites did not reveal any further articles but only
guidelines and recommendations for the use of FMEA/HFMEA. Figure 3

summarises the results of the search.

The keywords ‘reliability’ and ‘validity’ did not yield any studies or reviews related

to the use of FMEA/HFMEA in healthcare.
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The next section summarises the 56 research studies retrieved. The settings and
objectives for the use of FMEA/HFMEA in these papers will be first described. The
choice of FMEA approach will then be reported along with details about how the
FMEAs/HFMEAs were conducted. Each section will be followed by a brief
discussion. Finally the outcomes of the FMEA/HFMEA and reported advantages
and disadvantages from the authors’ perspectives will be reported. A summary of

all the research papers included in the literature review can be found in appendix 7.

1.5.2.1 Studies’ settings

The majority of the studies were conducted in the USA (36 studies, 64%). This is
not surprising or unexpected since the use of FMEA/HFMEA in healthcare has
been promoted by American bodies and in particular the JCAHO. Table 3 presents

the countries which have reported the use of FMEA/HFMEA.

Table 3: Countries reporting the use of FMEA/HFMEA

Countries Number of studies (percentage)
United States 36 (64%)
United Kingdom 3 (5%)
Canada 3 (5%)
Switzerland 3 (5%)
The Netherlands 3 (5%)
Italy 2 (4%)
Australia 2 (4%)
Brazil 1 (2%)
Germany 1 (2%)
France 1 (2%)
New Zealand 1 (2%)
Total _ , 56 (100%)

The majority of studies were conducted only in secondary care (35, 63%). Only one
study was based in primary care (Singh ef al, 2004) and one in a care home (Kovner

et al, 2005). One study was conducted between both the primary care and secondary
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care setting (Habraken er al, 2009). Three studies were conducted in tertiary
specialist hospitals (Wetterneck ef al, 2004; Wetterneck et al, 2006; Stanton et al,
2007) while two others were conducted in laboratories (Capunzo et al, 2004; Van
Leeuwen er al, 2009). Finally three studies did not specify where the FMEA was

used (Wehrli-Veit et al, 2004; Uslan et al, 2004; Jeon et al, 2007).

There are no restrictions or limitations to where FMEA can be applied and used. It
is promoted as a process that is widely applicable in a variety of settings especially
since it is tool that is free from industry-specific jargon (McDermott et al, 1996). Its
use in secondary care is more common than primary care, perhaps due to the steps
comprising the FMEA. Hospitals may have more data regarding adverse incidents
and errors from audits or incident report systems, and identifying high risk topics is
usually based on available data or incidents occurring. Furthermore, FMEA has
been used to iaentify risks in new processes or before the implementa'tion of new
technologies which are usually piloted in hospitals. In addition to this, FMEA’s
second step involves recruiting a multidisciplinary team and patient care in
hospitals is based on interdisciplinary team work rather than primary care where the
patient is usually only seen by the general practitioner (GP) or family doctor or

nurse.

1.5.2.2 FMEA or HFMEA

Both FMEA and HFMEA have been used in healthcare. The literature review
identified eight studies (14%) that used the HFMEA. Since the literature review did
not identify any studies testing or exploring the validity or reliability of either
method, it was not possible to determine which method produced more valid or
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reliable results. Arguments for the use of HFMEA include that it is conceptually
easier to apply because its definitions and algorithms were specifically developed
for use in healthcare (DeRosier er al, 2002). However, it has been criticised for
using a limited hazard matrix scoring (Wetterneck et al, 2006; Jeon et al, 2007).
Furthermore, HFMEA team members have stated that the HFMEA scoring method
does not allow for adequate differentiation of probability, severity and detectability
scores and therefore made the prioritisation of failures and the ability to follow the
hazard score over time for improvement difficult (Wetterneck et al, 2004). On the
other hand, arguments for the use of FMEA in the literature include that is has been
previously used successfully in other industries (Spath, 2003; JCAHO, 2005; Reid,
2005; Paparella, 2007) and it includes the detectability scores, which means that the
quantitative analysis combines three complementary factors (Bonnabry et al, 2005;

Bonnabry ef al, 2008).

Since there is no evidence for the use of either FMEA approaches, some studies
have combined elements from FMEA as well as HFMEA (Gering et al, 2005;
Wetterneck er al, 2006; Day et al, 2006; Day et al, 2007; Redfern er al, 2009).
Others have modified the steps for FMEA or HFMEA to meet their requirements
and needs (Singh ef al, 2004; Lenz et al, 2005; Kovner et al, 2005; Coles et al,
2005; Kimchi-Woods and Shultz, 2006). From an organisational point of view, this
flexibility in its use is advantageous as the FMEA tool can be tailored to meet a
given organisation’s needs. However, this clearly violates the concept of reliability
in relation to its use. If it is modified according to each hospital’s needs then there is
no guarantee that the results obtained are accurate or consistent. In spite of the VA

NCPS’s attempt to create a modified FMEA specifically for healthcare, its use has
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not been widespread. This perhaps may be an indicator that neither technique is

perceived to be ideal for use in healthcare.

In this thesis the traditional/industrial FMEA will be referred to as FMEA only as
the majority of the guidelines retrieved were relevant to the traditional/industrial

FMEA and not HFMEA. Where relevant, HFMEA will be specified.

1.5.2.3 FMEA topics and types of studies

Of the 56 studies, only three studies (5%) were qualitative, reporting the
participants’ opinions as well as challenges faced conducting an FMEA/HFMEA
(Wetterneck et al, 2004; Wetterneck er al, 2009; Habraken et al, 2009). The
remaining studies reported the use of FMEA/HFMEA for different topics and
purposes. JCAHO (2005) states that, in theory, almost any healthcare process or sub
processes could benefit from FMEA but organisations should aim to focus on high-
risk patient care processes first. According to JCAHO (2005), high risk topics have
one or more of the following characteristics: variable input, complexity, lack of
standardisation, dependence on human intervention and time constraints. However,
besides choosing a high risk topic it is essential to make sure the FMEA is
manageable. It is important to select a process that people are interested in fixing
and at the same time to make sure the scope of the project is limited and clearly
defined so participants have a clear idea what’s being studied and so that meetings
are not overly long (JCAHO, 2005). Table 4 summarises the topics for which

FMEA/HFMEA has been used in healthcare.
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Table 4: Uses of FMEA/HFMEA in healthcare studies

Topics (n: total number Sub topics Studies®
of studies)
1. Medication- related 1.1 Intravenous drugs (IV) (n: 6)
tOpiCS and blood (n: 20) e Potassium chloride ® Esmail et al. 2005: Fletcher, 1997
e Other medication ® Adachi & Lodolce. 2005; Bonnabry et al. 2005

° Labeling of IV drugs e Jeon el al. 2007: Kimchi-Woods and Shultz. 2006
1.2 Blood- related topics (n:5)

e Transfusion

¢ Donation

e Blood & haemodynamics supply

Stanton et al. 2007: Coles et al, 2005: Burgmeier, 2002
Lenz et al. 2005
Morelli et al. 2007

Robinson et al. 2006 Van Tilburg et al, 2006: Kozakiewicz ef al.
2005: Kunac and Reith. 2005

Nickerson et al. 2008; Kovner ef al, 2005: Williams and Talley.
1994

1.3 Use of chemotherapy (n: 4)
1.4 Other medication-related processes (€.g.
prescribing, administering of drugs) (n: 3)

Apkon et al. 2004: Coles et al. 2005
Bonnabry ef al. 2008; Kim ef al. 2006

1.5 Delivery of drugs (n2)
2 Use or implementation 2.1 Computerised prescriber order entry (n:2)
of new technology/

service (n: 8) 2.2 Outpatient antibiotic therapy (n:1) Gilchrist et al. 2008
2.3 Bar coding (n:1) Koppel et al. 2008
2.4 Using dosing windows for drug administration Riehle et al. 2008
(n:1)
2.5 Electronic medical records (n:1) Singh er al. 2004
2.6 Point-of-care testing (n:1) Nichols e al. 2004
2.7 Health informatics (n:1) Win ef al. 2004

%Some studies have conducted more than one FMEA/HFMEA on different topics; these studies have been mentioned more than once depending on the topic.
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Topics (n: total number of
studies)
3 Use of medical devices (n:7)

4 Processes of patient care
(n:10)

5 Hospital design or
integration (n:3)

6 Laboratory-related
processes (n:2)

7 Comparing new and old
systems (n:2)

8 Topics related to healthcare
professionals (n:4)

Sub topics
3.1 Cardiac related devices (n:2)

3.2 IV pumps (n:2)

3.3 Others (n:3)

4.1 Prevention of patient falls (n:3)

4.2 Others (psychiatric observations,
registration of trauma patients,
management of sepsis, administration of
contrast media, contamination of corneas,
care of the obese, dialysis) (n:7)

7.1 Centralisation or decentralisation of
pharmacy (n:1)

7.2 Drug distribution systems (n:1)

8.1 Use of equipment (n:1)

8.2 Use of guidelines (n:1)

8.3 Communication between healthcare

professionals (n:1)

8.4 Nurses’ response to alarms (n:1)

Studies’

Florence and Calil. 2006. Wehrli-Veit ef a/. 2004

Wetterneck et al. 2006: Fechter & Barba. 2004
Van Leeuwen ef al, 2009: Ford ef al. 2009: : Uslan er al. 2004
Coles et al. 2005. Weeks et al. 2004: Gowdy &Godfrey. 2003

Janofsky. 2009: Day e al. 2007. Marwick et al. 2007: Ouellett-Piazzo ef
al. 2007: Builles et al. 2006: Cheung et al. 2006: Day ef al. 2006

Nickerson et al, 2008: Gering. 2005; Reiling ef a/. 2003

Saxena ef al, 2005: Capunzo et al. 2004

® Bonnabry et al. 2006

® McNally ef al. 1997
Linkin ef a/, 2005
Dawson ef al, 2005
Redfern et al, 2009

Semple and Dalessio. 2004

7 Some studies have conducted more than one FMEA/HFMEA on different topics; these studies have been mentioned more than once depending on the topic.
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However, not all the published studies included in table 4 focused on reporting the
use of FMEA alone, but instead some described the use of FMEA in addition to
other research methods or risk analysis (McNally er al, 1997; Gowdy &Godfrey,
2003; Nichols er al, 2004; Lenz et al, 2005; Builles et al, 2006; Marwick et al,
2007; Koppel et al, 2008). These seven (13%) studies used FMEA as an additional

method to contribute to their findings or to support them.

1.5.2.4 FMEA participants

After selecting a high risk topic, the second key step in FMEA is recruiting a
multidisciplinary team. The purpose of the FMEA team is to bring a variety of
perspectives and experiences to the project (McDermott et al, 1996). There is no
consensus on the ideal number of team members who should be included. The
JCAHO (2005) reports that teams limited in size to fewer than 10 individuals tend
to perform with greater elfﬁciency and four to eight people may be the ideal sizé
depending on the process being analysed. McDermott et al (1996) recommends a
team of four to six people but the minimum number of people will be dictated by
the number of areas affected by the FMEA. Woodhouse (2005) recommends a team
limited to fewer than 10 individuals to enhance efficient performance. Irrespective
of the team size, the main aim of the multidisciplinary team is to bring a diverse
mix of knowledge related to the process studied, and thus the team should include
individuals with fundamental knowledge of the process studied as well as
representatives from areas that may be directly affected by changes in the process
(JCAHO, 2005). Bonnabry et al (2005; 2008) states that from experience the team

involved should be large and multidisciplinary to buffer any subjectivity bias.
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The team should include process experts and representatives of specific healthcare
disciplines. A team leader should also be appointed to chair the FMEA meetings.
This team leader should be knowledgeable and skilled at both using FMEA and
leading a team to task completion (McDermott er al, 1996; JCAHO, 2005). It is
essential however, that the team leader does not dominate the team’s decisions. A
team facilitator may also be appointed alongside the team leader to document the
FMEA records and ensure team members complete each step. If a facilitator is not
present, then a scribe or recorder should be nominated to document the FMEA
results and take notes. It has been recommended that the scribe’s role is rotated
among team members except the team leader so that no one person has to take notes

all the time (McDermott et al, 1996; JCAHO, 2005).

Training the team on how to conduct an FMEA has also been debated. McDermott
et al (1996) states that extensive training is not necessary and that a team leader or .
facilitator who is well versed in the FMEA process can guide the rest of the team.
McDermott er al (1996) further states that what is important is that team members
know the basics of working in a team, and have knowledge of consensus-building
techniques, project documentation and idea-generating techniques such as
brainstorming. The JCAHO (2005) supports this and states that team members
don’t have to be familiar with FMEA prior to starting the process as along as a
knowledgeable facilitator is able to guide them. However, team members should be
familiar with techniques such as brainstorming, flowcharts and how to contribute to

and participate in an improvement team.

54



Chapter 1 Introduction

The literature review identified 26 (46%) studies that reported the exact number of
participants in the FMEA team along with their discipline. Numbers of participants
ranged from two to 22 members in one team, with an average number of eight
participants. Fourteen studies (25%) did not report any details related to the
participants, while thirteen (23%) only reported the disciplines represented within
the team without providing further details. The remaining three studies were
qualitative. The first qualitative study, conducted by Wetterneck er al in 2004,
included interviewing 14 FMEA team members. The multidisciplinary nature of the
FMEA team was identified as a key strength by nine of the 14 FMEA team
members interviewed, while seven of the 14 indicated that an experienced
facilitator was necessary to guide them and to strength of the process. Another more
detailed study conducted by the same authors in 2009 evaluated FMEA team
members’ perceptions of team performance. There was wide variation in responses
but questions related to team cémposition and knowledge generally yielded positive
comments associated with the diversity of team membership, while negative
comments included lack of participation of key team members and lack of

knowledge of the FMEA method itself.

Guidelines for FMEA success from Wetterneck ez al (2009) included:
e Obtain a skilled and effective leader and facilitator for the team
¢ Ensure the team is multidisciplinary
e Assess baseline knowledge of the FMEA and train team members to assure

adequate knowledge before starting the process mapping.
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Finally the study by Habraken er al (2009) stated that although the multidisciplinary
nature of the team was perceived to be beneficial, 13% (8) of respondents faced
problems within the team such as planning problems and absence of certain
members. The facilitator’s role was also perceived to be crucial and that the

analysis would not have been possible without a facilitator.

The majority of the studies did not provide details regarding the team leader or
facilitator. However Nickerson et al (2008) reported that among the lessons learned
during the FMEA was that the team leader and facilitator played a crucial role in
maximising the efficiency of the team. Having a defined scribe was also helpful for
dealing with questions that arose later in the analysis. Riehle ef al (2008) stated that
their experience confirmed that successful FMEA use required a trained designated
facilitator, with a neutral and objective approach, to guarantee consistent use of
terminology, ranking scales and application and ensure unbiased outcomes.
Gilchrist et al (2008) reported that the researcher facilitated the HFMEA meetings
without participating in the HFMEA itself and an independent observer also
attended the meetings to ensure the participants’ views were accurately recorded.
The team leader and facilitator in the study of Kimchi-Woods and Shuitz (2006)
shared the responsibility of instructing the team about HFMEA and leading the
discussions. The team leader in Van Tilburg’s et al study (2006) had no previous
experience with HFMEA but learnt it using the VA NCPS’s HFMEA toolkit and
had a student assist him. Wetterneck er al (2006) also concluded that the team
facilitator, who had an understanding of the process and the FMEA, was critical for
the team to remain on task and function effectively. Weeks er al (2004) stated that

from their experience, the FMEA team requires a team leader, facilitator and safety
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expert who can teach the FMEA tool along side the process experts. Also team
members should be educated in the FMEA concept, terminology and tools because
without such knowledge they would fall behind the discussion, interrupt for
clarification of terms and inhibit the team’s progress which may result in frustrating

waste of time and energy.

Only one negative experience with the facilitator has been reported (Semple and
Dalessio, 2004). The facilitator in this case only had basic skills associated with the

FMEA process and felt uncomfortable providing direction to the team.

Only three studies (5%) stated that training was provided for the FMEA team
members before the start of the FMEA meetings. Van Leeuwen et al (2009)
reported that the participants of the team attended a one-day course on FMEA;
Stanton ef al (2007) reported that ‘prior to the first meeting, an educational packet
introducing the tool to the members was distributed to all team members and finally
Wetterneck er al (2006) reported that the team underwent training in the use of
HFMEA before the meetings. However the qualitative study by Wetteneck e al
(2004) reported that six of the 14 members interviewed felt that in spite of having
training for FMEA through a half-day seminar, they still did not have a good

understanding of FMEA at the beginning of the meetings.

1.5.2.5 The FMEA steps followed

Following choice of topic and identifying the FMEA participants, the third FMEA
step is mapping out the process and identifying the failures. All the studies
reviewed mapped out a high risk process in order to identify the failures.
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Flowcharts are the most common used form of graphical visualisation of the
processes and brainstorming the most common method for identifying failures
(JCAHO, 2005). McDermott e al (1996) suggests that the best way to create a
flowchart is to walk through the process as if you were the thing being processed;
while Woodhouse (2005) states that success of the FMEA depends on a detailed

and accurate flow chart of the current process.

Another type of flowchart that is also commonly used is called an event line. The
event line is linear and consists of boxes that contain each step involved in a process
with arrows that connect them. Studies by Janofsky (2009), Redfern et al (2009),
Ford er al (2009), Nickerson et al (2008), Ouellett-Piazoo et al (2007) Day et al,
2006 ; Dawson et al (2005), Burgmeier (2002), and Fletcher (1997) all used
flowcharts with traditional symbols; while studies by Gilchrist ef al (2008) , Jeon et
al  (2007), Florence and Calil, k2006), Kimchi-Woods and Shultz (2006),
Wetterneck ez al (2006) , Esmail et al (2005), Kovner et al (2005), Linkin et al
(2005) . Saxena et al (2005), Semple and Dalessio (2004), and Win et al (2004)

used simple event lines.

Irrespective of the flowchart design used, the JCAHO (2005) presents brief
guidelines on the steps to follow when creating a flowchart. These include:
establishing starting and ending points of the process, brainstorming activities,
determining the sequence of activities, use of information to create the flowchart

and finally analysing the flowchart before proceeding.
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Brainstorming potential failures is a structured but creative process that a group of
people uses to generate as many ideas as possible in a minimal amount of time.
According to JCAHO (2005), brainstorming can be accomplished in five basic steps
comprisiﬁg: first defining the subject, then thinking briefly about the issue, then
setting a time limit, this is followed by generating ideas by having team members
take turns or by allowing group members to voice ideas as they come and finally
clarifying the ideas, this ensures that the ideas are recorded and understood by the
group. Brainstorming is not the necessarily the only method used to generate ideas.
Stalhandske ef al (2003) states that besides brainstorming, there are several
techniques that should be used to develop reasonable and concrete failures once the
process diagrams are complete and the focus areas are chosen. These techniques
may include reviewing databases, literature surveys, audits and participating in

patient safety rounds.

Besides brainstorming, some studies have reported using observations of the
process mapped (Janofsky, 2009; Koppel et al, 2008; Day et al, 2007; Day et al,
2006; Wetterneck et al, 2006), data from the literature (Day et al, 2007; Jeon et al,
2007, Wetterneck et al, 2006; Linkin et al, 2005, Apkon et al, 2004 ), interviewing
healthcare professionals (Redfern et al, 2009; Ford et al, 2009; Koppel et al, 2008;
Jeon et al, 2007; Day et al, 2006, Lenz et al, 2005, Linkin et al, 2005) and even
using the incident report system within the hospital (Day et al, 2007; Robinson ef

al, 2006; Wetterneck et al, 2006).

In this third step identifying the effects of the failures is a characteristic of the

traditional FMEA but not HFMEA. Effects of failures describe what could happen
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if the failure actually occurs. Failures may have more than one effect but team
members are encouraged to consider the specific effects of the failure on the patient
(JCAHO, 2005). Only 14 (25%) studies reported the effects of the failures
identified in their study (Van Leeuwen ef al , 2009, Redfern et al, 2009, Riehle er al
, 2008; Day et al, 2007; Jeon et al, 2007, Cheung et al, 2006), Kimchi-Woods and
Shultz, 2006, Kozakiewicz e al, 2005; Kunac and Reith, 2005; Saxena et al, 2005,
Semple and Dalessio, 2004, Wehrli-Veit et al , 2004 Win et al, 2004, Burgmesier,

2002).

Identifying the causes of the failures is also suggested by the JCAHO (2005) using
the RCA technique. RCA is used retrospectively to identify the basic casual factors
that underlie variation in performance. Characteristics of an effective RCA include:
focusing on the system processes and not individual performance, progresses from
special causes in clinical processes to coﬁqmon causes in organisational processes,
digs deep by asking ‘why’ then when answered asks ‘why’ again and so on and
finally identifies changes that would reduce the likelihood of failures occurring
(JCAHO, 2005). Conducting a RCA for all failures is very time consuming. Some
studies chose not to identify causes for the failures, while some identified basic
causes through brainstorming or interviews without conducting RCA (Janofsky,
2009; Van Leeuwen ef al, 2009; Redfern er al, 2009; Ford et al, 2009; Riehle et al,
2008; Day et al, 2007; Jeon et al, 2007; Morelli et al, 2007; Kimchi-Woods and
Shultz, 2006, Van Tilburg et al, 2006,; Wetterneck et al, 2006; Wehrli-Veit et al,
2004; Burgmeier, 2002) . Only five studies (9%) reported the use of RCA to
explore causes of failures (Cheung et al, 2006; Robinson et al, 2006; Bonnabry et

al, 2005; Kozakiewicz ef al, 2005; Kunac and Reith, 2005).
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The fourth step is to rank the failures and calculate the RPN. This is discussed in
detail in the next two sections (section 1.5.2.6 and section 1.5.2.7) and finally, the
last step is to make recommendations and implement them. This is discussed in

more detail in section 1.5.2.8.

1.5.2.6 Scoring scales and RPN values

The most heterogeneous FMEA step is the fourth step, which involves scoring the
failures according to their severity, probability and detectability and finally
calculating the RPN. The goal of this step is to help prioritise the failures with the
highest risks that should be addressed. In FMEA, failures are scored according to

their:

e Severity: severity relates to the seriousness of injury as a result of the

failure.
e Probability: the likelihood that the failure will happen

o Detectability: the degree to which something can be discovered or noticed.

The RPN value is calculated as follows:

e RPN: Severity score X probability score X detectability score OR

simplified as

e RPN:SxPxD
The JCAHO (2005) does not specify a particular scale or method for calculating
RPN. Healthcare professionals are free to choose the scale they believe is most
effective, as long as that scale is used consistently even if they used simple ratings
such as high, medium and low. The JCAHO however, emphasises that no matter
what rating method and rating scale is used, team members must reach consensus

on the ratings assigned. McDermott et al (1996) promotes the use of a 10-point

scale with 1 being the lowest rating and 10 being the highest and the RPN is
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calculated by multiplying the severity, probability and detectability scores. Stamatis
(2003) reports that the two most common rankings used in industries today are the 1
to 5 scale or the 1 to 10 scale. He further explains that the ranking 1 to 5 is limited
in nature but offers expediency and ease of interpretation; however, it does not
provide sensitivity or specific quantification. The ranking of 1 to 10 (appendix 2),
on the other hand, is used widely and is highly recommended because it provides
ease of interpretation, accuracy and precision in the quantification of the ranking. It
is generally agreed that FMEA is a team based tool and that irrespective of the
ranking scale or method used, reaching consensus is essential (McDermott et al,
1996; Stamatis, 2003; JCAHO, 2005). Consensus is defined as a collective decision
reached through active participation by all members and under no circumstances
should any FMEA be done with a single individual as there would be built-in biases

based on the single perspective of the individual conducting that FMEA (Stamatis,

2003).

Recommendations by McDermott ez al (1996) to help reach consensus include:

e The team should agree in advance how disagreements will be handled.

e Voting and ranking is a vehicle to help the team reach consensus. When
there is disagreement, team members who feel strongly about their ratings
should present their rationale for the rating to the rest of the team. If
necessary a time limit can be put on these presentations. When the
presentations are complete, team members should cast their votes what they
feel the rating should be. The mean rating should then be calculated and

used as a reference point for the team to arrive at a consensus score.
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e It is important not to take the mean score as the score without any additional
discussion.

o If consensus is still not reached, then inviting a process expert who is
currently not the team might add additional information.

e The team could assign one member of the team to make the final decision if
there is a person on the team with a lot of expertise on the process.

e Another method could be to put the failures in order (from highest to lowest)
according to the scale in question. Once the failures are in order, indicate the
ratings for any of the failures that the team has been able to agree upon. By
thinking of the failures relative to each other, rather than in terms of an
absolute scale, the team may be able to agree on the ratings for the failure in
dispute.

e Avoid assigning a rating arbitrarily because this could result in a decision
not to focus on the failure. Talk about sticky issues until they are resolved.

e If consensus still can not be reached, the team might agree to bias the

decision towards the safe side by assigning the higher rating.

Studies identified in the literature using HFMEA used the Hazard Scoring Matrix
along with the Decision Tree Analysis, with the exception of the study by Kimchi-
Woods and Shultz (2006); they used the HFMEA scoring matrix but modified it to

include detectability scores.

Studies using FMEA have reported the use of | to 5 scales and 1 to 10 scales as
well as other variations. Fifteen studies (27%) used a ranking scale of 1 to 10 but

only three (5%) studies (Van Leeuwen et al, 2009; Ford er al, 2009; Adachi and
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Lodolce, 2005) explicitly state that the scores were derived by consensus. Four
(7%) other studies states that the participants scored the failures individually then
the average or mean scores were derived (Dawson et al, 2005; Apkon et al, 2004;
Burgmeier, 2002; Fletcher, 1997) and one study by Kunac and Reith (2005) had the
team members independently rate each failure then the median scores used for the

RPN. The remaining seven studies did not specify how the scores were derived.

Studies by Bonnabry et al (2008, 2006, and 2005) used a scale of 1 to 9 for severity
and detectability but a scale of 1 to 10 for detectability and the scores were obtained

by consensus.

Stanton er al (2007) and Uslan et al (2004) used a scale of 1 to 5 without
mentioning how the scores were derived. Win et al/ (2004) used a scale of 1 to 3,
while Fechter and Barba (2004) and Singh et al (2004) used modified scales with
ranking 1 to 4; however Fechter and Barba (2004) used consensus to derive the

scores and Singh et al (2004) calculated the average scores for the failures.

Two studies (Jeon ef al, 2007; Semple and Dalessio, 2004) used a combination of a
1 to 4 scale as well as a 1 to 5 scale for their scores, however, one study calculated
the median values of rating across the participants (Jeon et al, 2007), while the

other used consensus (Semple and Dalessio, 2004).

The studies by Wetterneck et al (2006) and Coles ef al (2005) were the only two
studies that used a descriptive scale without assigning any numerical values to rate

their failures.

64



Chapter 1 Introduction

1.5.2.7 Prioritising the failures

The theory behind calculating an RPN value is to guide the team to decide which
failures should be addressed first. Failures with the highest RPN are presumed to be
the highest risk failures that require immediate attention. However, since hospitals
do not have infinite resources, they usually choose which high-RPN failures they
need to address rather than addressing all the failures identified. How to decide
which failures need addressing is entirely up to the organisation and healthcare

participants, according to their judgments and in some cases according to the costs.

From the literature reviewed, four main methods of choosing the failures that need
to be addressed have been used:

1. For HFMEA, according to the Hazard Score Matrix used, failures with a

score >8 should be addressed (Day et al, 2007; Ouellett-Piazzo et al, 2007,

Day et al, 2006; Florence and Calil, 2006; V'an Tilburg et al, 2006; Esmail

et al, 2005 and Linkin et al, 2005).

2. For FMEA, some studies have specified a cut off point for RPN at which
any failures with a RPN higher than the cutoff point would be addressed
(Bonnabry er al, 2008; Ford et al 2009; Bonnabry et al, 2006; Builles ef al,
2006; Saxena et al, 2005; Apkon ef al, 2005; Fechter and Barba, 2004,

Burgmeier, 2002).

3. Others have chosen to address failures with:

e The highest two RPN (Robinson et al, 2006),

65



Chapter 1 Introduction

e The highest three RPN (Capunzo et al, 2004; Semple and Dalessio,
2004),

e The highest five RPN (Kimchi-Woods and Shultz, 2006; Dawson ef
al, 2005; Adachi and Lodolce, 2005; Singh et al, 2004; Williams and
Talley, 1994;)

e The highest six RPN (Van Leeuwen et al, 2009; Cheung et al,
2006), the highest 10 RPN (Stanton et al, 2007)

e Oreven their highest 30 RPN scores (Kunac and Reith, 2005).

4. Finally some studies addressed failures with an RPN greater than the mean

(Kozakiewicz et al, 2005, Fletcher, 1997).

Stamatis (2003) recommends that if there are more than two failures with the same
RPN, then first address the failures with high seve.rity, and then detectability.
Severity is approached first because it deals with the effects of the failure and
detection is used over the probability because it is more important than just the

frequencies of the failure.

1.5.2.8 Recommendations and recalculating the RPN

The final FMEA step is to make recommendations and implement them.
Recommendations can involve redesigning the whole process to:

1. Prevent failures from happening (decrease the likelihood of occurrence)
2. Prevent failures from reaching the individuals (increase probability of

detection)
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3. Protect individuals if a failure occurs (decrease the severity of effects)

Recommendations made to eliminate or decrease failures may include strategies to
standardise the process or simplify it, decrease variability in the process, use
technology, improve documentation, develop backups, provide comprehensive

education and establish a culture of teamwork (JCAHO, 2005).

Following implementing the new recommendations, it is expected that the team
analyses and tests the new process. Conducting a new FMEA for the modified
process involves the team completing steps three (graphically describe the process

and brainstorm failures) and step four (recalculating the RPN or calculating new

RPNs).

Finally the team should aim to monitor the improvement’s ongoing effectiveness by
maintaining documentation, training, retraining and competence assessment and
finally ongoing monitoring. The JCAHO (2005) concludes that the essential

ingredient for the team’s success with an FMEA is the leadership support.

Only 10 (18%) studies recalculated their RPN values following the implementation
of new recommendations or modification of the current process. However 21 (38%)
studies adopted solutions and implemented them without recalculating the RPN.
Ten (18%) studies included recommendations but did not publish any information
about the adoption of these recommendations and three (5%) did not make any

recommendations (Redfern ef al, 2009; Jeon ef al, 2007; Win et al, 2004).
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1.5.2.9 Duration of FMEA

There are no guidelines or limitations for the amount of time taken to complete the
FMEA. From the literature review, 22 studies (39%) provided some information
about how long the team members met for, or how long the FMEA took to
complete. Some studies reported only the total duration of the FMEA, for example,
the study by Gowdy and Godfrey (2003) stated that the FMEA took one year to
complete, Ford er al (2009) reported that their FMEA took five months, Stanton et
al (2007) reported that their FMEA took three months, while Esmail er al (2005)
reported that it only took two months. Dawson et al (2005) states that the FMEA
took them 11 weeks and the team in Coles et al (2005) study met for 12-16 hours to
complete the FMEA. Ten studies (18%) reported the exact number of meetings
required to finish the FMEA. The greatest number of meetings reported to complete
a single FMEA was nineteen meetings (Linkin e al, 2005), while Riehle et al
(2608) met only twice but the duration of these two meetinés was not reported. An
average of eight meetings was required to finish the FMEA. Only seven (13%)
stated the duration of each meeting; the average duration was an hour and a half.
One study reported that the FMEA participants met for two consecutive all day
sessions followed by an additional two days two weeks later (Burgmeier, 2002).
Finally another study reported that their FMEA took more than 30 hours over an
average of seven to eight months (Nickerson et al, 2008) and another that it took

them 46 hours over four and a half months (Wetterneck et al, 2006).

The time intervals between each meeting were reported in only six (11%) studies

(Semple and Dalessio, 2004; Saxena et al, 2005; Esmail et al, 2005; Dawson et al,
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2005; Kimchi-Woods and Shultz, 2006; Gilchrist er al, 2008). The typical time

interval between successive FMEA meetings was either one or two weeks.

1.5.2.10 Advantages and disadvantages

In the literature reviewed, a number of studies reported their experiences with

FMEA. Positive experiences and advantages of FMEA included:

e Good tool to identify potential risks in high risk processes (Redfern et al,
2009)

e Prospective tool- Allows one to consider vulnerabilities before failures
occur (Ford er al, 2009)

¢ Valuable educational tool (Ford et al, 2009)

e Powerful tool to capture the collective knowledge of the team and improve

quality of care (Riehle e al, 2008; Nickerson et al, 2008)

e Provides a common language and technique for a group to develop systems
for process change and empowers the team to make decisions based on its
own assignment of scores, thus the overall score had the ability to motivate

change (Riehle er al, 2008; Cheung et al, 2006)

e Concerns over confidentiality make it impossible for the Joint Commission
to share root cause analysis event-level data with interested healthcare
institutions or professionals outside the Joint Commission. In contrast,
FMEA risk reduction strategies and actions can be shared in detail across

institutions without such concerns (Janofsky, 2009).

The limitations or disadvantages reported included:

e Its unavoidable subjectivity (Van Leeuwen et al 2009; Bonnarby ef al, 2008;
Cheung et al, 2006).

e Time consuming (Cheung et al, 2006; Nickerson et al, 2008; Kunac and
Reith, 2005).
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e Individuals or groups can be slightly biased (Ford et al, 2009).
e Semiquantitiative nature of the scoring system (Ford et al, 2009).

¢ No generic definition for failures or effects of failures in FMEA (Jeon et al,
2007).

o Difficult to rate failures without a specific scenario (Jeon ef al, 2007).
e Competing priorities among healthcare professionals may lead to

disagreements (Stanton et al, 2007).

o It does not take into account the cost or ease of implementing improvements

(Cheung et al, 2006; Van Tilburg et al, 2006).

e User attendance at the meetings may be inconsistent due to work schedules

and time commitments (Wetterneck et al, 2006).

1.6 Discussion and implications for this thesis

The literature review in the previous section (section 1.5.2) illustrated that FMEA is
an up and coming prospective risk analysis tool that is gaining popularity within
healthcare. It is however considered relatively new; the oldest study in healthcare
dates back to 1994 and 64% (36) of the studies retrieved were conducted in the
USA. Furthermore, there were no published literature reviews about the use of

FMEA/HFMEA in healthcare as the one conducted in the previous section.

Two main limitations regarding its use were identified:
o First, there is inconsistent use of the FMEA tool and its components.
e Second, there are no reports of its validity and reliability for use in

healthcare.
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One might assume that FMEA is a standard tool, especially since it is publicised as
a relatively simple tool with standard steps; however the literature review has
highlighted wide variations at every one of its many steps. The lack of consensus on
‘how FMEA should be conducted’ already raises questions about the validity and

reliability of its outcomes and limits its generalisability.

In addition to this, FMEA’s use in the UK was only identified in three published
studies and all three studies conducted FMEA/HFMEA differently. In the first study
by Marwick ef al (2007), an FMEA was conducted but used as a complementary
method for improving sepsis management and only the highest and lowest RPN for
the failures was reported. In the second study (Gilchrist er al, 2008) an HFMEA
was conducted, however only the first three steps of HFMEA were completed and
published. Finally, Redfern er al (2009) reports that they did not follow the
traditional FMEA steps, but instead conducted individual interviews with healthcare

professionals to identify failures and combined the use the scoring matrix of

HFMEA and FMEA.

Since this literature review is the first of its kind to review the use of
FMEA/HFMEA in healthcare and has drawn attention to the discrepancy for its use;

evidence for -or lack of -its validity or reliability was explored.
Although a number of articles reporting the reliability and validity of HRA

techniques other than FMEA/HFMEA were retrieved, the search did not reveal any

further evidence related to FMEA’s validity or reliability. In view of the lack of
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evidence for FMEA’s validity and reliability, it was concluded that this dearth

needed to be addressed.

1.7 Aims and Objectives

The overall aim of this thesis was to explore whether FMEA is a suitable HRAA
technique for use in healthcare. The objectives were to explore the reliability and
validity of the FMEA process and report users’ experiences with FMEA.

Specific objectives related to the work conducted are presented in the relevant

chapters.

The next chapter (chapter 2) describes testing the reliability of FMEA.
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“The definition of insanity is doing the same thing over and over and
expecting different results.”

Attributed to Albert Einstein (1879-1955)



Chapter 2 Reliability of FMEA

2.1 Introduction

Following a literature review about FMEA in healthcare (chapter 1), it was
concluded that the validity and reliability of FMEA have not yet been assessed in
any setting. This chapter describes how the reliability of FMEA was tested in a

healthcare setting.

2.2 Reliability

Reliability can be defined as a characteristic of a particular measurement or
technique indicating that this measurement or technique can be used again and
again, i.e. not merely by one subject or team, and that each subject or team will use
the technique in the same way. This ensures consistency of results and of the
application of the method (Kirwan, 1997a). Carmines and Zeller (1979) define
reliability of a research instrument as the extent to which the instrument yields the
same results on repeated trials. This tendency towards consistency found in

repeated measurements is referred to as reliability.

In scientific research, accuracy and consistency in measurement is of great
importance and reliability testing is a method of ensuring this accuracy and
consistency especially since research entails a lot of time, effort and resources.
Without reliability, the results of a study would be considered meaningless and
readers would lack confidence that the results could be obtained again and thus
there would be no assurance that the results are free from errors and that they reflect

reality.
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Reliability in quantitative studies usually refers to a scale or measurement that
consistently reflects the construct it is measuring (Bowling and Ebrahim, 2006).

Different types of reliability tests include:

o Test-retest: A test of the stability (reproducibility) of the measure over short
periods of time in which it is not expected to change.

o Inter-rater: The extent to which the results obtained by two or more raters or
interviewers agree, using the same measurement for the same population.

e Internal consistency: This involves testing for homogeneity and is the extent to
which questions relating to a particular dimension in a scale tap only this

dimension and no other.

o Split half: If the instrument is divided into two parts, the correlations between
the two are computed.

e Item-item and item-total: These are the extent to which each of the items within
a multi-item domain are correlated and the extent to which each item within a
domain correlates with the total score for that domain.

e Cronbach’s alpha: Produces an estimate of reliability based on all possible

correlations between all the items within a multi-item scale.

In most cases the reliability tests mentioned above, and particularly the last four, are
applied to multi-item questionnaires using scoring scales and their reliability is
tested using statistical tests. Since FMEA is not based on multi-item scales but
instead it is an instrument or tool comprised of several steps, many of which are not
numerical, and even the numerical step is based on group consensus rather than
individual scoring, the majority of the above reliability tests were not feasible to
use. In this chapter reliability of FMEA does not only refer to the consistent use of
the tool since the FMEA is comprised of five basic steps that can be easily followed
over and over again, but instead the reliability of FMEA refers to the consistency

and accuracy of the FMEA results when the same steps are followed for the same
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process but by different people or during a different time. Therefore, although the
same steps will be used for a certain process, will the same results be generated

when different groups use it or when FMEA is repeated at a different time?

FMEA is comprised of five basic FMEA steps (as described in the introduction in
chapter 1, section 1.4.4,). The first two steps are choosing a topic and recruiting a
multidisciplinary team, while the last three steps involve describing the process
using flowcharts, identifying the failures in this process and calculating RPN values
for these failures and finally making recommendations to decrease or eliminate
these failures. In this chapter the inter-rater reliability of FMEA was tested by
recruiting two different groups to conduct the same FMEA about the same topic, in
parallel, in order to compare their results. The results compared were those for the

last three steps of FMEA.

2.3 Aim and Objectives

2.3.1 Aim

The aim of this study was to test the reliability of FMEA by comparing the FMEA

outcomes of two multidisciplinary teams.

2.3.2 Objectives

The objectives were:

» To recruit two multidisciplinary teams to conduct the same FMEA in

parallel for a high-risk process of care within the same UK hospital.

» To compare the two multidisciplinary teams’ FMEA results including:
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¢ The processes mapped

¢ The failures identified

o Their causes and effects

e The scoring scales and RPN values

¢ And finally the recommendations proposed to decrease the failures.

2.4 Methods

First the choice of FMEA approach rather than HFMEA will be discussed. This will
be following by identifying the FMEA topic and recruiting the team members.
Information about the how the FMEA meetings were conducted are then presented.

Finally, how the two FMEAs were compared is explained.

2.4.1 Choice of FMEA approach

Industrial/traditional FMEA, rather than HFMEA, was chosen for this study as it is
the original process from which HFMEA was adapted. FMEA has been used in
healthcare since the early 1990s, before HFMEA was introduced in 2001, and is
still used by many healthcare organisations, as 75% of the studies retrieved in the
literature search (chapter 1) used the traditional FMEA approach. In addition to this,
the main guidelines describing how to conduct an FMEA were all based on the

traditional FMEA approach rather than HFMEA.

Both processes have similarities at their core, but deal with detectability differently,
and HFMEA uses four- point scales while FMEA uses ten-point scales. Although
they both involve the same five basic steps, the main difference between them lies

in the scoring step. HFMEA detectability scores are only determined if the failure
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identified warrants further action, as determined by a decision tree (VA NCPS,

2005).

For the present study, the decision to use industrial FMEA was due to the fact that it
had a longer period of use, was used widely in healthcare, and would still be likely
to reveal information relevant to HFMEA. Furthermore, the IHI (2009) and
NPSA(2004) in the UK all promote the use of the industrial FMEA. In addition to
this, during the Safer Patients Initiative (SPI) programme (described in chapter 5)
the industrial FMEA was used rather than HFMEA (1HI, 2009; Health Foundation,

2009).

2.4.2 Study Setting
The study was conducted in two large teaching hospitals in the same NHS Trust in
London. Participants were recruited from the two main hospitals within the Trust.

Ethical approval was granted by the local Research Ethics Committee (appendix 8).

2.4.3 Step one: Choosing the FMEA topic

The first step of FMEA is to choose a high risk topic. The use of antibiotics was a
topic of interest because it was an extensive topic involving several drugs and
different infectious diseases, thus there was a broad spectrum for choice for an
FMEA topic. In addition to this, the two participating teaching hospitals shared the
same antibiotic guidelines and policies and thus theoretically speaking, the use of
antibiotics would be the same. Finally, nearly all healthcare professionals working
in a hospital have been involved with a patient taking an antibiotic and there were a

number of experts in the field and thus we were able to recruit two separate

78



Chapter 2 Reliability of FMEA

multidisciplinary teams without worrying about the contamination of information

between the two teams.

In order to narrow the broad topic of antibiotics further down, three steps were
undertaken to choose a high risk topic. First, the researcher conducted a literature
search in several infectious diseases and microbiology journals to identify common
topics related to patient safety and antibiotic use. Second, two infectious diseases
pharmacists from the relevant NHS Trust provided information regarding the most
common antibiotic-related risks that they come upon during their daily clinical
practice. Finally the Medication Incidents Steering Group and Antibiotic Steering
Group within the Trust were consulted to recommend a topic for FMEA related to
antibiotic use. The Medication Incidents Steering Group provided a list of the high
risk topics encountered, during 2005, related to medicines use; while access to
. Antibiotic Steering Group meetings allowed the researcher to contact the group

members and involve them in the project from the start.

A list of high risk topics and a number of questions was then compiled to form a
questionnaire (appendix 9) to help choose the FMEA topic and meet the study’s
aims and objectives. The questionnaire included six antibiotic-related topics. For
each topic the participants were asked to answer the same set of questions for each
topic with ‘yes, no or not sure’ answers. There were also two questions related to
the severity and probability of failures that may occur in the process of cére for each
topic provided. The Antibiotic Steering Group members were asked to complete the
questionnaire either immediately after one of the group’s meeting or return it to the

researcher by the freepost address provided. The remaining members, who were not
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present at the meetings, were contacted by E-mail (appendix 10). Reminder E-mails

were also sent to all the group members for three consecutive weeks.

2.4.4 Step Two: Choosing the group members

After the topic was chosen, it was then presented to the members of the Antibiotic
Steering Group during one of their meetings. They were invited to participate and
asked to recommend other healthcare professionals who may be interested in
participating. The study details, including information explaining what FMEA is
and how it is conducted, were subsequently sent to 70 healthcare professionals
including senior doctors, junior doctors, pharmacists, nurses, laboratory personnel,
service managers and risk managers (appendix 11). An invitation letter, addressed
to doctors and nurses, was also distributed on six medical and surgical wards within
the hospital (appendix 12). Respondents were then allocated into one of two groups
to conduct the same FMEA simultaneously. The participants were divided
depending on the groups’ meeting schedules that 'best suited their work
commitments, while ensuring that each group had at least one senior doctor, nurse
and pharmacist. Members of both groups were familiar with the same policies and

guidelines within the Trust.

2.4.5 Steps three-five: Conducting the FMEA

The next step after choosing the topic and recruiting the participants was to conduct
the FMEA meetings and complete the remaining three traditional FMEA steps.
Before facilitating the FMEA meetings, the facilitators (Professor Nick Barber and
myself) familiarised themselves with the FMEA process using the toolkits provided
by JACHO (2005) and VA NCPS (2005) and ran a practice session with

pharmacists at another site. Relevant reviews and guidelines retrieved following the
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literature search also served as guidance for FMEA. In addition to this, before
facilitating the FMEA meetings, the facilitators met with a group of researchers
from the Healthcare group of the Engineering Design centre at Cambridge
University to discuss their experiences with FMEA as they had facilitated FMEA
meetings with doctors. The lead facilitator (NB) facilitated FMEA meetings for the
first time but had previous extensive experience in leading group discussions and
meetings and thus facilitated five meetings. The second facilitator (NS) received
further training on facilitating group meetings and facilitated to completion two
pilot FMEAs with pharmacists before the start of the study. The second facilitator
was present at all eight meetings and facilitated three of them. None of the group
members had previously participated in FMEA meetings. Consent was obtained

from all participating group members (appendix 13).

Meetings for both groups were conducted in parallel on an alternating basis and the
facilitators aimed to ensure that both groups were provided with the same
information and that facilitators did not influence the group discussions. During the
first meetings for both groups, a brief presentation was conducted explaining what
FMEA was and its use (appendix 14). The groups were also given a simple example
about how to use the FMEA for their daily commute to work. The teams were
shown two different examples of flowcharts, one flowchart including the ‘yes’ and
‘no’ choices and the other was an ‘event line design’ (appendix 15). This helped the
participants clarify what exactly they were expected to do during the meetings. The
start and end steps of the process were provided to help ensure that both groups had
a unified first and last step and to ensure that the FMEA was completed within a

suitable time frame. Common ground rules were set for both groups (table 5) and
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both groups agreed that renal patients and patients in the intensive care (ICU)
setting would be excluded from the FMEA study since they require specific dosing
regimens for antibiotics. The team leader led the teams’ discussions while taking
notes, and at the same time the facilitator took notes of what was being said during
the meetings. At the end of the meetings the team leader and facilitator compared

notes in order to ensure that everything said during the meetings was recorded.

During the first meeting, participants were asked to map the process of care related
to the topic and identify sub processes. Participants then brainstormed potential
failures in the sub processes mapped. They were then expected to score the
potential failures identified. Ten-point scales for severity, probability and
detectability of each failure were used (Department of Defense Patient Safety
Center, 2003; McDermott ef al, 1996) and each scale was accompanied by written
descriptions (appendix 2). The group members were asked to score each failure
with respect to the effect on the patient. The scores were obtained by consensus in
each group. The RPN of each failure was then calculated by the facilitator by
multiplying the severity, probability and detectability scores (lowest possible RPN
value: one, highest possible RPN value: 1,000). After determining the scores for
each failure, participants were asked to identify the causes and effects of these
failures as well as make recommendations to help improve the process of care and
eliminate the failures. During the meetings participants in both groups indicted that
for some failures there were a number of predicted effects on the patients. Due to
the participants’ time constraints it was recommended to both groups that they list

only the most common expected effect and score the failure accordingly.
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Table 5: Ground rules for both FMEA groups

The start and end step for the FMEA were provided for both groups.

The objective of the FMEA was to address issues related to patient safety

including prescribing, administering and monitoring of the relevant drugs.

» The groups were asked to list the failures that they encountered during their
daily practice.

» Members were requested to score each failure with respect to the effect on

the patient. The final scores were obtained by consensus.

Y Y

Before every meeting both groups were reminded what was achieved in the
previous meeting. For example, during the second meeting, the group members
were given a copy of the process they mapped out during the first meeting in order

to verify the flow chart and ensure consensus.

During the second meeting the participants were given a choice to either complete
the scoring scales during the next meeting or to complete the scores individually
and send them back to the investigator to compile the scores and discuss them in the
followiﬁg meeting to save time. Group one chose to corﬁp]ete the scores
individually, while group two chose to score the failures together during the
meeting. However, only two participants of seven (29%) in group one actually
scored the failures and sent them back, while the remaining participants said that
they had underestimated their work commitments and thus did not have time
outside the meetings to complete the scores. In the end, both groups scored their

failures during the third and fourth meetings.

All participants attended all the meetings, with the exception of one pharmacist, in
group two, who missed one meeting due to work commitments. Occasionally, some
participants joined the group later than the scheduled meeting time or left slightly

early due to their work commitments. In such situations, these participants were
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briefed about what they had missed when they later joined the group or at the start

of the following meeting,

2.4.6 Comparing the two FMEAs

After all the FMEA meetings for both groups had finished, the results were
compiled and the FMEA sheets completed. The mapped processes presented as
flowcharts were first compared to determine whether both groups outlined the same
steps in the process of care (FMEA step 3). Next, a list of all the failures, their
severities, probabilities, detectabilities and RPN values were compiled in
descending order for both groups in order to help identify the top five failures and
identify the common failures between both groups (FMEA step 4). The total RPN
values for both groups were added. The scoring scales and RPN values for the
common failures were then statistically compared using the two-sample
Kolmogorov-Smirnov Z test. This is a statistical test similar to Mann-Whitney test,
which is a non parametric test that tests for differences between two independent
samples. However Kolmogorov-Smirnov Z tends to have a better power than the
Mann-Whitney test when sample sizes are less than about 25 per group (Field,

2005). An a priori level of significance of p<0.05 was adopted.
The top five failures identified by each group were also identified and focused on in

more detail. Finally, the causes and effects of the failures, as well as the

recommendations (FMEA step 5) from both groups were also listed and compared.
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2.5 Results

In this section the results are divided into three main parts. The first part describes
the high risk topic chosen for the FMEA process. The second part describes the
FMEA participants and meeting details. Finé]]y the results of steps 3, 4 and 5 of the
two FMEAs are compared. The complete FMEA worksheet for group 1 is

presented in appendix 16 and for group 2 in appendix 17.

2.5.1 Topic chosen for the FMEA

A shortlist of six topics identified by the researcher was compiled to form the
questionnaire. In total 21 members of the Antibiotic Steering Group were contacted
to help prioritise the FMEA topic and 13 responded (62%). All respondents
indicated that they did not answer the questions related to topics they were
unfamiliar with. The topic with the most ‘yes’ answers as well as the highest risk

and highest probability was the topic chosen for the FMEA (table 6).
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Table 6: Results from the
FMEA topic™

Preaerlbing
antibiotics in
renal failure
(especially
vancomycin and
gentamicin)

M onitoring
vancomycin or
gentamicin
(process of
monitoring
levels and
changing the
dose)

Prophylactic
use of
antibiotics
(preoperative)

Process of
changing IV
antibiotics to
oral

Antibiotic use in
the accident and
emergency
department

Management of
MRSA or
CMifficile
patients

Is there risk
of patient
harm in this
process?
Yes/ No/
Not sure

100% (n=13)

85% (n=11>

77% (n=10)

77% (n=10)

46% (n=6)

92% (11=12)

Do failures in
this process
affect
patients’
outcomes?
Yes/ No/ Not
sure

92% (n=12)

92% (n= 12)

77% (n=10)

54% (n=7)

46% (n=6)

92% (n=12)

Reliability of FMEA

antibiotic steering group in relation to choosing the

Can the

steps of the
process be
graphically
mapped out in a
flow chart? Yes/
No/ Not sure

77% (n=10)

85% (n=11)

62% (n=8)

69% (n=9)

15% (n=2)

77% (n=10)

Are there enough Is there

experts within
the trust to be
able to map out
the process?

potential for
improvements
to decrease
failures? Yes/

Yes/ No/ Not sure No/ Not sure

77% (n=10)

69% (n=9)

62% (n=8)

69% (n=9)

38% (n=5)

69% (n=9)

85% tn=11)

85% (n=11)

85% (n=11)

77% (n=10)

46% (n=6)

77% (n=10)

Is the risk
associated with
failures in the
process
Catastrophic or

Average
percentage of

es' answers R
y Major or

Moderate or
Minor?

Major (n=7)

83% Major (n=8)

Moderate (n=6)

Minor (n=8)

Major (n=3)/ Minor

(11=3)

Major (n=6)

*The two topics with the highest percentage o f‘yes’ answers are highlighted in blue.

Is the risk
associated to
patients Frequent
or Occasional or
Uncommon or
Remote?

Frequent (n=7)

Frequent (n=8)

Frequent (n=7)

Frequent (n=6)

Not sure (n=5)

Frequent (n=5)/
Ocassional (n=5)

Based on these results, the topic chosen for the FMEA was the use of intravenous

(IV) vancomycin and gentamicin in adult inpatients as this topic had the highest

percentage of ‘yes’ answers and the majority of respondents considered the risk

associated with failures in this process to be major and frequent as highlighted in

table 6. At the time of the study, the gentamicin dosing regimen used for the

majority of clinical conditions in the hospital was either Smg/kg or 7mg/kg once

daily, depending on the patient’s clinical condition. IV vancomycin was dosed

according to a dosing table, depending on the patient’s weight and renal function.

Continuous vancomycin infusions were used in the adult intensive care unit, but

were not included in the FMEA.
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2.5.2 Participants and meeting details

Fourteen healthcare professionals agreed to participate in the FMEA meetings
(table 7). The participants were divided depending on the groups’ meeting
schedules that best suited their work.commitments. Each group comprised seven
participants including at least one senior doctor, one pharmacist and a nurse. Each
group also included senior healthcare professionals with managerial positions.
Group one also included a laboratory manager. Four meetings were conducted, each
lasting 90 minutes (table 8).

Table 7: Demographic details of the 14 healthcare professionals who agreed to
take part in the study.

Profession Specialty and Grade

Group 1

Doctor Microbiology Consultant

Doctor Microbiology Consultant

Pharmacist Principal Patient Services

Pharmacist : : Medicine Information Manager.

Nurse Clinical Practice Educator Specialist
Medicine

Risk Manager Clinical Risk Manager

Laboratory Manager Clinical Chemistry

Group 2

Doctor Respiratory Consultant

Pharmacist Lead infectious disease

Pharmacist Senior Research Pharmacist

Pharmacist Principal Patient Services

Pharmacist Pharmacy Clinical Services Manager

Nurse Senior Orthopaedics Nurse

Nurse Senior Infection Prevention and Control
Nurse
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Table 8: The FMEA meetings with the healthcare professionals

First meeting: FMEA process was explained, ground rules set and an example
given. Group members started to map out the process of vancomycin and
gentamicin use using the predefined start point ‘The decision to start vancomycin or
gentamicin’ and ending the process with ‘The decision to stop or to continue the
treatment’.

Second meeting: Continued mapping the process and sub processes and started
identifying the potential failures

Third meeting: Finished identifying the potential failures. Started scoring the
severity, probability and detectability of each failure along with their causes and
effects as well as making recommendations

Fourth meeting: Completed scoring the failures, listing the causes and effects and
making recommendations.

2.5.3 Comparing the two FMEAs:

In the next section the two FMEA’s will be compared by first comparing the
mapped flowcharts. The RPN values will be then be compared along with the
identified common failures. This is followed by comparing the causes and effects of
failures listed by both groups and ﬁn;cllly their recommendations to decrease the

failures.

2.5.3.1 The mapped process

The start step provided for both groups was ‘The decision to start vancomycin or
gentamicin’. The end step was ‘The decision to stop or to continue the treatment’.

Group one identified eight main steps for the use of vancomycin or gentamicin,
including the predefined start and end steps provided, and 23 sub processes (figure

4). Group two identified 10 main steps and 29 sub processes (figure 5).

The flowcharts complied by both groups including prescribing, administering and

monitoring processes. However, group two derived a more detailed flow chart for
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the use of vancomycin or gentamicin. They divided the monitoring stages into more
detailed steps and included ‘pharmacy review’ twice; this may be due to the fact
that four pharmacists, including an infectious diseases pharmacist, were present in
this group. Group one, on the other hand, included laboratory analysis as a separate
process step; this may be due to a laboratory representative being included that

group.

The sub processes listed by both groups were relatively similar with minor
differences. For example group two included checking culture and sensitivities and
Methicillin Resistant Staphylococcus aureus (MRSA) more than once while group
one mentioned checking cultures and sensitivities only in the first step and did not

mention MRSA at all.

2.5.3.2 The Risk Priority Numbers (RPN)

Each group identified 50 potential failﬁres along with their causes and effects
(appendix 16 & 17). However, from the combined total of 100 potential failures,
only 17 were common to both groups and none of these common failures had the
same RPN (table 9). When comparing the two groups it was sometimes difficult to
make direct comparisons between the failures identified by each group, due to
differences in the level of detail presented. In such cases we matched one failure

from one group with two or more from the other group where necessary (table 9).

89



Chapter 2 Reliability of FMEA

Table 9: Common failures identified by both groups in each sub process

Group 1 | Group 2
Deciding to start vancomycin or gentamicin
Not checking culture and sensitivities (if available) Not sending sample for culture & sensitivities or
before starting treatment (RPN:63) - screening for MRSA (RPN: 320).

Prescribing failures

Failure to write prescription especially junior or locum
doctors empirically (RPN: 80).

Not finding the doctor to write prescription Failure to wr1t§ prescription especially junior or locum
(RPN: 96) doctors according to specific treatment protocol (RPN:

80).

Failure to write prescription especially junior or locum
doctors according to culture & sensitivity (RPN: 80).

Prescribing wrong dose (RPN: 80) Wrong dose prescribed (RPN: 160)

Administration Failures

Nurse not informed of new prescription order Drug order written but nurse is not informed
written (RPN: 14) (especially during out-of-hours) (RPN: 210)
Drug out of stock (RPN: 16). Drug not in stock (RPN: 210).
Using wrong diluent for reconstitution (RPN: 90) Using wrong diluent for reconstitution (RPN: 288)
Wrong patient identified (RPN: 12) Wrong patient gets drug (RPN: 168).
Patient not cannulated (RPN: 16). Patient not cannulated (RPN: 240).
Dose given at the wrong time (RPN: 100). Failure to administer drug at correct time (RPN: 576).
Dose given at the wrong rate (RPN: 100) Failure to give drug correctly (wrong rate for example)
‘Wrong route of administration (RPN: 100) (RPN: 576).

Monitoring Failures

Filling in wrong form (RPN: 16) Wrong form filled (RPN: 160)

Incorrect sample and form labeling (RPN: 84). Incorrect labeling (RPN: 160).

Samples analysed in batches at specific times, Delay in analysis because samples are run in batches at

therefore failure to send sample at appropriate specified times (RPN: 210).

analysis time resulting in delays (RPN: 24)
Failure to understand/interpret reported results Not acting upon results because unable to interpret
(RPN: 84) results (RPN: 280).
Doctor does not receive results via phone nor does Results not checked (RPN: 280)
he/she check results on the computer system (RPN:
168)

Stopping or continuing the treatment

Failure to stop treatment when it should be stopped Continuing treatment inappropriately (RPN: 200).
(RPN: 54)
Failure to continue treatment (RPN:48) Stopping treatment inappropriately (RPN: 240)
Total RPN for common failures: 1,165 Total RPN for common failures: 4,518

RPN: Risk Priority Number
MRSA: Methicillin Resistant Staphylococcus aureus
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Figure 4: FMEA group one’s mapped process and sub processes
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Overall, group one scored their failures with markedly lower RPNs than group two.
The RPNs calculated for group one ranged from 12 to 168 and for group two from
32 to 576 (appendix 18). The total RPN for group one was 3,589 and for group two
was 11,585. The total RPN values for the common failures for group one was
1,165 and for group two was 4, 518, further indicating that group two scored their

failures nearly four times higher than group one.

For the eommon failures, the results of the Kolmogorov-Smirnov Z test showed
that there was a significant difference between the groups’ common severity scores
(p; 0.028) (figure 6), detectability scores (p: 0.010) (figure 7) and RPN scores (p:
0.001) (figure 8) but the difference between the groups’ probability scores failed to
meet statistical significance (p; 0.069) (figure 9).

Figure 6: Severity scores for the common failures for both groups
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Figure 7: Detectability scores for the common failures for both groups
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Figure 9: Probability scores for the common failures for both groups
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The lop five failures identified by each group were also compared. For group one,
they consisted of three monitoring failures and two prescribing failures, while the
top five laillires for group two consisted of three administration failures and two
different monitoring failures. There was no overlap between the top five failures

identified in each group (table 10)
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Table 10: Top five failures identified by each group

Group one Group two
> = Fe) =
> — B —
Potential ? = 33’3 Potential 2| Z £ bE
otentia = £ s [S . otentia ‘= ) < | = .
. Causes Effects @ ® | © {.& E| Recommendations . Causes Effects @ € | § 1.2 £] Recommendations
failure 2| 2| 2 |t>= failure 2| 2| & |Es3
(7] = o |~ Z (77} = 0 | Z
B a = (=]
1-Unclear -Can cause
changes, confusion *Nurse giving
e.g. not on the medication should be
crossing out | -Doctor in ward aware of this occurrence .
wron a rush not resulting in and query doctor or I-Failure to
g A & 7 8 3 | 168 query administer drug at 8 9 8 | s76
dose, not seeing that double pharmacist.
. . correct time
writing the doses *Have a specific section
correct previous given or no in the drug chart for
. A -Very busy
changes drug needs | dose given vancomycin and
. J s wards- -Adverse drug
clearly crossing at all. gentamicin prescribing . .
- . - - understaffed | reactions-if
2-Failureto | off -Patient to accommodate the 2-Failure to give
monitor treatment variable doses and dru drug correctl -Lack of wrong rate.
7 8 3 168 8 e y knowledge -Inaccurate 8 9 8 576 | *Use intravenous (1V)
treatment not levels (wrong rate for d .
changes modified example) and nurses monitoring pumps.
P Pationt - - not levels if the *Educate nurses.
3-Doctor ;e::\?; tr:e:z:ent *Text results to doctor's knowing the | drugs are given
does not ne pager if abnormal drug's at the wrong
: results via not . .
receive hone doe modified results. properties time.
results via phor s the *Results could be L and effects.
not inform 3-Delays in giving
phone nor doctor recorded next to the following doses
does he/she y 4 7 6 168 | record of the specimen . = 8 9 8 576
-Doctor . . while waiting for
check . when it was first sent.
fails to drug levels.
results on *Encourage ward clerk
check
the or nurses to record
computer - -
computer results in notes if results
system system for were received by phone
4 results. yP )
4-Not S;t‘:::\% a ;chct‘)trding
hecki - ; .
::e::lkmg a]j;‘?;’lzds higher 4-Results (for drug | the time -Results may
. ’ dose, may 7 3 3 147 levels) not sample was not be reliable 6 10 6 360
function Lack of i .
lead to *All prescriptions to be accurate taken on the | or accurate. *Educating who takes
(before knowledge, :
. renal supervised by request blood about the
prescribing) | not . ;
knowing failure or pharmacy. form. importance of recording
5-Not worsening *Education of medical . the time the blood was
S that renal 5- Time lag
considering . of renal staff. . . taken.
renal function function or between sending -Laborato -Delays in
. needs to be L. 7 3 3 147 sample & ory receiving 6 10 6 360
function hecked ototoxicity. - not onsite.
(when checked. receiving the results.
prescribing) results.

96




Chapter 2 Reliability of FMEA

2.5.3.3 The Causes and Effects of the failures:

Group one identified 21 causes for their failures, while group two identified 32
causes for their failures. Only 10 causes of failures (19%) were common to both
groups; these were:

1. Staff’s lack of knowledge

Differences in staff experiences

Time constraints

Protocols or guidelines not being easily accessible

Lack of communication between members of the multidisciplinary team

o v A N

No defined roles within the team for basic tasks such as checking the level
results

7. Nurses not checking patients’ identity before administering the drug

8. Phlebotomist not available to obtain blood sample

9. Nurses not trained to withdraw blood from patients

10. And finally, confusion because of different laboratory order forms available.

For the top five failures in each group, only two causes of failures were common to

both groups: time constraints and lack of knowledge (table 10).

No key differences were identified in the effects of failures identified by each
group. The overall three main effects of the failures described by each group
included adverse effects, therapeutic failure and delays in treatment or monitoring.
Adverse effects described by both groups included deterioration of renal function,
renal failure or ototoxicity, while therapeutic failure referred to treatment failure
which may ultimately lead to the deterioration of the patients’ condition. Both
groups also agreed that delays in treatment or monitoring may or may not lead to
adverse effects or treatment failure. Group two also mentioned ‘increased costs’ as

a consequence if IV antibiotics were continued to be used inappropriately.
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2.5.3.4 Recommendations

Collectively, the groups identified 65 recommendations to help decrease or
eliminate the failures. Group one listed 26 recommendations, while group two listed
39. Only nine recommendations (14%) were common to both groups (table 11) and
educating healthcare professionals was the only common reéommendation relating
to the top five failures identified by each group (table 10). The majority of the
remaining recommendations were related to improving the clinical practice of
healthcare professionals. For example, nurses to organise and store IV medication
bags in a manner that would be minimise confusion or errors, pharmacists to
supervise all prescription orders and to ensure that the ward stock is constantly
updated and clearly labeled or organised, and doctors to improve their handwriting

and record all relevant information in the patients’ notes.

Table 11: Nine common recommendations for the failures identified

1-Educate and train healthcare professionals (include basic prescribing information, the correct
prescribing, administration and monitoring of vancomycin and gentamicin as well as raising awareness
of available protocols and how to access them).

2-Introduce electronic prescribing if possible.
3-Ensure guidelines are more easily accessible.

4-Introduce a computer program that informs staff that the laboratory has received the sample and as
well as alarms the staff in the ward that the results have been reported.

5-Encourage communication between nurses and doctors.
6-Increase numbers of medical staff covering the wards.
7-Introduce bar coding for patients as well as drugs if possible.
8-Use intravenous (1V) pumps if feasible.

9-Train nurses to cannulate patients.
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2.5.3.5 Summary of finding

Table 12 summarises the differences and similarities between the two groups for the

FMEA steps three-five.

Table 12: Summary of the differences and similarities between the two FMEA

groups

FMEA steps

Step 3: Flow charts

Step 3: Failures identified

Step 3: Causes and Effects

Step 4: Scores and RPNs

Step 5: Recommendations

Summary of results

Groupl mapped eight main steps and 23 sub
processes, while group 2 mapped 10 main steps and
29 sub processes. However the same basic steps &
sub processes were identified including prescribing,

administering and monitoring the antibiotics.

Each group identified 5O different failures in the
process of care, however, only 17 (17%) of the

failures were common.

Group 1 listed 21 different causes for the failures,
while group 2 listed 32. Only 10 (19%) were

common to both groups.

Over all group 1 scored their failures with markedly
lower RPNs than group two. The RPN for group 1
ranged from 12 to 168 and for group 2 from 32 to
576. There was also a statistically significant

difference between the -severity, detectability and

RPN scores for the 17 common failures listed.

Group 1 listed 26 recommendations, while group 2
listed 39. Only nine (14%) were common to both

groups.
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2.6 Discussion

In this study the reliability of FMEA was explored by conducting two parallel
FMEAs for the use of vancomycin and gentamicin in hospital inpatients. This is the
first time that two different groups have conducted the same FMEA in parallel in
order to compare their results. Previously published papers have only conducted
one FMEA, implemented recommendations and then repeated the same FMEA,
with the same group of participants, after the new recommendations have been
implemented (Bonnabry e al, 2005; Bonnabry et al, 2006; Robinson et al, 2006). In
the present study, both groups identified similar sub processes and identified the
same number of failures, however, there were marked differences in the failures
identified, as well as in the RPN scores. These findings bring into question the
reliability and hence the value of FMEA when it is used as a tool to prioritise

hazard reduction.

It is difficult to identify conclusively why the FMEA results from the two groups
differed. Before conducting the meetings, the researcher tried to ensure consistency
between the teams when using FMEA in order to attempt to ensure that any
discrepancies between the team’s results would indeed be due to inherit limitations
of the FMEA technique rather than error or inconsistency with team leadership or
facilitation. First, the team leader and facilitator conducted an extensive background
search regarding the use of FMEA to ensure that the FMEA technique was
conducted accordingly. General guidelines for the use of FMEA, as well as
previous researchers’ experience about the use of FMEA were carefully studied and
considered. For example, JCAHO (2005) suggest that the start and end point of the

FMEA may be provided for the team to make sure the team knows the scope of the
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project, and this approach was therefore adopted. The team leader and facilitator did
not participate in the group’s discussion or influence their decisions in any way but
simply led the team through the FMEA steps and recorded the results. Consensus
was achieved at every step of the FMEA, including identifying the failures,
determining their causes and effects, scoring them and proposing recommendations
and the same ground rules were set and followed for both groups. In addition to
this, the team leader and facilitator met with the Healthcare Group of the
Engineering Design Centre at Cambridge University who were studying HRA
techniques and had previously conducted an FMEA with GPs, in order gain insight
from their experience and to avoid any mistakes. A practice session was also run
with postgraduate pharmacists and their feedback was taken into consideration for

the hospital’s FMEA.

The main differences between the results of both groups lay in the different failures
identified along with their RPN scores. Surprisingly, although both groups had
similar sub processes and identified the same number of failures, only 17% of all
failures identified were common to both groups, and even these had very different
RPN scores. Overall, group two scored their failures with much higher RPN scores
than group one. This was also the case for the common failures. This suggests that
the same FMEA might generate different results depending on the group conducting
the FMEA and whether they tend to subjectively score high or low for the failures

identified.

The group composition may have been one influence on the types of failures

identified and their RPNs although it was ensured that at least one representative
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from each discipline was present during the meetings. Group one included
laboratory analysis as a separate process step; this may be have been because a
laboratory manager was in the group. Group two, on the other hand, developed a
more detailed flow chart for the use of vancomycin or gentamicin. They divided the
monitoring stages into more detailed steps and included two ‘pharmacy reviews’;
this may be because four pharmacists, including an infectious diseases pharmacist,

were present in this group, while group one included only two pharmacists.

The wide differences between the scores may also be partly attributed to the fact
that the industrial FMEA ten-point scale was used and detectability scores were
included, both of which allow for greater discrepancies than when using a shorter
scale and fewer categories. As with prioritising the failures, there are no set rules
for the scoring scales used to describe severity, probability and detectability. Some
studies have used four- point scales (Day et al, 2007; Van Tilburg et al, 2006),
others five- point scales (Wehrli-Veit er al, 2004) and some ten-point scales
(Bonnabry et al, 2006; Apkon et al, 2004). Furthermore, not all studies include the
detectability scores when calculating the RPN. HFMEA only includes the severity
and probability scores initially; the detectability scores are determined only if the
failure identified warrants further action as determined by a decision tree. To test
whether removal of detectability would alter the conclusions, the total RPN values
for the failures without the detectability scores were compared. The total RPN,
without the detectability scores, for group one was 1,238 and 2,056 for group two,
indicating that there was still a significant difference between the groups’ total

RPNs (p: 0.000) using the Kolmogorov-Smirnov Z test.
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The effects of the failures identified by both groups reflect the FMEA’s objective,
which was to focus on patient safety in relation to the use of these two antibiotics.
From a total of 53 causes of failures identified by both groups, only 10 (19%) were
similar. Furthermore, the common causes identified, such as lack of knowledge,
time constraints, protocols not being accessible and lack of communication, are
causes that are common to many areas, both within and outside of healthcare. For
example, Reason’s Organisational Accident Model recognises these common
causes as ‘error-producing conditions’ that result from managerial decisions and
organisational processes (Reason, 1995; Dennison, 2005). These causes have also
been reported in previous studies of medication error (Taxis and Barber, 2003;
Dean er al, 2002). While some causes were identified by both groups, the failures
and more importantly their seriousness, frequency and detectability were noticeably
different. This indicates that although one aspect of the whole process was similar,
the overall outcomes differed dramatically between the two groups and there would
be no guarantee that addressing the similar causes would ultimately address the

failures or decrease their RPN to the same extent.

The decision to closely compare the top five failures was based partly on the
literature and partly on a pragmatic judgment that in practice only a small number
of changes would be focused on. In the published literature, there are no standard
rules regarding the number of failures that should be focused on. Previous studies
have chosen to address failures with the highest five RPN (Williams and Talley,
1994; Adachi and Lodolce, 2005), the highest six RPN (Cheung et al, 2006) or even
their highest 30 RPN scores (Kunac and Reith, 2005). Other studies have addressed

failures with an RPN greater than the mean (Kozakiewicz et al, 2005). If we chose
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to address the failures with a RPN greater than the mean, then the first 26 failures in
group one would need to be addressed and the first 24 failures in group two.
Furthermore other studies have specified a cut off point for RPN at which any
failures with a RPN higher than the cutoff point would be addressed (Burgmeier,
2002; Apkon et al, 2004). The difference between the two groups in the present
study is particularly dramatic if this last method is used. The highest RPN for
group one was 168 (for three failures). However, in group two, 34 failures were
given an RPN of 168 or more. This means that if we had chosen a cut-off of 168,
we would have only addressed three failures in group one, and 34 in group two. If a
higher cut off point is chosen, for example 200, then group one would have no

failures addressed at all.

In addition to concluding that the same FMEA conducted by two different groups
generates different results, it is important to highlight that there is no real
consistency for the use of the FMEA technique itself and that different sources of
references may provide different guidelines (McDermott et a/ 1996; Stamatis, 2003;
JCAHO, 2005) about the ideal ways for its use as highlighted in the introduction in
chapter 1. Although the same steps are followed, the literature review in chapter 1
has shown discrepancies within these basic steps. These discrepancies include:
¢ Using different scoring scales: Some studies use a 10-point scale (Bonnabry et
al, 2005, 2006, 2007), while others use a five or four point scale (Uslan et al,
2004; Singh et al, 2004; Stanton et al, 2007). Furthermore, some studies choose
to use a descriptive scale without even assigning numerical values (Coles et al,

2005; Wetterneck et al, 2006).
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e Even if two hospitals used a 10-point scoring scale, the description and
interpretation of the numerical values differs from one place to another as each
hospital modifies the scale it uses.

e The decision to include or exclude the detectability scores in the RPNs.

¢ How the scores are derived: Some studies report that the RPNs are obtained by
consensus (Bonnabry et al, 2006; Bonnabry er al, 2005; Van Tilburg et al,
2006) while others used the average scores (Apkon er al, 2004; Burgmeier,
2002).

e Which failures are addressed? The top five or ten or specifying a cut off point
for RPN at which any failures with a RPN higher than the cutoff point would be
addressed?

e What is done with the recommendations or outcomes? Some studies have
simply implemented recommendations without recalculating the FMEA (Day ef
al, 2007; Cheung et al, 2006; Ford et al, 2009; Riehle er al, 2008) while others
repeat the FMEA after changes are implemented to determine whether the RPN
values have decreased (Apkon et al, 2004; Saxena ef al, 2005; Bonnarby ef al,
2008; Van Leeuwen et al, 2009 ).

¢ Finally, the purpose of conducting an FMEA. As mentioned before, in countries
like the USA, it is mandatory to conduct an FMEA in the hospital setting. Does

this sense of obligation add bias to the results?

The above discrepancies in the tool’s usage thus further support the claim of
FMEA’s unreliability because published studies have shown that there is no

consistency for its use by different healthcare institutions.
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The main limitation of this study and of FMEA in practice was that it was difficult
to recruit healthcare professionals with matched levels of experience and
knowledge in each group. However, it was ensured that at least one senior doctor,
“senior nurse and senior pharmacist participated in each group as the key disciplines
involved in this process. Also, unlike in the USA where hospitals are required and
expected to conduct FMEAs, we relied on participants volunteering to participate.
Although hospitals in the USA are expected to conduct at least one FMEA, most
published papers indicate that the main disadvantage encountered was how much
time consuming FMEA was (Cheung et al, 2006; Nickerson et al, 2008; Kunac and
Reith, 2005). In this study the main difficulty we also experienced was the difficulty

in recruiting participants who could take the time to attend the FMEA meetings.

Initially it was intended to also test the ‘test-retest’ reliability by asking both groups
to determine the severity, probability and detectability scores again on a different
occasion in order to assess whether their responses had changed or not. However,
this was not feasible as it was not possible for the same healthcare professionals to
attend another meeting due to time constraints, increased workload and a merger
between the trust and another large teaching hospital in London. Furthermore, as
hospital guidelines and policies are periodically updated, it would have also been
impossible to rule out that any ‘test-retest’ differences were not due to other
confounding factors such as updated guidelines, new policies or reported incidents
or even due to the participants’ learning following their first experience with
FMEA. As the hospital environment, including guidelines and policies, is
constantly re-evaluated and updated, the ‘test-retest’” may not have been

meaningful.
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Although the results cast doubt on the reliability of FMEA, it may still be an
important and useful tool to help guide hospitals to potential failures. It allows
healthcare professionals from different disciplines to get a shared understanding of
the process of care and its inter-relationships as well as share the tangle of action
and the drive to bring on change and improvement. In this study, all the participants
said that this FMEA allowed them to examine a process thoroughly as part of a
multidisciplinary team. However, considering the hours invested in FMEA, it would
only be beneficial if it resulted in changes in patient care and helped avoid
‘potential errors’ from reaching the patients. Although recommendations at the end
of the process were included by both groups, they were not implemented or tested
in this study. It is therefore unknown whether or not the groups’ recommendations
would decrease the RPN of a potential failure or whether the RPN value would be

lowered to the same extent in both groups or even make the process safer.

2.7 Conclusion

The results of this study call into question the reliability of the FMEA since its
outcomes cannot be repeated; instead the results appear to depend on the individual
groups’ experience, knowledge and perceptions. The fact that different groups
identify different high risk failures makes it impossible to tell which failures should
be addressed and thus where money, time and effort should be allocated to avoid

these failures.

In the next chapter (chapter 3) the validity of FMEA will be explored.
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‘It is hard to know what you are talking about in mathematics, yet no
one questions the validity of what you say. There is no other realm of
discourse half so queer.’

James R. Newman, 1989
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3.1 Introduction

In chapter 2 the reliability of the FMEA was called into question since its outcomes

depend on the participating team and cannot be repeated.

In this chapter the validity of the FMEA process related to the use of vancomycin
and gentamicin is tested. The chapter is divided into six main sections. In the first
section the general types of validity will be explained with an emphasis on the
validity tests that were used in the present study. Sections two to five each describe
a different validity test for FMEA. Each section includes methods, results and a
brief discussion. The sixth and final section is an overall discussion and presents the

conclusions.

3.2 Validity

Validity is concerned with the accuracy of data (Smith, 2002). It is an assessment of
whether an instrument measures what it aims to measure (Bowling, 2002). In
science, validity is essential to a research proposal’s theoretical framework, design
and methodology, including how well specific tools or instruments measure what
they are intended to measure (Higgins and Straub, 2006). While the definition of
validity seems relatively simple and straightforward, there are several different
types of validity. Each of these types takes a somewhat different approach in
assessing the extent to which a measure measures what it purports to (Cérmines and

Zeller, 1979).
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3.2.1 Types of Validity

* Face validity: This is the first test of validity (Smith, 2002). It refers to the
investigators’ or an expert panel’s subjective assessment of the presentation
and relevance of the instrument: do the questions appear relevant,
reasonable and clear? (Bowling, 2002).

* Content validity: This is concerned with the extent to which an instrument
covers all relevant issues (Smith, 2002). It is more systematic than face
validity and involves the judgments, usually made by a panel, about the
extent to which the contents of the instrument appears to examine and
include the domains it is intended to measure (Bowling, 2002).

» Criterion validity: This refers to the extent to which the instrument
correlates with other measures of the same variable (Bowling and Ebrahim,
2006). To demonstrate criterion validity, the results are compared with
established standard methods of col]lecting the same information.

* Construct validity: For questionnaires, construct validity is concerned with
whether or not a question or a group of questions corresponds to what is
understood by a construct or concept. To achieve construct validity, the
researcher must include questions that easily be answered and which
provide a classification that reflects the components and complexities of a
theoretical construct (Smith, 2002). It is confirmation that the instrument is
measuring the underlying concept it purports to measure (Bowling, 2002).
Carmines and Zeller (1979) report that construct validity is concerned with
the extent to which a particular measure relates to other measures consistent

with theoretically derived hypotheses concerning the concepts that are being
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measured, i.e. the validity seeks agreement between a theoretical concept

and a specific measuring procedure or device.

In most cases the validity tests mentioned above are applied to questionnaires or

surveys. Since the FMEA process comprises of several steps, the above approaches

to assessing validity were adapted in order to test FMEA’s validity. Therefore the

above validity tests were applied to this study as follows:

Face validity: In the present study, this was taken to refer to the
researcher’s and supervisors’ subjective assessment of the process mapped
out by the FMEA teams.

Content validity: Here we included the judgement of healthcare
professionals who did not participate in the FMEA teams to determine the
extent to which the contents of the FMEA appeared to include all the
domains judged to be required.

Criterion validity: This involved assessing the extent to which parts of the
FMEA correlated with other similar objective measures.

Construct validity: Carmines and Zeller (1979) state that construct validity
is by necessity theory-laden, therefore it is impossible to ‘validate’ a
measure of a concept in this sense unless there exists a theoretical network
that surrounds the concept. The main theory behind FMEA is to prioritise
failures and this is achieved by calculating the RPN value. The
mathematical properties of the scoring scales used were therefore assessed

and their use in FMEA was evaluated.
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3.3 Aim and objectives:
3.3.1 Aim

The aim of this part of the study was to explore the validity of the FMEA process.

3.3.2 Objectives

The objectives were:

» To assess the face validity of FMEA through observation of the process
being studied.

» To test content validity of the FMEA by presenting the FMEA findings
presented in chapter 2 to other healthcare professionals.

> To test criterion validity of the FMEA by comparing the FMEA findings
with audit data available at the study hospitals, data reported on the trust’s
incident report database and data collected from the laboratory.

» To assess construct validity by exploriﬁg the relevant mathematical theories

involved in calculating the RPN.

In the following section, each validity test along with its results and discussion are
described separately. The chapter will conclude with an overall discussion of the

findings.

3.4 Face validity

3.4.1 Methods

To explore the face validity of the FMEA, observational work was carried out. All
observations focused on the use of vancomycin and gentamicin. The researcher

shadowed a number of pharmacists on their daily clinical pharmacy visits to
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medical and surgical wards for a period of two weeks. Two days were also spent in
the microbiology and chemistry laboratories. Permission was obtained from
consultants to attend a number of ward rounds and from nurses to observe the

process of administering vancomycin and gentamicin to patients.

Other aspects of the process such as blood sampling from patients, nurses receiving
laboratory results on the phone or doctors checking the computer systems for the
levels were not directly observed as they occur at unpredictable times during the
day. Instead, information about these steps was obtained indirectly through
conversations with the ward nurses and pharmacists. Before the FMEA meetings
were conducted, the researcher created a flowchart mapping the use of vancomycin
and gentamicin as observed. This flowchart was further revised by the supervisors
who have a strong clinical background. This flowchart had not been seen by the
FMEA team members in order not to influence them and to avoid bias. The

researcher’s flowchart was subsequently compared with those developed by the two

FMEA teams.

3.4.2 Results and Discussion

Figure 10 presents the flowchart developed by the researcher following the

observations of the relevant processes.
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Figure 10: Flow chart for the use of vancomycin and gentamicin as developed

by the researcher.
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To assess the face validity of FMEA, the flowchart in figure one was compared to

the mapped processes prepared by the FMEA teams (chapter 2, pages 89 & 90).

The first main difference was that the flowchart style developed by the FMEA team

did not include the ‘yes’ and ‘no’ choices. Instead the team developed a simple

event line and included the sub processes under each main step identified. In spite
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of the differences in the flowchart design, the main steps identified by both teams
were the same as those identified by the researcher through observations on the
ward. These steps included prescribing, administering and monitoring the use of
vancomycin or gentamicin. The start and end steps of the FMEA processes mapped
by the groups were more concise than that presented in figure 10 because both
groups were provided with these start and end steps. Key issues such as cultures
and sensitivities, empirical treatment and modifying treatment after levels are
reported were also acknowledged by both groups and by the researcher. The second
main difference between the FMEA flowcharts mapped by the FMEA teams and
that developed by the researcher is the level of details presented in the FMEA
flowchart. The teams identified more detailed sub processes to help them list the

failures more easily. Thus, the first validity test of FMEA proved to be positive.

3.5 Content validity

The second validity test, known as content validity, ensures that the process covers
all relevant issues related to the use of vancomycin and gentamicin. For this,
healthcare professionals not involved in the FMEA itself but involved in the use of
vancomycin and gentamicin in the same NHS Trust were contacted and asked to

comment on the complete FMEA sheets (appendix 16 &17).

3.5.1 Methods

Initially 70 healthcare professionals including senior doctors, junior doctors,
pharmacists, nurses, laboratory personnel, service managers and risk managers had
been contacted to participate in the FMEA meetings. Only 14 actually participated
in the meetings (chapter 2 page 84). The remaining 56 were contacted again after

the FMEA was completed and shown the FMEA flow chart and the potential
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failures identified. They were invited to comment as to whether or not they agreed
with the mapped process and the potential failures identified. E-mail reminders

were sent once a week for three weeks.

3.5.2 Results and Discussion

Only four (7.5%) of the 56 healthcare professionals agreed to comment about the
FMEA, and only three (5.4%) actually replied after three weeks of E-mail
reminders. All three respondents were medical consultants (15 of the 56 healthcare
professionals contacted were medical consultants). Two were sent group one’s

FMEA and one was sent group two’s FMEA.

Their comments were as follows:

Group one

Consultant one:

“I can see the value of identifying every step in the process of prescribing,
administering and monitoring the use of these drugs. I think my main query
is about the use of the severity/likelihood/detectability scores, and what
scales you use, and how you derive them. In risk analysis this is a frequent
cause of confusion.”

“I agree with the methodology, and with the attempt to break down the
process of giving these drugs into the many different steps or components. I
have had a look at these and I am unable to identify any glaring omissions,
or find any changes in the proposals for remedial action.”

“I would still query some of the severity/probability scores you have
adopted, and ask what assumptions you have made in choosing them.”

Consultant two:

“Sub process la: Not taking proper history of penicillin allergy — if patient
is not really allergic, then vancomycin not really the best option.

Sub process 2a: Does weight not need to be checked and age to work out
dose?

Sub process 2c: 1 disagree with need to find doctor to write prescription. It
is the doctor who decides to write it, so by definition the doctor is there.”
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“There is a whole very important tranche of result interpretation that
doesn’t seem to be covered in existing documents this is the recording of the
timing of the level and the timing of the dose.

And then IF these are recorded (and they are often not or the timing of the
blood being drawn is but this information is not transposed onto the
computer result),

that the doctor checks the relative timings of level and dose before trying 1o
interpret the level.

This is in my experience THE commonest failing and far more important
than the nurse finding the drug or the prescription being legible etc.

One of the ways in which this failing can be addressed is to insist that all
regular vancomycin prescriptions are for 10am (and again at 10pm if twice

daily) so that the routine phlebotomy service will take the blood at the right
time.”

Group two

Consultant one:

“Looks excellent - very comprehensive. I can't think of any processes/risks
that have not been addressed.”

The consultants who revised group one’s FMEA had a number of comments and
additions to the completed FMEA sheet. The first consultant did not have comments
regarding the FMEA data but instead questioned the evidence behind the use of the
scoring scales. This highlights two important issues; first the queries mentioned
about the scoring scales suggested that the consultant was not familiar with fact that
the FMEA process involves using scoring scales that have been previously
developed and used in different industries including healthcare. Second, these
comments highlight difficulties of using such scales particularly since subjective
assumptions play a large role when choosing a score. These comments are similar
to those that will be presented by the SPI participants in chapter 5. The second
consultant commented on the sub processes and failure identified, indicating that

there were still failures that the groups did not identify such as checking for
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allergies and recording the patients’ weight and age. Furthermore, from this
consultant’s experience, some failures deserved a much higher priority than others.
This clearly emphasises the subjective nature of the FMEA data. More importantly,
from the consultant’s point of view, the RPN values of some failures may have
differed if she/he had participated in the FMEA meetings. As for group two’s
FMEA, the consultant seemed content with the FMEA data provided and did not

make any further comments.

Though few, these results bring into question the content validity of FMEA.
However, there are two important arguments here. First, the response rate from the
healthcare professionals was very low and from the three consultants who revised
the FMEA outcomes only one had specific comments about the FMEA data
provided, while the remaining two said they were content with the data. Thus it is
not entirely fair to claim that the content validity test for FMEA was not successful.
The second argument is that content validity refers to extent to which an instrument
or tool covers all relevant issues. Does this mean that if 90% of the instrument or
tool covers all relevant issues is it valid? Or does it become invalid since 10% of the
issues were not covered? In order to be able to exclusively determine whether the
content validity test of FMEA has a positive or negative outcome, the FMEA data
would need to be reviewed by more healthcare professionals. What this test
suggests is the confirmation that the FMEA results will depend on the pérticipants’
experiences and views and that a multidisciplinary team may still not be able to

identify and cover ‘all’ the potential failures within a process.
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3.6 Criterion validity

To test the criterion validity of FMEA, the extent to which the FMEA data
correlated with other measures of the same variable was explored. Three different
approaches were used, two of which involved comparing the FMEA data to existing
data from the trust’s incident report database and the trust’s audits; while the third
method involved collecting new data from the laboratory. Each method will be

described in turn along with its results and discussion.

3.6.1 Ethics approval

Before the start of this study, an ethics application was submitted to the Riverside
Research Ethics Committee. Initially a notice of substantial amendment was
submitted to the first ethics application submitted for the FMEA meetings in May
2007 (chapter 2, page 76) in order to collect data from the hospital to compare it to

the results obtained from the FMEA meetings. However the ethics committee
requested a new application form to be sent rather than a substantial amendment. A
new ethics application form was compiled and sent in October 2007. The committee
requested clarifications to the application in November and final approval was
granted in January 2008. Research and Development approval was then sought

from the trust and approval was granted by March 2008 (appendix 19).

3.6.2 Comparing FMEA to existing data

In the following section data collected from the hospital’s incident report database
and from previously conducted audits related to the use of vancomycin and

gentamicin will be compared to the FMEA data generated by the teams in chapter 2.
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3.6.2.1 Trust’s incident report database

The trust uses an incident reporting database, called Datix (introduced in 2006), to
record clinical and non-clinical incidents and keep track of their progress as the

causes are investigated and reviewed.

The medication incident report form is available on the trust’s intranet and includes
mandatory and non-mandatory fields with some fields chosen from the drop down
menu. The severity of the incident is a mandatory field to complete while

probability of the incident occurring is not mandatory.

The severity index is selected from the following options:

None: No harm
Minor: Minimal harm, extra observation or minor treatment required.
‘Moderate: Short term harm. Further treatment or procedure required.

Major: Permanent or long-term harm-major incapacity.

YV V V VYV V

Extreme: Death

The probability of the incident occurring again is rated as:

» Rare: Not expected to occur for years.
Unlikely: Expected to occur at least annually.
Possibly: Expected to occur at least monthly.

Likely: Expected to occur at least weekly.

Y V. V VY

Certainly: Expected to occur at least daily.

Since the FMEA failures include severity and probability scores, they were
compared to the severity and probability scores recorded in the reported incident

forms on Datix.
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3.6.2.2 Methods

Incidents involving the use of 1V gentamicin or vancomycin were retrieved from
Datix between January 2006 (when Datix was introduced) and January 2009.
Incidents that did not specifically mention vancomycin or gentamicin or were
related to the use of theses antibiotics in children and patients on dialysis were
excluded. Incidents involving the continuous infusion of vancomycin, for example

in the intensive care unit, were also excluded because they were excluded from the

FMEA discussions.

A list of all the reported incidents related to the use of vancomycin and gentamicin
along with their severity and probability scores were collected and complied in a
table. For each incident reported, a list of corresponding FMEA failures identified
by the FMEA teams was then compiled by the researcher. When comparing the
incidents.reponed to the FMEA failures identified, it was someﬁmes difficult to
make direct comparisons because some reported incidents included a number of
errors or failures, while other incidents did not provide enough information. In such
cases, the researcher matched one reported incident with two or more FMEA
failures where necessary and this was then reviewed by one of the supervisors. Any
discrepancies or disagreements were resolved after discussion and an agreed list of
corresponding FMEA failures to the reported incidents was compiled (appendix

20).

After the list of reported incidents and their corresponding FMEA failures were
compiled, the severity of the incidents reported on Datix and its probability of

occurrence and the severities of their corresponding failures and their probabilities
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were tested for correlation. However, for some reported incidents the probability of
the error occurring again was not reported because it was not a mandatory field to

complete on the incidents report form.

There are three common correlation tests: Pearson’s correlation, Kendall’s rank

correlation and Spearman’s correlation.

e Pearson’s r correlation: Pearson r correlation is widely used in statistics to
measure the degree of the relationship between two sets of interval/ratio data.
For the Pearson r correlation, both variables should be normally distributed.

e Spearman’s correlation: Spearman rank correlation is a non parametric test
that is used to measure the degree of association between two variables. It is
used when the data is not normally distributed or when ordinal data are being

compared.

e Kendall’s tau correlation: Kendall’s rank correlation is also a non-parametric
test that is used when the data is not normally distributed or for ordinal data. It
should be used rather than Spearman’s coefficient when a small data set as

small as 9 is used (Siegel, 1956).

Since the data set was non parametric, the correlation between the FMEA severity
and probability scores and the Datix severity and probability scores was calculated

using Spearman’s correlation.

Since the probability scores were not completed for all incidents reported on Datix,
it was decided to compare the FMEA probability scores with the Datix incidents
using another method. However, comparing the FMEA probability scores with
other sources of data is complex because the FMEA probability scores are

presented by two ways (appendix 2):
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e One method related to reporting the probability per event, for example ‘a
probability of 1 in 20 events’. However, the term ‘event’ used in the scoring
scale (appendix 2) is not defined and it is not clear whether ‘1 in 20 events’
refers to ‘1 in 20 patients’, or ‘1 in 20 prescriptions written’ or even ‘1 in 20
antibiotic doses administered’. Since the denominator was not clear, it was
decided not to use this method for comparing the probability scores.

o The other method relates to reporting the probability of the failure occurring
during a specific time period, for example ‘a probability of one occurrence
per month’ and this may be described as the frequency. This was the method
chosen to compare the FMEA probability failures with the frequency of

similar incidents reported on Datix.

The FMEA failures were first listed together with the probability of occurrence
estimated by the FMEA team. The corresponding incidents reportéd on Datix.
similar to the failures identified by the FMEA team were then listed. The frequency
of reported incidents on Datix similar to the FMEA failures was then calculated

over a three year period.

3.6.2.3 Results and Discussion

In total, 52 incidents were retrieved for the period January 2006 to January 2009 but

only 23 were included in the analysis (figure 11).
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Figure 11: Incidents reported for the use of vancomycin and gentamicin
included in the analysis.
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These incidents were probably picked up in the search if the antibiotic was specified in other fields on the
report form. These incidents were excluded because the field in which the antibiotic was specified was not
found during the search.

A total of 14 reported incidents from 23 (60.9%) were compared to the FMEA
failuies. The remaining nine reported incidents (39.1%) were not compared to any
FMEA failures because the FMEA teams did not identify these incidents as failures
during the meetings. Of the nine incidents, seven (78%) were related to omitted
doses and two incidents (22%) reported that the wrong route for the medication had

been prescribed on the drug chain. This again suggests that both groups did not
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identify all the potential failures as previously reported when content validity was

assessed.

3.6.2.3.1 Comparing the severity scores

Figure 12 shows that the severity scores on Datix were either ‘no harm’ or ‘minor
harm’, while for the FMEA failures, the lowest severity score was 2 for only one
failure and the highest score was an 8 (major injury), with the majority of scores
ranging between 5 and 7. This highlights the extensive difference between the
perceived severities of similar failure scenarios. This great difference can probably
be attributed to the fact that with Datix, the error or failure is reported
retrospectively, i.e. the person reporting the incident has witnessed the effect of the
error-if any- on the patient and thus the reported severity score is based on the
actual effect of the error on the patient. While with the FMEA, the failures
indentified by the ;groups were identified as prospective failures, i.e. potentia;]
failures. This perhaps made it difficult for the FMEA team members to determine
the true effect of this failure and thus in some cases the groups were perhaps
presuming the worst effects of certain failures on the patients. Furthermore, figure
12 highlights the differences between the severity scores assigned for the same

failure by each FMEA team.
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Figure 12: Severity descriptors for incidents reported on Datix and the
equivalent FMEA failures and their severity scores (n:15).
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The correlation between the FMEA severity scores and Datix severity scores was

also calculated using Spearmaivs correlation (table 13).

Table 13: Correlation coefficient and significance value for FMEA and Datix

severity scores

EMEA severity scores

Datix severity scores
Correlation coefficient
Sig (2-tailed)
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A negative correlation coefficient (-0.174) indicates that there is no agreement
between the severity scores identified by the FMEA team members and the severity

scores for the similar reported incidents on Datix.

3.6.2.3.2 Comparing the probability scores:

The reported probability scores on Datix, where the probability field was
completed, were compared to the FMEA scores by the same method the severity
scores were compared. The Spearman’s correlation is presented in table 14 and
figure 13 summarises the results.

Table 14: Correlation coefficient and significance value for FMEA and Datix
probability scores

Datix probability scores
FMEA probability scores | Correlation coefficient -0.092
Sig (2-tailed) 0.766

A negative correlation coefficient (-0.092) indicates that there is no agreement
between the probability scores identified by the FMEA team members and the

probability scores for the reported incidents.
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Figure 13: Probability descriptors for incidents reported on Datix and the
equiAaient FMEA failures and their probability scores (n:13).
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From figure 13, the lowest probability score for the FMEA failures was 3 for two
failures. All the remaining scores ranged between 5 (one occurrence every six
months) and 9 (one occurrence every three to four days); and the only failure given
a probability of 9 by the FMEA team had an equivalent probability of ‘rare’
reported on Datix. Over all the FMEA participants anticipated that the probability
of the majority of failures will occur again at least once a month (probability score
of 8), while the majority of similar incidents reported on Datix were unlikely to
occur, i.e expected to occur again annually. This indicates that the probability
scores based on subjective assumptions and experiences are neither reliable nor
valid since they are neither consistent nor accurate, as shown by the discrepancies

of the scores shown in figure 13.

28



Chapter 3 Validity of FMEA

Since not all the probability scores for the Datix incidents were reported by the
healthcare professionals reporting the incident, it was decided to attempt to compare
the probability scores by comparing the frequency of incidents reported over a three
year period with the probability scores estimated by the FMEA teams as presented

in table 15 and figure 14.

129



Table 15: FMEA failures and probability scores and the number of incidents reported and their calculated probabilities.

Failures identified by Probability Number of Mean frequency of Comment
FMEA score of FMEA incidents incidents being
failure reported on reported on Datix
Datix similar to
the FMEA
failure

Failure to Group 1: 3 incidents Frequency: An Group 1 scored this failure/incident
understand/interpret probability score | reported in 3 average of 1 incident with a low probability score reflecting
reported level results (group | 3: a probability years® per year. that they did not think it occurred

1) or not acting upon results
because unable to interpret
drug level results (group2)

of 1 in 15,000

(0.0067%) or one
occurrence every
one or two years.

Group 2:
probability score:
8-a probability of
1 in 8 (12.5%) or
1 occurrence per
week

more than once a year which was
similar to the frequency of reported
incidents on Datix. Group two on the
other hand recorded that this
failure/incident occurs on weekly
basis. This highlights the discrepancy
between the groups’ scores.

® Data collection period between January 2006 and January 2009.
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Failures identified by Probability score Number of Mean frequency of Comment
FMEA of FMEA failure incidents incidents being
reported on reported on Datix
Datix similar to
the FMEA
failure

Failure to Group 1: 3 incidents Frequency: An average | Group 1 scored this failure/incident with
understand/interpret reported | probability score | reported in 3 of 1 incident per year. a low probability score reflecting that
level results (group 1) or not | 3: a probability of | years’ they did not think it occurred more than

acting upon results because
unable to interpret drug level
results (group2)

1 in 15,000

(0.0067%) or one
occurrence every
one or two years.

Group 2:
probability score:
8-a probability of
1in 8 (12.5%) or
| occurrence per
week

once a year which was similar to the
frequency of reported incidents on
Datix. Group two on the other hand
recorded that this failure/incident occurs
on weekly basis. This highlights the
discrepancy between the groups’ scores.

° Data collection period between January 2006 and January 2009.
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Failures identified by | Probability score Number of Mean frequency of Comment
FMEA of FMEA failure incidents incidents being reported
reported on on Datix
Datix similar to
the FMEA
failure
Wrong dose prescribed Group 1& 2: 2 incidents Frequency: 2 incidents Both groups gave the
(group | &2) probability score reported reported during the 3 year | FMEA failure a
8- a probability of period. probability score of 8
1 in 8 events while only 2 incidents
(12.5%) or one were reported.
occurrence per
week.
Level results not accurate | Group 2: 1 incident Frequency: | incident Group two have given this
(group 2) probability score: | reported during the 3 year period, | failure the highest

10- a probability
of 1 occurrence in
every 2 events
(50%) or more
than one
occurrence per
day.

therefore the incident
does not occur on daily
basis or even annually.

probability score.
However, only 1 similar
incident was reported over
a 3 year period.
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Failures identified by Probability score Number of Mean frequency of Comment
FMEA of FMEA failure incidents incidents being reported
reported on on Datix
Datix similar to
the FMEA
failure
Not considering renal Group 1: 2 incidents Frequency: 2 incidents Only 2 similar incidents
function before probability score : | reported during the 3 year study were reported during the
prescribing (group 1) 7- a probability of period. last 3 years.
1in 20 (5%)or 1
occurrence per
month
Delays in giving Group 2: 2 incidents Frequency: 2 incidents Only 2 similar incidents
following doses while probability score : | reported during the 3 year period. | were reported during the

waiting for drug levels
(group 2)

9- a probability of
[in3(33.3%)or 1
occurrence every
three to four days

last 3 years.
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Table 15: Continued

Failures identified by Probability score Number of Mean frequency of Comment
FMEA of FMEA failure incidents incidents being
reported on reported on Datix
Datix similar to
the FMEA
failure
Not communicating with Group 1: 1 incident Frequency: 1 incident Only 1 similar incident
consultant or other team probability score: | reported reported during the 3 were reported during the
members (group 1) 9- a probability of year period. last 3 years, while the
1 in 3 (33.3%) or FMEA group 1 estimated
1 occurrence that this incident is likely
every three to four to occur every few days.
days
Failure to give drug Group 2: I incident Frequency: 1 incident Only 1 similar incident
correctly for example probability score: | reported reported during the 3 was reported during the

wrong rate (group 2)

9- a probability of
1 in 3 (33.3%) or
1 occurrence
every three to four
days

year period.

last 3 years while the
FMEA group 2 estimated
that this incident is likely
to occur every few days.
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Failures identified by | Probability score Number of Mean frequency of Comment
FMEA of FMEA failure incidents incidents being reported
reported on on Datix
Datix similar to
the FMEA
failure
Not using ideal body Group 1: 2 incidents Frequency: 2 incidents Only 2 similar incidents
weight in dose probability score: | reported during the 3 year study were reported during the
calculation (therefore 8- a probability of period time. last 3 years; however
wrong dose) (group 1) 1in8(12.5%) or 1 group 1 estimated that this
occurrence per incident/failure was likely
week. to occur every week.
Unclear changes (for Group 1: 2 incidents Frequency: 2 incidents Only 2 similar incidents
example not crossing out | probability score: | reported during the 3 year study were reported during the

wrong dose, or not
writing cotrect changes
clearly) (grouptl)

8-a probability of
1 in 8 (12.5%) or 1
occurrence per
week.

period time.

last 3 years; however
group 1 estimated that this
incident/failure was likely
to occur every week.
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Failures identified by Probability score Number of Mean frequency of Comment
FMEA of FMEA failure incidents incidents being reported
reported on on Datix
Datix similar to
the FMEA
failure
Nurse unable to read Group I: 1 incident Frequency: 1 incident Only 1 similar incident
prescription order (group | probability score : | reported reported during the 3 year | was reported during the
D) 8-a probability of period. last 3 years.
1in 8 (12.5%) or 1
occurrence per
week
Dose given at wrong time | Group 1: 1 incident Frequency: 1 incident Again this failure
(group 1) or failure to probability score reported reported during the 3 year | highlights the great

administer drug at correct
time (group 2)

S: a probability of
1 in 400 (0.25%)
or one occurrence
every six months
to one year.
Group 2:
probability score:
9- a probability of
1in 3 (33.3%) or 1
occurrence every
three to four days

period.

discrepancy between the
groups’ predications.
Group one estimated that
the failure would occur
once every 6 months to a
year while group 2
estimated its occurrence
every few days. Only 1
similar incident was
reported.
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Figure 14: Comparing FMEA probability scores
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Common failures identified by the FMEA and incidents reported on the
incident database

Comparing the FMEA failures with incidents reported on the trust's reporting
database proved to be a challenge. Only a small number of incidents were retrieved
perhaps partly because Datix was only introduced in 2006. Furthermore, reporting
databases are known to be unreliable because of underreporting. The 10M (1999)
states that underreporting is believed to be the ‘plague’ of all incident reporting
programs especially in their early years of operation. It is stated that underreporting
of adverse events is estimated to range from 50%-96% of the adverse ef'fects
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actually occurring annually (Leape, 1994; Cullen et al, 1995; IOM, 1999). In a
recent comparison between reporting systems and systematic review of records, the
reporting systems detected only about 6% of the adverse events found by systematic
review of records (Sari et al, 2007). Vincent aﬁd colleagues (2008) further state that
reporting systems do not effectively detect adverse events and that although they
are valuable they cannot and never will act as a measurement system for safety.
Although the reporting systems can detect a broad range of adverse events, these
systems miss the vast majority of events and cannot provide stable estimates of the
true underlying defect rates, which has resulted in the development and evaluation
of other detection methods that do not rely on spontaneous reporting (Murff ez al,
2003). Medication errors have also suffered from underreporting although it is one
of the most common methods to report medication errors (Chiang et al, 2006).
Nurses estimate that only between 25% and 63% of medication errors are actually
reported (Chiang et al, 2006; Wakefiled et al, 2005); while a study by Franklin et al
(2009) compared four methods of detecting prescribing errors. Spontaneous
reporting identified only 1% of all prescribing errors while prospective data
collection identified 36% of all prescribing errors and retrospective reviews
identified 69%. Another study by Franklin ef al in 2007 stated that pharmacists
perceived an incident report form to be merited for 4% of the errors identified (total
of 474 errors were identified), but forms were actually completed for only about

0.2%.

Comparing the FMEA failures to Datix incidents proved to be a difficult task for a

number of reasons which included:
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1. Differences in the level of details provided. The majority of the reported
incidents were more detailed, while the FMEA failures were more succinct
(appendix 16&17).

2. In spite of the level of detail provided for the reported incidents, it was
sometimes difficult to identify a specific error or failure especially if the
incident was composed in ‘story like’ form.

3. On several occasions, single reported incidents included more than one
failure identified by the teams.

Although comparing incident reports to the FMEA data is not an ideal method for
comparison, mainly because of the problems of underreporting, it is still
recommended by the JCAHO (2005) to use incident report databases when
conducting an FMEA. However, from this comparison several important
conclusions can be derived: First, the severity scores reported on Datix and those
estimated by the FMEA teams differed greatly and there was a negative correlation
between the scores (table 13). This indicates that the FMEA participants had the
tendency to over estimate the severity of the effect of the failure for the pétients.
Second, although no detectability scores are reported on Datix, the proportion of
incidents reported indicate that they were indeed detectable failures; yet, none of the
failures compared to the incidents in Datix was given an FMEA detectability score
of “1’, i.e. that the failure was almost certainly detectable. On the contrary two
failures were given a detectability score of 8 (remote chance of detecting the
failure) although similar incidents were in fact detected and reported. The majority
of detectability scores for the FMEA failures ranged between 2 (very highly
detectable) and 6 (low chance of detecting the failure). Third, when comparing the

FMEA probability scores to those reported on Datix there was also a discrepancy

between the two, as the majority of the FMEA failures were perceived to occur at
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least once a month while the similar failures reported on Datix were reported to

occur annually and there was also negative correlation between the scores (table

14).

Due to the problem of underreporting it was expected that when using the frequency
to compare the probability scores, the probability of the FMEA failures anticipated
by the team would be overall higher than those reported on Datix. However new
limitations in the FMEA scoring scale was identified; were the two methods of
describing the probability of FMEA failures equivalent? Is it the same to say a
probability score of 10 implies that there will be 1 occurrence in every 2 events
AND that more than one occurrence will take place per day? In addition to this the
lack of clear definition for the term ‘event’ made it difficult to compare the

probability scores using the ‘1 occurrence in every 2 event’ descriptor.

3.6.2.4 Audits

The second method used to test the criterion validity of the FMEA data was to

compare the groups’ results with relevant audits conducted in the trust.

3.6.2.4.1 Methods

The antibiotic pharmacists and clinical services managers were asked to identify the

previous audits relevant to the use of vancomycin or gentamicin.

The audits’ outcomes were compared to the FMEA failures identified by the two
groups. Depending on the audits’findings, the severity or probability scores were to

be compared with any equivalent failures identified by the groups.
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3.6.2.4.2 Results and Discussion

Five audits about the use of vancomycin and gentamicin, conducted between 2002
and 2006, were retrieved. Three related to the use of vancomycin and two to once
daily gentamicin. However, of the three vancomycin audits, one was conducted in
the ICU for the continuous vancomycin infusion and the other tested the
introduction of a new vancomycin prescription chart; therefore only one

vancomycin audit was relevant.

The vancomycin audit, conducted in 2002, showed that from a total of 34 patients
only 10 patients (29%) had an appropriate initial dose prescribed. The first
gentamicin audit, conducted in 2003, on the other hand, reported that from a total of
17 patients, over a period of one month, 9 (53%) patients were prescribed an initial
appropriate dose with an appropriate dosing interval achieved in 16 patients (94%).
The second gentamicin audit, in 2006, also reported that from a total of 19 patients,
over a four week period, 10 patients (53%) had a correct initial dose prescribed and

the correct initial intervals prescribed in 18 (94%).

It was not possible to compare the results reported in the above audits to the FMEA
data for the following reasons:

1. There are several equivalent failures identified by both groups that may be
related to prescribing the initial dose as described by the audits. Both groups
identified several failures that may eventually contribute an incorrect initial
dose, for example not using ideal body weight for calculation of the dose or
not considering the patient’s renal function. Thus no one specific failure
would be comparable to the audits’ results.
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2. The audits report their result from a number of patients included in the study
over a specified time period, while the probability scores of the FMEA
failures, as explained in the previous section, are described by two different
methods, none of which are suitable for comparison to the audits.

In the next section, the new data collected will be described along with the methods,

results and discussion.

3.6.3 Additional new data collected for comparison with
FMEA results

The third method used to test criterion validity was to collect new data and compare
it to the FMEA’s results. The three main processes identified by both FMEA teams
were prescribing, administering and monitoring the antibiotics. It was decided to
only collect data related to the monitoring failures identified by the FMEA teams.
. This was based on three main reasons; first, vancomycin was usually prescribed and
‘administered once or twice a day while gentamicin was prescribed and administered
once daily in the trust. The prescribing and administration of these antibiotics may
therefore occur at any time during a 24-hour period, depending on when judged to
be required for the patient, making it difficult to observe and assess prescribing and
administration failures. Secondly, in order to identify and follow all patients within
the hospital being given IV vancomycin or gentamicin, ward pharmacists and
perhaps nurses would have had to have been recruited to help collect the data and
this was not practical and might have resulted in variation of the data collected. The
third reason was that there is a dearth of literature on the safety and quality of the
monitoring processes for such drugs and collection of data on this topic was seen as

an opportunity to explore this under- researched topic.
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3.6.3.1 Study Setting
Laboratory data was collected from the Hammersmith Hospital chemistry
laboratory only, because at the time of this study, samples from Charing Cross

Hospital were being sent and analysed at another hospital at a different trust.

In the next sections the data collection will be described in two main parts. Part A
describes the data that was initially intended to be collected from the laboratory at
the start of this part of the study, while part B describes the data that was actually

collected following various changes in the laboratory setting.

3.6.3.2 Data collection-Part A

Before any monitoring data was collected, all the monitoring failures related to
vancomycin and gentamicin identified by both FMEA groups were compiled in a
table (table 16). This was to help identify those failures for which it was feasible to
collect comparable data from the laboratory or wards. The ;everity and detectability
scores for the actual failures occurring in the laboratory were not determined,
therefore, it was decided that the probability scores for the FMEA monitoring
failures would be compared to the frequencies that these failures actually occurred
in the laboratory or on the wards. Table 16 presents the FMEA failures identified by
both groups along with their probability scores and the proposed methods for

collecting equivalent data from the laboratory or wards.
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Table 16: Monitoring Failures identified by both FMEA groups and the
proposed methods for collecting equivalent data

Group 1 Group 2
Failures Method for data Failures Method for data
collection collection
Not finding a No data was Results not reported | Not standard

phlebotomist
(Probability score: 8)
(RPN: 24)

collected due to the
unpredictable
timings of doctors
putting in a request
and the
phlebotomists’
timings.

via telephone if toxic
levels (Probability
score: 10) (RPN:
360).

procedure unless in
neonates. Scientific
clinician was the
one responsible to
report any
abnormal results
and not the
laboratory
personnel. All
telephoned results
were kept in a
record that was
reviewed.

Difficulty in
withdrawing blood
from patient
(Probability score: 8)
(RPN: 24)

No data was
collected due to the
unpredictable
timings of doctors
putting in a request
and the
phlebotomists’
timings.

Time lag between
sending sample and
receiving results
(Probability score:
10) (RPN: 360)

The time the
sample arrived to
the laboratory was .
recorded as well as
the time the level
results were
recorded on the
computer system
and the time gap
was calculated.

Samples analysed in
batches at specific
times, therefore failure
to send sample at
appropriate analysis
time resulting in
delays (Probability
score: 8) (RPN: 24)

The time the
sample arrives to
the laboratory was
recorded as well as
the time the level
results were
recorded on the
computer system
and the time gap
was calculated.

Results not accurate
(failure to record
time sample was
taken on the request
form & therefore can
generate inaccurate
results (Probability
score: 10) (RPN:
360).

All request forms
for the antibiotic
levels were
checked as they
come to the
laboratory and any
missing
information such as
the time the sample
was taken was
recorded.

Results not reported
(via phone or on the IT
system (Probability
score: 8) (RPN: 24)

At the end of the
day, the total
number of samples
that the laboratory
received and the
total number of
level results
reported was
counted. Any
discrepancy
between the two
was noted.

Wrong form filled
(Probability score: 8)
(RPN: 160)

All request forms
for the antibiotic
levels were
checked and any
incorrect forms
sent were recorded.
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Table 16: continued

Grou

1

Group 2

Failures

Method for data
collection

Failures

Method for data
collection

Wrong labeling on
sample and/or form
(when checking for the
patient’s
identification)

All request forms
for the antibiotic
levels as well as
the samples were
checked as they

Laboratory not onsite
so delay in
laboratory receiving
sample (Probability
score: 8) (RPN: 160)

No data was
collected because
this failure only
applies to Charing
Cross hospital

(Probability score: 8) | come to the where samples are
(RPN: 24) laboratory and any sent off-site for
missing or analysis.
incorrect
information was
recorded.
Filling in the wrong All request forms | Delay in taking No data was

form to request the
analysis of the sample
(Probability score: 8)
(RPN: 16).

for the antibiotic
levels were
checked as they
come to the
laboratory.

blood by
phlebotomist
(Probability score: 8)
(RPN: 280)

collected due to the
unpredictable
timings of doctors
putting in a request
and the
phlebotomists’
timings.

Doctor does not
receive results via
phone nor does he/she
check results on the IT
system (Probability
score: 7) (RPN: 168).

Drug charts were
checked to see if
the results were
recorded or not.

Blood taken at
incorrect time (the
time of the last dose
not stated)
(Probability score: 8)
(RPN: 280)

All request forms
for the antibiotic
levels were checked

"I as they come to the

laboratory and any
missing information
such as the time the
last dose was given
was recorded.

Sample sent down
wrong pneumatic tube
(Probability score: 7)
(RPN: 84)

No data was
collected because it
was difficult to
determine if
samples were sent
through the wrong
pneumatic tube.

Results not checked
(Probability score: 8)
(RPN: 280)

Drug charts were
checked to see if
the results were
recorded or not.

Incorrect sample and
form labelling
(Probability score: 7)
(RPN: 84)

All request forms
for the antibiotic
levels as well as
the samples were
checked as they
come to the
laboratory and any
missing or
incorrect
information was
recorded.

Not acting upon
results because
unable to interpret
results (Probability
score: 8) (RPN: 280)

This will be
interpreted by
checking if any
changes in
treatment regimen
occurred after
abnormal results
were reported.
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Table 16: continued

Group 1 Group 2
Failures Method for data Failures Method for data
collection collection
Failure to This was Delay in analysis The time the

understand/interpret
reported results
(Probability score: 3)
(RPN: 84)

interpreted by
checking if any
changes in
treatment regimen
occurred after
abnormal results
were reported.

because samples are
run in batches at
specified times
(Probability score: 7)
(RPN: 210).

sample arrived to
the laboratory was
recorded as well as
the time the level
results were
recorded on the
computer system
and the time gap
was calculated.

No documentation of
monitoring guidelines
on chart (Probability
score: 3) (RPN: 81).

Data was collected
from chart or
notes. Patient
details as weight,
creatinine
clearance and
monitoring
information as
when to take levels
were checked from
the drug chart.

Initially two forms were prepared for data collection, one for the laboratory data

and the other for the data from the wards. Both forms were piloted before data was

collected during the first week of September 2008. This led to incorporation and

adjustment of the forms into a single form to ensure ease of recording the data

(appendix 21).

3.6.3.3 Changes in the laboratory setting

The data collection was planned after the FMEA meetings were completed and the

FMEA teams’ results compiled at the end of 2007 but actual data collection

commenced in September 2008.
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Between 2007 and 2008, several changes occurred in the laboratories across the
trust. At the time of the FMEA meetings in mid 2007, vancomycin and gentamicin
assays were conducted in the clinical chemistry laboratory (figure 15). The
laboratory samples were analysed twice a day in batches using a dedicated analysis
machine. Reference ranges for vancomycin and gentamicin during this time were
10-15mg/L (trough levels) and <1.0mg/L (trough levels) respectively and trough
levels >20mg/L for vancomycin and >5mg/L for gentamicin were telephoned to the
ward. Request forms were handwritten on blue forms (appendix 22) and the results
recorded manually on the computer system. The blue handwritten forms required
that the healthcare professional complete the patient’s details as well as record the

following information before it was sent to the laboratory (appendix 22):

1. Name of antibiotic
Dose and interval

Daie and time of last dose

oW

Blood collection time

By the beginning of 2008, new computerised request forms had been introduced in
the trust. The nurses or doctors on the ward were able to request pathology tests via
the computer system (figure 16). A printed copy of the electronic request form was
then sent to the laboratory with the sample (appendix 23). On the electronic form
healthcare professionals were only expected to handwrite the following

information:
1. Date sample was taken

2. Time sample was taken

3. Signature of the healthcare professional
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Each electronic request form also had a barcode that the laboratory staff were able
to scan rather than manually type in the patient details and the test requested in the
laboratory computer. At the same time, the chemistry laboratory installed two new
analysis machines that allowed vancomycin and gentamicin to be analysed together
with other samples throughout the whole day. The results were then automatically
reported on the laboratory computer system and checked by the clinical scientist
before being reported back to the wards via the computer system. New reference
ranges for vancomycin and gentamicin were also introduced (table 17).

Table 17: Reference ranges for gentamicin and vancomycin from 2008
onwards

Drug Reference Range High levels that Low levels that
must be must be
telephoned'® telephoned
Gentamicin
Pre dose Pre <Img/L >5mg/L <0.3mg/L
gentamicin level
Post dose Post 5-10mg/L >15mg/L
gentamicin level
Vancomycin
Pre dose Pre 10-15mg/L >20mg/L <1.0mg/L
vancomycin level
Post dose Post 20-40mg/L >45mg/L
vancomycin level

Figure 17 shows a timeline of the changes that occurred in the laboratory between

2007 during the FMEA, and 2008 when the laboratory data was collected.

'% Before the level results are sent to the wards via the computer system, the clinical scientist reviews
them and is responsible for reporting the high or low levels above to the wards by telephone.
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Figure 15: Sample pathway from ward to laboratory for analysis in 2007

Specimen
delivered via
pneumatic tube

Porter transports Specimen
specimen delivered by nurse

Specimen reception

Microbiology
laboratory

Chemistry laboratory

Check specimen
labelling and patient
information-
particularly patient s
name, hospital
number, date of birth
and sex (coloured
request forms are
used)

Manually book
samples on the
computer system

Laboratory analysis
(samples analysed in
batches twice a day)

Scan request forms for
records

Record results on
computer

Report results via
telephone
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Figure 16: Sample pathway from ward to laboratory for analysis in 2008
onwards

Specimen
delivered via
pneumatic tube
Porter transports Specimen
specimen delivered by nurse

Specimen reception

Chemistry lab (all
request papers have
barcodes for

scanning)
Urgent samples ! Non urgent
sample
Booked on specific bench next to
specimen reception (to produce
labels with barcodes for scanning
onto computer system)
Yellow top Red S 2 .
ed top samples
samples
Red top samples Yellow top
samples
Booked in on computer
system for labels in a
separate room (to produce Sent to another
labels with barcodes for room for
scanning onto computer centrifuge and
system) decanting first (as
Centrifuge and analysis machine
decanting of only accepts
sample yellow top
samples without
decanting)
Re-booked on
Sqmples plaf:ed computer system (to
into analysis produce labels with
machine (all day) barcodes for scanning
onto computer system)
Request forms are
scanned and
stored on the
computer system
Results directly
reported to
computer system
Results

Results checked
and validated by
lab personnel

automatically
reported on the IT
system

" The new analysis machine used in 2008 only accepts yellow-top test tubes. These yellow-top test
tubes contain a gel layer that separates blood cells from serum and serum is then analysed. Red-top
tubes do not contain this gel layer and therefore the sample must be centrifuged first to separate the
cells from the serum. The separated serum is then analysed.
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3.6.3.4 Data collection-Part B

As a result of these changes, a number of failures identified by the FMEA groups
were no longer valid or had been minimised by the new practices established within
the laboratory. For example since the antibiotic levels were no longer analysed in
batches, the potential failure relating to this was no longer relevant, while since
electronic requesting was introduced; the number of hand written forms decreased
significantly decreasing the probability of filling in the wrong request forms. Table
18 shows the failures for which equivalent data was therefore collected following

the laboratory changes.

3.6.3.4.1 Study duration

Data collection took place between 15 September and 10 October 2008, including

weekends.

3.6.3.4.2 Inclusion criteria

All adult patients on 1V vancomycin or gentamicin with reported ‘out of reference

range’ levels from the laboratory at Hammersmith Hospital only.

3.6.3.4.3 Exclusion criteria

e Renal patients
¢ General intensive care unit patients
e Children and neonates.

e Patients on once only (‘stat’) doses

These patients were excluded because they were also excluded during the FMEA

meetings.
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Table 18: Monitoring Failures identified by both groups and methods for collecting equivalent data following changes in the

laboratory
Group 1 Group 2

FMEA Failures* Method for data Data Collected FMEA Failures Method for data Data Collected
collection collection

Samples analyzed in | This failure has been No data was Results not reported | Not standard procedure | Any result on the

batches at specific
times, therefore
failure to send
sample at
appropriate
analysis time
resulting in delays
(Probability score:
8) (RPN: 24)

eliminated since the
new arrangement
within the laboratory.

collected for this
fatlure.

via telephone if toxic
levels (Probability
score: 10) (RPN:
360).

unless in neonates.
Scientific clinician is the
one responsible to report
any abnormal results
and not the laboratory
personnel. All
telephoned results are
kept in a record that was
checked during the
study period.

laboratory computer
programme that was
tagged to indicate that
it has been telephoned
was recorded. Also the
scientific clinicians’
record books were
checked to record
which antibiotic results
were telephoned
during the study
period.

Results not reported
(via phone or on the
IT system
(Probability score:
8) (RPN: 24)

Computer programme
points out any pending
results until they
reported.

No pending
results existed
during the study
period; therefore
no data was
collected for this
failure.

Time lag between
sending sample and
receiving results
(Probability score:
10) (RPN: 360)

The new computer
programme reported the
time the sample was sent
to the laboratory,
received by the
laboratory and the time
the results were reported

The time the sample was
sent to the laboratory,
received by the
laboratory and the time
the results were all
recorded for all the
samples during the study
period

* Failures presented in italics are the failures that have been eliminated or minimised following the laboratory changes.
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Group 1 Group 2
FMEA Failures Method for data Data Collected FMEA Failures Method for data Data Collected
collection collection

Wrong labeling on
sample and/or form
(when checking for
the patient’s
identification)
(Probability score: 8)
(RPN: 24)

This failure has been
minimised since the
introduction of
electronic request
forms. However, data
from any handwritten
forms sent to the
laboratory during the
study period was
collected.

Handwritten
forms were
checked and any
incorrect or
inconsistent
information was
recorded.

Results not accurate
(failure to record
time sample was
taken on the request
form & therefore can
generate inaccurate
results (Probability
score: 10) (RPN:
360).

This failure has been
minimised since the
introduction of
electronic request
forms. However, data
from any handwritten
forms sent to the
laboratory during the
study period was
collected.

Handwritten forms
were checked and any
missing information
relevant to the level’s
request was recorded.

Filling in the wrong
Jform to request the
analysis of the

This failure has been
minimised since the
introduction of

Any antibiotic
requests not
requested on the

Wrong form filled
(Probability score: 8)
(RPN: 160)

This failure has been
minimised since the
introduction of
electronic request

Any antibiotic requests
not requested on the
specified blue

sample (Probability | electronic request specified blue handwritten forms were
score: 8) (RPN: 16). | forms. However, data handwritten forms. However, data recorded: however no
from any handwritten from any handwritten .. ’
forms were incidents were recorded
forms sent to the ded forms sent to the durine th d od
laboratory during the | Fecordaed. laboratory during the uring the study period.
study period was study period was
collected. collected.
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FMEA Failures

Method for data
collection

Data Collected

FMEA Failures

Method for data
collection

Data Collected

Doctor does not
receive results via
phone nor does
he/she check
results on the IT
system
(Probability
score: 7) (RPN:
168).

Drug charts were
checked to see if the
results were
recorded or not.

Out of range *
levels were
traced back to
the wards to
record if they
have been
reported on the
patient’s drug
chart or in the
notes.

Blood taken at
incorrect time (the
time of the last
dose not stated)
(Probability score:
8) (RPN: 280)

Now the computer
programme requests
that you specify if the
sample is Pre, Post or
a random sample.
However, data from
any handwritten
forms sent to the
laboratory during the
study period was
collected.

Handwritten forms were checked
and any missing information
relevant to the level’s request
was recorded.

Incorrect sample
and form
labelling
(Probability
score: 7) (RPN:
84)

This failure has
been minimised
since the
introduction of
electronic request
forms. However,
data from any
handwritten forms
sent to the
laboratory during
the study period
was collected.

Handwritten
forms were
checked and
any incorrect or
inconsistent
information was
recorded.

Results not
checked
(Probability score:
8) (RPN: 280)

Drug charts were
checked to see if the
results were recorded
or not.

Out of range levels were traced
back to the wards to record if
they have been reported on the
patient’s drug chart or in the
notes.

12 <Out of range” levels refer to the antibiotic levels that are not within the recommended reference ranges provided by the laboratory in table 17
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Group 1 Group 2
FMEA Failures | Method for data | Data Collected | FMEA Failures Method for data Data Collected
collection collection
Failure to This was interpreted | Any changes in | Not acting upon This was interpreted Any changes in the
understand/interpret | by checkingifany | the treatment results because by checking if any treatment after out of

reported results
{Probability score:
3) (RPN: 84)

changes in treatment
regimen occurred
after out of range
results are reported.

after out of
range levels
were reported
were recorded.

unable to interpret
results (Probability
score: 8) (RPN:
280)

changes in treatment
regimen occurred after
out of range results are
reported.

range levels were
reported were
recorded.

No documentation
of monitoring
guidelines on chart
(Probability score:
3) (RPN: 81).

Data was collected
from chart or notes.
Patient details as
weight, creatinine
clearance and
monitoring
information as when
to take levels were
checked from the
drug chart.

The drug charts
for patients with
out of range
levels were
checked to
determine if
monitoring
guidelines were
recorded.

Delay in analysis
because samples
are run in batches
at specified times
(Probability score:
7) (RPN: 210).

This failure has been
eliminated since the
new arrangement
within the laboratory.

No data was
collected for this
failure.
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During the study period, the researcher printed a record of all the vancomycin and
gentamicin samples that were analysed on a daily basis from the two analysis
machines in the laboratory. Records for samples analysed on the weekend were
obtained the following Monday. These records listed the patients’ names and
results. Once this list was obtained, patients with levels outside the reference range
identified by the laboratory were traced using ICE, the hospital’s requesting and
reporting system for laboratory investigations, to determine which wards they were
staying on. Patients were located on the ward using their hospital numbers and dates
of birth. Patients’ names were kept anonymous and their hospital number and date
of birth were used to identify them on the ward. Once the patient’s ward was
identified, the researcher went to the ward and identified whether the patient’s
weight and creatinine clearance had been re.corded on the chart as well as the

pharmacists’ monitoring instructions for the antibiotics and reported levels.

The laboratory kept a record of all request forms for the previous six months. These
request forms were then scanned and saved on the laboratory computers for future
reference. In order to collect data from the request forms sent by the wards to the
laboratory, the researcher initially stayed in the laboratory to observe the request
forms as they came to the laboratory. However this was not efficient as there were
times when no vancomycin and gentamicin request forms came to the laboratory for
hours. Furthermore, request forms arriving to the laboratory between 5 pm and 9 am
the following morning would have been missed. Therefore it was decided to spend
time in the archives at the end of the study period to collect data retrospectively

from the request forms for patients with levels outside the reference range. If
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patients were discharged or deceased before completion of data collection, their

notes and drug charts were retrieved through the Medical Records Department.

3.6.3.4.4 Data analysis

Data collected was entered and analysed using the SPSS (Statistics Package for the
Social Sciences version 15.0). The following were summarised for the data
collected:

1. The number of included and excluded patients
Patients’ demographics

Number of levels requested during the study period
Types of forms used for the antibiotic level requests

Information provided on the request forms

AN ARSI

The time gap between the laboratory receiving a sample and reporting the

results

7. Number of patients with ‘out of range’'* levels

8. For the ‘out of range’ levels, the number of levels reported on the drug
charts

9. For the ‘out of range’ levels, the number of charts with documented
creatinine clearance

10. For the ‘out of range’ levels, the number of charts with documented

monitoring guidelines for these antibiotics

Next, the data collected was compared to the FMEA data. This was achieved by
comparing the frequencies of data such as the number of levels reported on charts
and the presence of information on the request forms to the probability scores of the
FMEA failures. Probability scores are reported as ‘occurrence per day’ or

‘occurrence per event’ (appendix 2). Because this is the first time that these

13 <Out of range’ levels refer to the antibiotic levels that are not within the recommended reference
ranges provided by the laboratory in table 17
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probability values were compared to actual data, an approach of using ‘occurrence
per event’ was used to compare our data. The definition of ‘event’ was dependant
on the FMEA failure. For example, if out of 50 request forms, five had missing
information, this was then defined as a probability of 1 occurrence in every 10
events and this probability was compared to that of the equivalent FMEA failure.

After comparing the probabilities, it was possible to determine whether the FMEA
teams’ scores were pessimistic or optimistic and to identify any correlation between
the estimates of the FMEA teams and the data collected. Since the data set was
small (<9 failures) and non parametric, the correlation between the FMEA
probability scores and the probability scores for the collected laboratory data was

calculated using Kendall’s tau correlation.

3.6.3.4.5 Results

The results are divided into four main sections. The first section describes in detail
the number of patients who wére included and excluded from the study as well as
the number and types of requested antibiotic levels. The second section reports the
types of forms used as well as any missing information. The delay in reporting
results is also described. In the third section, out of range levels are analysed in
more detail. This includes reporting whether or not the levels, monitoring
guidelines, the creatinine clearance and weight were recorded on the drug charts.
Changes to treatment for out of range levels will also be reported. Finally, in the
fourth section, the FMEA data reported in chapter 2 will be compared to the

relevant data collected from the laboratory.
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3.6.3.4.6 Patients’ details and requested levels

During the 26 day data collection period, 286 patients had requests for either
vancomycin or gentamicin levels. Of these only 109 (38%) patients met the
inclusion criteria specified and figure 18 clarifies the reasons for the exclusions.
The demographics of the included patients are presented in table 19 .The 109
patients had a total of 221 levels requested during the study period (figure 19).

Figure 18: Included and excluded patients (n: 286).

Renal, 147, 52%
Excluded. 177 63% )

Included. 109, 38%

No record of
patient. 1. 0% Intensive Care Unit, 14, 5%

Patient transferred. 1, 0%/ Outpatients, 7, 2%

\
Once only doses, 2, 1%

Neonates, 5, 2%
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Table 19: Patients’ demographics:

Number of patients 109
Gender

Male 66(6F%0
Female 43 (39)

Median age-years (range) 64(17-85)

Antibiotic

Gentamicin 71 (65%)
Vancomycin 38 (35%)
W ards

Cardiology 58 (53.2%)
Medical 10(9.2%)
Admissions 6(5.5%)
Oncology 28 (25.7%)
Pri> ate 6(5.5%)
Gynaecology' 1(0.90)

Figure 19: Levels requested for the patients

From 109 patients

221 antibiotic levels

111 gentamicin 110 vancomycin
levels (71 patients) levels (38 patients)
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3.6.3.4.7 Request forms and the time taken to report results:

The majority of the request forms received were the new electronic forms, (162,
73%), while the handwritten forms comprised 45 (20%) of the forms received by
the laboratory during the study period. The remaining 14 (6%) forms were not
retrieved. Information provided on the request forms varied. For the handwritten
forms, health care professionals had to complete the following information:

1. Name of antibiotic:

2. Dose and interval

3. Date and time of last dose
4

Blood collection time

Only thirty-five (16%) handwritten forms include all the above information. As for
the electronic forms, health care professionals were only requested to document
date and time the sample was taken. Sixty-five (29%) of the electronic forms were

complete.

Figure 20 summarises the missing information on the remaining electronic (97

forms) and handwritten forms (10 forms).
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Figure 20: Missing Information on the request forms.
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74 (46% of electronic form)
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Electronic Electronic
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Total request forins: 221
Electronic forms: 162 (73%)

Blue handwritten forms: 45 (20%)
Missing forms: 14(6% )

3(7%) 112%)  1(2%) (294)
handwritten handwritten handwritten handw ritten
form- blood form- dose form-dates form- date

collection and dosing and times and time of

time not interval not of last last dose

written written dose and given not
of blood written
collection

not written

Ihc overall mean lime elapsed between collecting the sample from the ward and

reporting levels on the computer system was 3.67 hours (range: 0-33 hours; median:

3 hours), while the mean time taken to send the laboratory the sample from the

ward was 1.54 hours (range: 0-29 hours, median: I hour). The mean elapsed time

between the laboratory receiving the sample and reporting the results on the

computer system was about 1.70 hours (range: 0-9hours; median: I hour).
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3.6.3.4.8 Out of range levels
From the 22! levels requested during the study period, 75 (34%) antibiotic levels

were not within the recommended reference ranges provided by the laboratory

(Figure 2 1).

Figure 21: Number of patients and levels followed up

221 antibiotic

From 109 patients
levels

39 patients had levels
outside the reference
range

75 Levels were out of
reference range

44 vancomycin 31 gentamicin
levels( 20 levels (19
patients) patients)

The 39 patients with out of range levels were then located on the wards. These
patients’ drug charts and notes were checked to identify if the levels were reported
on the chart (Figure 22), if the monitoring instructions for the use of these antibiotics
were recorded on the drug chart (Fgure 23) and if the creatinine clearance and
weight were reported on the drug chart (Figure 24). There were seven drug charts
that were not retrieved during the study period. Of the seven missing drug charts,
three were for deceased patients and their Files were kept with their consultants,

while two patients were transferred to another hospital. The remaining two patients
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were hospitalised but their drug chart that included the relevant data was missing.

The missing data was reported as such in the analysis.

Figure 22: Documentation of drug levels on the drug chart for the 75 out of

range levels

Missiim data,
A (9%)

Level not
documented on
chart, 9 (12%)

Level
documented on
chart, 59 (79%)

Figure 23: Documentation of monitoring instructions on drug chart for the 75

out of range levels

Missing data,

o 7(9%"
Monitoring

instructions not
documented on
chart, 10(13%)

Monitoring
instructions
documented on
chart, 58 (78%)

165



Chapter 3 Validity of 1-MBA

Figure 24: Documentation of patient’s creatinine clearance and weight on drug
chart on drug chart for the 75 out of range levels

Patients’

creatinine o

clearance and Missing data,

) 7 (9%

weight not

documented on

chart, 15 (20%) Patients’
creatinine
clearance and
weight

documented on
chart, 53(71%)

From a total of 221 levels, 75 (34%) were out of range according to the reference
range used by the laboratory. Although there are no rigid rules regarding recording
monitoring guidelines or creatinine clearance on the drug charts, according to the
trust’s guidance and procedures for pharmacy practice, the creatinine clearance
should be written on the top front of the chart. Furthermore, pharmacists are asked
to prompt requests for drug blood levels and interpret the results as well as provide
any additional instructions especially for IV infusions. However, recording drug
levels is not specifically specified as the pharmacist’s duty and this was debated
during the FMEA meetings. It is not clear who is responsible for reporting levels on
the drug charts, but undoubtedly having the levels written on the drug charts helps
the prescriber, who is usually the doctor, the nurses who administer the drug, and
the pharmacist, who reviews the drug chart and tailors the treatment according to

the patients’ needs. The majority of the drug charts included the reported levels (59,
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79%), monitoring guidelines (58, 78%) and the creatinine clearance and weight

needed to calculate the appropriate dose (53, 71%).

Changes in the treatment were then documented for those patients with out of range
levels. Of 75 out of range levels, 45 (60%) did not result in changes to the treatment
regimen. There were 17 gentamicin levels out of range for 14 patients. Four of these
levels were pre levels of 1.0 pg/ml exactly (reference range for pre levels of
gentamicin <1 pg/ml) and therefore the dose was not adjusted. Ten reported out of
range levels were levels taken after the first dose was administered. It was observed
that in most cases the doctors did not change the dosing regimen after the first
gentamicin level was reported back and they tended instead to wait for a second
level before deciding to modify the treatment. For eight of these levels the correct
decision was taken as the following levels were within the desired range. In one
patient, one dose was omitted after the second level was also out of range. When the
nurse was asked whether that omitted dosé was a mistake or a deliberate action, she
said that the drug wasn’t given because the previous day the level was high. This
was not appropriate, as omitting one dose does not necessarily imply that the
subsequent level will decrease if the patient remains on the same dose especially if
the patient has an underlying renal problem. Instead the dose should be adjusted
accordingly or the level repeated if the doctor thought that the level result was
inaccurate because the sample was taken at the wrong time. The remaining three
levels were out of range levels among previous normal levels. These levels were
perhaps taken at the wrong time or the wrong information on the request forms was

recorded. None of the out or range levels reported for gentamicin were high or low
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levels that were required to be telephoned according the laboratory’s reference

range (table 17).

For the vancomycin levels, there were 28 out of range levels from 14 patients. Nine
reported out of range levels were levels taken after the first dose was administered.
This action does not comply with the hospital guidelines (appendix 24) that state
that for vancomycin monitoring, the levels should be taken before the third or
fourth dose and not after the first dose to allow the drug to reach steady state. In
seven of these levels taken after the first dose no change was observed to the
treatment regimen and the subsequent levels were within the required range. In one
patient the dose was increased after the second level was also out of range, which
was an appropriate course of action. Finally, for one patient, three consecutive
levels were very high and the laboratory had telephoned the ward to inform them.
This patient was diagnosed with renal failure, the antibiotic was stopped and

dialysis was commenced.

Eight vancomycin levels were out of range among previous normal levels. One
patient in particular had two out of range levels which the infectious disease
consultant recorded in the patient’s medical notes that perhaps the sample was taken
at the wrong time. One patient was on vancomycin during the entire 26-day study
period. Overall the patient had 19 levels reported. Six levels were borderline out of
range, for example a pre level of 15.2 pg/ml or 15.3 ug/ml (reference range for pre
levels of vancomycin 10-15 pg/ml). No treatment modification was required for this

patient.
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Changes in the dosing regimen were required for ten out of range vancomycin and
gentamicin levels. The dose was decreased twice for one patient taking gentamicin
because the pre levels were 1.3 pg/ml and 1.9 pg/ml respectively (reference range
for pre levels of gentamicin <1 pg/ml). Three patients had their vancomycin dose
increased because the pre levels were 7.9ug/ml, 6.6ug/ml and 3.4ug/ml respectively
(reference range for pre levels of vancomycin 10-15pug/ml). Thirteen patients with
out or range levels had their antibiotics stopped. Nine patients (69%) had completed
the antibiotic course and therefore the out of range levels were the last levels
requested and no changes in the treatment was required. However, four patients
(31%) only received two doses of the antibiotics and then the antibiotics were
stopped abruptly. All four patients had started the antibiotic empirically and had
their antibiotics adjusted according to the diagnosis and/or cultures and sensitivities.

Figure 25 summarises the actions taken after out of range levels were reported.
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Figure 25: Action taken after the out of range levels were reported
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3.6.3.4.9 Comparing the FMEA data with the data collected

Following the analysis of the laboratory results, the data collected was then
compared to the FMEA monitoring failures identiEed by the group. The probability
of failures occurring in the laboratory or on the ward were determined for the study
period and compared to the probability scores of the FMEA failures. Table 20

summarises the findings.

70



Table 20: Comparing the monitoring FMEA probability scores with the data collected from the laboratory and wards.

FMEA monitoring failure

FMEA Probability score
(percentage)

Equivalent laboratory
data collected

Calculated Probability
(percentage) for collected
data

Comment

Results not reported via
telephone if toxic levels

10- A probability of more
than 1 occurrence in every
2 events (50%)

Six levels were high levels
that should have been
telephoned according to the
laboratory’s new reference
range. Only three levels
were reported by phone
according to the record
book kept by the clinical
scientist.

3 toxic levels not reported
by phone from a total of 6,
therefore 1 occurrence in
every 2 (50%)

The estimated probability
score determined by the
FMEA group is the same as
that calculated during the
study period.

Time lag between sending
samples and receiving
results

10- A probability of more
than 1 occurrence in every
2 events (50%)

The new computer
programme reported the
time the sample was sent to
the laboratory, received by
the laboratory and the time
the results were reported.

A probability score was not
calculated but the time
taken for the laboratory to
receive a sample and report
the results is around 3.7
hours.

This is difficult to compare
because the team did not
specify how long they
consider a delay from the
time the sample is sent to
the laboratory, but from the
results above in section
3.6.3.4.7, it takes on
average 4 hours for results
to be reported back to the
ward.
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Table 20: continued

FMEA monitoring
failure

FMEA Probability score
(percentage)

Equivalent laboratory
data collected

Calculated Probability
(percentage) for collected
data

Comment

Results (of levels) are not
accurate (due to failure to
record the time the sample
was taken on the request
form and the time of last
dose to determine pre, post
or random level)

Group one: 10- A
probability of more than 1
occurrence in every 2
events (50%)

Group two: 8-A
probability of 1 in 8
(12.5%).

This is a particular
problem when the
handwritten forms are used
because this kind of
information must be hand
written, unlike the
electronic forms that must
indicate the type of level.

Ten of the 45 blue
handwritten forms did not
include the relevant
information. This is the
equivalent to 1 occurrence
in every 4.5 events
(22.2%).

In this case, the FMEA
group one predicted a
worse probability for such
a failure to occur, while
group two was more
optimistic. Calculated
probability was between
the groups’ scores.

Doctor does not receive
results via phone nor does
he/she check results on the
computer system.

Group one: 7-a probability
of 1in 20 (5%).

Group two: 8-a probability
of 1 in 8 (12.5%).

This failure was
interpreted by checking if
the drug level is recorded
on the drug chart or not.
Nine levels out of 68 were
not recorded on the
patients’ drug chart.

A probability of 1 in 7.5
(13.3%).

In this case, both groups
were optimistic rather than
pessimistic; however,
group two gave a closer
score than group one.
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Table 20: Continued

FMEA monitoring
failure

FMEA Probability score
(percentage)

Equivalent laboratory
data collected

Calculated Probability
(percentage) for collected
data

Comment

Not acting upon results
because unable to interpret
results.

Group one: 3-a probability
of 1 in 15,000 (0.007%).
Group two: 8- a
probability of 1 in 8
(12.5%)

This failure was
interpreted by checking if
any changes in the
treatment occurred after
high or low levels were
reported.

From 68 abnormal levels
reported, 45 levels had no
action taken to adjust these
levels. Following the
analysis, it seems that the
appropriate decision was
taken. However for one
patient 3 reported levels
were very high and were
telephoned to the ward.
This patient continued to
take the vancomycin for 5
days before she was
diagnosed with renal
failure and the vancomycin
was finally stopped.
Therefore only 3 levels
required a dose
modification, a probability
of 1in 15 (6.7%)

In this case, the FMEA
group one was more
optimistic, while group
two predicted a worse
probability for such a
failure to occur. Calculated
probability was between
the groups’ scores.

No documentation of
monitoring guidelines on
charts.

3- A probability of 1 in
15,000 (0.007%)

From 68 drug charts, 10
did not have any
monitoring guidelines

A probability of 1 in 6.8
(14.7%).

The FMEA team was very
optimistic.
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Following the analysis of the data, the correlation between the FMEA probability
scores and the laboratory probability scores was calculated using Kendall’s tau

correlation (table 21).

Table 21: Correlation coefficient and significance value for FMEA and
laboratory probabilities.

Laboratory probability scores

FMEA probability scores | Correlation coefficient 0.500

Sig (2-tailed) 0.113

A positive correlation coefficient (0.500) indicates that there is an agreement
between the probabilities in spite it not being a perfect relation. However the
significance value for this correlation coefficient is more than 0.05, therefore, it can
be concluded that there is a non significant relationship between the FMEA

probabilities and the laboratory probabilities calculated.

3.6.3.5 Discussion

Laboratory testing is an essential component of the diagnosis and monitoring of
patients. Forsman (1996) reports that around two-thirds of important clinical
decisions about admission and discharge of patients from hospital and the
prescription of medicines are based on laboratory test results. Therefore, precise

timely results are the basis of effective diagnosis and treatment of patients.

A total of 109 patients and 221 levels were followed up during the 26 day study
period. The results indicated that the use of electronic request forms is overtaking
the use of the handwritten forms. The use of electronic forms helped the laboratory

produce more informative results since it is mandatory to report whether the
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requested levels is a pre, post or random level, unlike the handwritten forms where
the laboratory personnel had to determine the kind of level requested from the

information provided.

Overall, the time taken for the laboratory to receive a sample and report the results
was over three hours. However during informal discussions, the laboratory manager
indicated that reported timings may not be accurate because the laboratory
personnel are theoretically able to change the time reported on the computer
screens. When probed to provide further information, the manager replied that he
was unaware of such incidents but just wanted to highlight the weaknesses of any
calculated time gaps. This information potentially affected the validity of the data
collected. In addition to this, the FMEA groups did not specify the definition of a
time ‘delay’ so the comparison of the FMEA’s results with the actual time delays

was not feasible.

After receiving the out of range levels, only 40% (n: 30) of the levels resulted in
treatment modification. The majority of the changes were appropriate. However, on
five occasions, after high levels were reported, the subsequent dose was omitted
without changing the ongoing dose regimen. There is no evidence that this is
clinically appropriate and instead the ongoing dosing regimens should have been
adjusted. Another observation was that doctors tend to request levels for
vancomycin after the first dose, while the l¢yels are not meaningful until before the
third or fourth dose. The remaining drug regimens (45, 60%) were not modified and
this seemed to be the appropriate clinical decision except for one patient who

continued to receive vancomycin in spite the very high levels reported.

175



Chapter 3 Validity of FMEA

After the previous results were compiled (section 3.6.3.4.5) they were compared
with the FMEA failures (table 20). From a total of six types of failures, the
probabilities of five FMEA failures were compared to the data collected from the
Jaboratory after their probabilities were calculated. The only failure that was not
compared was ‘the time lag between sending the samples to the laboratory and
receiving the results.” Both teams did not specify how long they defined a ‘time lag’
and although the time taken between sending the samples and receiving the results
was about four hours, it was not possible to determine an appropriate probability
score for this. Only one FMEA failure and one laboratory failure had the similar
probability score, while two calculated probabilities for laboratory data were
between the probabilities calculated by both groups for the same failure. Group one
predicted a lower probability of occurrence for one failure than that calculated from
the laboratory data thus the FMEA group was more optimistic and for another
failure a higher probability of occurrence was calculated indicating that the group

was being more pessimistic.

Finally the correlation between the FMEA failure’s probability scores and the
probability scores calculated for the laboratory data was positive indicating that
there is some agreement between the variables, however the significance value of

0.113 illustrates that the agreement is not statistically significant.

Following the analysis of the results and the comparison with the FMEA data, can
the criterion validity of FMEA be described as valid? Although a novel approach
was used to compare the FMEA data, the probability scores were the only scores

compared because of the lack of severity and detectability scores for the laboratory
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data, furthermore only a small part of the process, the monitoring failures, was
assessed. These limitations make it difficult to draw a confident conclusion. There
is no doubt that the failures identified by the groups were indeed failures that tend
to occur in the laboratory but the probability of the failures identified by the groups
and the failures collected were not significantly correlated. In addition to this, the
results further highlighted the differences between the two FMEA groups and their
RPN predications. These findings cast doubts on the criterion validity of FMEA as
the subjective probabilities assessed by the groups differed from the actual
probabilities of the failures occurring in the laboratory and ward. In addition the
content validity is also called into question as the majority of vancomycin and
gentamicin incidents reported in the trust were related to omitted doses and yet

neither group identified this as a potential failure.

3.7 Construct validity

The final type of validity to be assessed was construct validity. This kind of validity
involves seeking an agreement between a theoretical concept and the measure being
studied. The main theory related to the use of FMEA is that the failures identified
are prioritised according to the RPN values, i.e. the potential failures with higher
RPN values are assumed to have a higher risk than those having lower numbers and
thus should be addressed first. The RPN is calculated by multiplying three ordinal
scales: severity scores, probability scores and the detectability scores. The main
characteristic of the ordinal scale is that the categories have an ordered or ranking
relationship to each other. This type of scale describes the order in which things are

placed but not the specific amount of difference between them. Siegel (1956) stated

177



Chapter 3 Validity of FMEA

that ordinal scales incorporate the relation of equivalence (=) but also the relation
‘greater than (>)’ or ‘less than (<)’. For example, a doctor might use a scale of 1-10
to indicate degree of improvement in some condition, from 1 (no improvement) to
10 (disappearance of the condition). While you know that a score of 4 is better than
a score of 2, there is no implication that a 4 is ‘twice as good’ as a 2. Nor is the
improvement from 2 to 4 necessarily the same "amount" of improvement as the
improvement from 6 to 8. All we know is that there are 10 categories, with 2 being
better than 1 and 3 being better than 2 etc. Bowles (2003) states that the arithmetic
operations of multiplication and division are not meaningful on ordinal numbers,
while Siegel (1956) further explains that the properties of an ordinal scale are not
isomorphic to the numerical system known as arithmetic. Therefore parametric
statistical tests which require the operations of arithmetic on the original scores

should not be used with data in an ordinal scale.

In FMEA however, the ordinal scales of severity, probability and detectability are
multiplied to produce the RPN, which breaches the mathematical properties of the
ordinal scales. Bowles (2003) highlights four main limitations of using the RPN in

the way that it is currently used in FMEA:

1. Holes in the scale: Many of the numbers in the range of 1 to 1000 cannot be
formed from the product of severity, probability and detectability. While it
is true that the numbers cover a range from 1 to 1000, 88% of that range is
empty, as only 120 of the 1000 numbers generated are unique. No number
having a prime factor greater than 10 can be formed. Thus the numbers 11,
22, 33 or even 990, which are all multiplies of 11 cannot be formed and are
excluded. 1000 is the largest number, but 900 is the second largest followed
by 810, 800, 729 and 720. In this case, can you say that the difference
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between 900 and 901 is the same or less than the difference between 900
and 1000? Figure 26 shows the numbers formed by the RPN and the ‘holes’

in the scale between the numbers graphically.

Figure 26: RPN scale showing the number of occurrences of each

number (Sankar and Prabhu, 2000, p.873; Bowles, 2003, p.5; Seyed-Hosseini ei al, 2005,
p.326).
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2. Duplicate RPN values: Since 1000 numbers are produced from the product
of severity, probability and detectability but only 120 of them are unique,
thus the majority of the RPN values can be formed by several ways. For
example, the RPN values of 60, 72 and 120 can each be formed from 24
different combinations of severity, probability and detectability scores.
Although the RPN values maybe identical, their risk implication may be

different.

3. Sensitivity to small changes: Small variations in one ranking can lead to

very different effects on RPN, depending on the values of other factors. For

example:
Severity Probability Detectability RPN
3 8 8 192

3 8 192

However a I point change in the severity in the first example causes a 64
point change in the RPN, whereas in the second a 1 point change in severity

causes only a 24 point change.
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Severity Probability Detectability RPN
4 8 8 256
9 3 8 216

The significant differences between the two FMEA group scores described in
chapter 2 can perhaps be attributed to the fact that the RPN values are
sensitive to small changes. Thus if one team was more ‘pessimistic’ than the
other, an increase by just 1 score for the severity, probability and detectability
scores will completely alter the order of the RPN values and thus the

prioritised failures. For example:

Group 1
Severity Probability Detectability RPN
1 5 5 25
3 3 3 27

Increasing each score by just 1 value for the same failure alters the RPN and

thus the list of prioritised failures.

Group 2
Severity Probability Detectability RPN
2 6 6 72
4 4 4 64

4. Comparing the RPNs: Bowles (2003) also argues that comparing the PRN
values is generally not possible without some cost function that quantifies
how reductions along one dimension relate to changes along another
dimension. He further states that calculation of RPN implies that trade-offs

can be made between the severity, probability and detectability factors. For
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example, doubling the severity from 4 to 8 while halving the probability

from 4 to 2 and keeping the detection the same has no net effect on the RPN.

It could be argued that the RPN values are used to guide the team conducting the
FMEA and that quantifying the failures and prioritising them helps ‘visualise’ the
improvement in a system.
“When you measure what you are speaking about and express it in numbers,
you know something about it, but when you cannot express it in numbers your
knowledge about it is of a meager and unsatisfactory kind.”

Sir William Thomson, Lord Kelvin, 1883

“If you cannot measure it, you cannot improve it.”’
Sir William Thomson, Lord Kelvin, 1894

As seen from the quotes above, the idea of using numbers to measure and quantify
improvement dates back from the 19th century. ‘It is no surprise that the FMEA
method and a large number of risk assessment tools use numbers to help ‘quantify
risk’ and measure improvement. However, with FMEA in particular, multiplying
the ordinal scales is technically flawed from a mathematical point of view.

In the last few years a number of approaches have been suggested to overcome the
drawbacks of calculating and using the RPN values, however, these suggestions
have not been widely implemented. The majority of these suggestions integrate
further mathematical conditions or incorporating further steps to calculate the RPN
for example by including costs or using ‘if-then’ rules (Ravishankar and Prabhu,
2001; Rhee and Ishii, 2003; Arunachalam and Jegadheesan, 2006; Dong, 2007).
Perhaps these new ‘improved’ methods have not been widely publicised
particularly in healthcare because they demolish the appeal of FMEA as being a

straight forward and easy tool to use. Furthermore, other high risk industries such as

4 . - § .
! hitp://www.top-biography.com/9103-William%20Thomson/quotations htm. (Taken from Bowles, 2003)
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aviation or automotive industry have not used these methods. Although in the
future, these new proposed methods or modifications may help decrease the current
RPN limitations, they will still require to be validated and their reliability assessed

before promoting them extensively.

In this case, the construct validity of FMEA was low. The theory behind the use of
calculating RPN and using it to prioritise failures is based on invalid mathematical
assumptions. Thus if the main theory behind FMEA is based on incorrect
assumptions about the mathematical properties of the scales used, then the FMEA

outcomes cannot be described as valid.

3.8 Discussion

In this study the validity of FMEA was explored by assessing the different types of
validity for the FMEA procéss. No previous work has formally explored the validity |
of the FMEA process. Since this is the first time that the validity of FMEA was
explored, all approaches to assess the validity was based on pragmatic judgments.
Four different types of validity were assessed: face, content, criterion and construct

validity.

The first type of validity tested was face validity and the outcome was positive as
both groups including the main steps identified by the researcher in their FMEA

flow chart.

Following the FMEA meetings and the discussions that took place, the aim of the
content validity was to ensure that the process mapped and the failures identified by

the two teams indeed did cover all relevant issues related to the use of vancomycin
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and gentamicin. So can the content of FMEA be described as valid? Unfortunately a
definitive answer would not be possible for a number of reasons. First, one of the
revealed limitations of FMEA is that no brainstorming session will cover all the
potential failures and even if the majority is covered it is likely that some will be
missed (Bramstedt, 2002; Croteau and Schyve, 2000; JCAHO, 2005). This was true

for the groups’ FMEA because:

1) The groups identified only 17 (17%) common failures out of a total of 100.

2) One of the consultants who revised the FMEA identified a number of
failures not recorded by the group.

3) The incident reporting system identified two more types of failure that both

groups failed to include.

On the other hand, two other consultants said they could not think of any missing
failures and the monitoring failures discussed by the groups were all failures
identified during the data collection time in the laboratory and wards. Furthermore,
some of these failures were eliminated when the laboratory changes were
implemented. It is fair to claim that including a multidisciplinary team helped the
groups identify a large number of failures across different disciplines; however we
should acknowledge that no one group will be able to identify all the potential
failures that can occur. Another important issue concluded as well is that FMEA is
short-lived. Since its aim in healthcare is to avoid harm from reaching the patient
and improve the quality of the service, the FMEA should be periodically updated.
As seen in this study, after the FMEA meetings were conducted there were

improvements occurring in the laboratory system in the trust, therefore some of the
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failures identified by the groups were no longer valid while new potential failures

may have risen.

The third type of validity tested was the criterion validity, in which existing and

new data was collected, relevant to the failures identified, in order to compare them

with the FMEA outcomes. Existing data included identifying incidents related to

the use of vancomycin and gentamicin from the trust’s incident reporting database

and retrieving audits conducting for the use of these antibiotics. Comparing the

FMEA to the existing data proved to be complicated and a number of limitations of

using the incident report database were identified including:

)

2)

3)

4)

Small number of incidents included were relevant to vancomycin and
gentamicin, perhaps due to underreporting or because the electronic incident

reporting system was relatively new.

There was no standard method of reporting the incident or the level of detail
provided so some reported incidents were very detailed while others lacked

important information.

The severity and probability scores of incidents reported were assessed as a
S-point descriptive scale, while the traditional FMEA uses numerical values
accompanied with written descriptions. Also the probability scores were not

always reported on the incident reporting system.

Another limitation highlighted during this study was the use of two different
descriptions for the FMEA probability scores, one related to the number of
incidents per event and the other related to the number of incidents during a
specific time period. It is not possible to conclude that both methods are

equal or valid especially as they have not been validated or tested.
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S) The probability scores reported on the incident report database are also
subjective; therefore even if the FMEA probability scoring scales used were
similar to that of the database, the results would still be based on subjective

measures rather than an objective approach.

Overall, the FMEA groups provided a more pessimistic approach when assessing
the severity of the failures, whereas the severity of all the reported incidents
included in this study caused no harm or minor harm to the patient. At the same
time, the groups also over estimated the probability of failures occurring, i.e. the
majority of the probabilities of failures occurring identified by the groups were
higher than those reported on the incidents database. In addition to this, it could be
concluded that the detectability scores estimated by the FMEA participants were
also overestimated since there were similar incidents reported on the incident report
database. Although incidents are underreported, the results highlight that the
participants tended to overestimate all the scores and thus an over exaggerated
RPNs might have been derived which indicates that this subjective method of
scoring failures is not appropriate for prioritising failures or distributing costs and
resources. Using audits in this study was not very rewarding because the audits
included mainly focused on providing prescribing data, in particular the number of
patients receiving the correct initial dose which was difficult to compare to the

FMEA data.

In order to test the criterion validity of FMEA from an objective point of view, new
data related to the monitoring failures was collected. First, it was confirmed that the

failures identified by the groups were failures that were indeed happening in
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practice. Then, it was decided for which failures it would be possible to collect
sufficient meaningful data during the specified time period. Following this,
comparing the data was the most challenging. Since the severity and detectability
scores were unattainable for the data collected from the laboratory, the frequency of
these failures was compared to the probabilities of the FMEA failures. The result
was inconclusive because from a total of five types of failure compared to the data

collected:

1) One FMEA failure and one laboratory failure had the same probability score
2) Two FMEA failures had a lower probability than the data collected

3) Two FMEA failures had two different probability scores by each group. The
calculated probability of the data collected lay in between the two groups’

estimates.

However in order to identify any relationship between the probabilities, their
correlation was calculated. The results indicate that there was a trend towards a
positive relation between the probabilities of the FMEA data and the data collected

but not a statistically significant one.

Following these results, it can be concluded that the optimal method for testing the
criterion validity of FMEA in the future is to collect relevant data. This is because
the data collected will be objective rather than subjective. Furthermore, it helps
relate FMEA to the actual daily practice and failures that occur. In addition to this,
because FMEA data and outcomes are not standard, the data collected could be
tailored for each specific FMEA. In this case, the validity of the outcomes will be

tested rather than the FMEA process itself.
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Finally the construct validity was assessed. This type of validity is based on testing
or proving a theory. From the published literature and the guidelines about FMEA,
FMEA aims to identify failures, determine their severity, probability and
detectability scores and based on these scores the failures are prioritised and
addressed. Therefore, assessing this type of validity was based on the assumption
that the main and important theory behind the use of FMEA is prioritising the
failures to address them. The construct validity of FMEA proved to be flawed
because the RPN calculations are based on inappropriate mathematical calculations
that breach the properties of the scales used. Although the RPN does help ‘quantify’
the risk and enables the team to ‘see’ an actual improvement in the FMEA (since
the RPN values supposedly drop after change is implementﬁd) technically the

science or evidence behind it is not valid.

This is the first time that the validity of FMEA has been assessed. A published
review by Kirwan in 1997 addressed the validity of human reliability techniques in
general. Unfortunately FMEA was not included; however, Kirwan proposed criteria

for validating these techniques in general. The criteria included:

1. Presence of a significance correlation between the estimates and the true or

recorded values.

2. How accurate the techniques must be to be seen as valid or at least useful in
risk assessment terms. Kirwan (1997) states that the ideal and realistic
precision level to be aimed for is that estimates will lie within a factor of

three of the true or recorded values.
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3. A further aspect of precision is the degree to which the technique, when not
accurate, is pessimistic rather than optimistic. If a technique is optimistic,
then human error probabilities and ultimately risk predictions will be under-

estimated and this is unacceptable.

4. There should be an inter-assessor agreement between usage of the technique

by multiple subjects or teams.

5. Finally, there should be a measure of the consistency of usage of the

technique by different assessors.

In the case of FMEA in this study, the correlation between the groups’ estimates
and the data collected from the laboratory was not significant and none of the
FMEA failures had a precision factor of three or less in relation to the ‘true’
data collected. Both groups were more pessimistic than optimistic, scoring their
sever'ity and probability scores highly, however to what extepd is it acceptable
to depend on the ‘pessimistic’ approach especially when it involves investing
money and resources to improve patient care. Inter-assessor agreement was
addressed in chapter 2, where the two groups conducted the same FMEA using
the same technique but concluded different outcomes. Finally measuring the
consistency of usage of the technique by different assessors is not possible since
the scoring scales are very subjective and thus the outcomes will depend on the

group conducting the FMEA.

3.9 Conclusion
In conclusion, testing the validity of FMEA is not straightforward because the tool

involves more than one step and each step should be validated. The results of this
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chapter call into question the validity of the FMEA. The first step regarding
mapping the process was valid; however identifying the failures and using scoring
scales and RPN values cannot be conclusively described as valid. The teams missed
a number of failures, the scores were very subjective, the scoring scale itself was
not validated and the concept of multiplying ordinal scales to achieve an RPN value
was proven to be flawed. Furthermore, using Kirwan’s (1997) criteria as a guide,
FMEA failed to fulfill most of the criteria’s requirement further confirming the

doubts about FMEA’s validity.

In the next chapter the perceptions and experiences of healthcare professionals who

have used FMEA in the UK will be described.
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“Good judgment comes from experience, and often experience comes
' from bad judgment.” '

Rita Mae Brown, 1983
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4.1 Introduction

During the literature review presented in chapter 1, only three qualitative studies
related to the use of FMEA in healthcare were retrieved. During the time course of
this thesis an opportunity arose to work with another research team studying FMEA
as part of an evaluation of the Safer Patients Initiative (SPI) programme launched in

2004 by the Health Foundation in the UK in collaboration with the IHI in the USA.

This study is part of a large ongoing study being conducted at Imperial College
London supported by the Health Foundation and the National Institute for Health
Research, exploring the process and experiences of the trusts that participated in
SPI programme. During the SP1 programme, participants were expected to do an
FMEA on a core process in medicines management. The chapter describes the
analysis by the researcher of a series of qualitative interviews relating to FMEA

conducted by the Imperial College SPI Research Team'”.

This chapter will focus on exploring the perceptions, attitudes and experiences of
the SPI participants who have used FMEA as part of their medicines management
initiative as well as reporting the opinions of the FMEA participants who conducted
the FMEA in chapter 2, regarding their experience with FMEA. The chapter is
divided into two main sections: First, the IHI and SPI programme will be briefly
described; highlighting the use of FMEA in- SP1. This will be followed by a
summary of the methods used by Imperial College SPI Research Team to explore

the process and experiences of the trusts that participated in the SPI programme.

' Department of Bio-Surgery & Surgical Technology, Imperial College, London.
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The analysis, results and discussion conducted by the researcher (Nada Shebl) will
then focus on the participants’ experiences with the use of FMEA. Secondly, the
perceptions and views of the FMEA team members described in chapter 2 regarding

the use of FMEA will also be presented.

4.2 Safer Patients Initiative (SPl) Programme

The Health Foundation is an independent charity that aims to improve health and
the quality of health care for the people of the United Kingdom. It has been around
in various guises since 1983, when it was first launched as the Private Patients Plan
Medical Trust. In 2003, the Foundation re-launched with a new name ‘The Health
Foundation’ with a focus on improving health and the quality of healthcare (Health

Foundation, 2009).

The IHI is an independent not-for-profit organisation helping to lead the
improvement of health care throughout the world. Founded in 1991 and based in
the USA, IHI works to accelerate improvement by building the will for change,
cultivating promising concepts for improving patient care, and helping health care

systems put those ideas into action (IHI, 2009a).

With the support of The Health Foundation and IHI, the SPI was launched in April
2004. SPI is a quality and performance improvement programme that encompasses
all four nations of the UK. The Health Foundation selected the. IHI to design,
promote and implement the SPI, one of the Health Foundation’s quality and

performance improvement programmes (IHI, 2009b). Acute care trusts from across
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the UK were encouraged to apply for participation in the initiative via a competitive

bidding process.

The Safer Patients Initiative has been run in two phases — the first started in 2004
and following a competitive bidding process four acute trusts were chosen to take
part and act as exemplars from which other hospitals can learn. The second phase
started in 2006 and the SPI expanded from the initial four hospitals to another 20,

spread across the UK (Health Foundation, 2009).

4.2.1 Phase one — 2004 to present:

Since 2004, The Health Foundation has supported four hospitals in a £4.3 million
four-year initiative to test ways of improving safety on an organisation-wide basis.
The four hospitals: Luton and Dunstable Hospital NHS Trust, Conwy and
Denbighshire NHS Trust, Down Lisburn Health and Social Services Trust (now
South Eastern Health and Social Care Trust), and NHS Tayside, were working with

international experts from the IHI to develop their expertise in patient safety.

All four sites were following a programme designed by IHI which worked on three

levels:

= Addressing five clinical areas, each including multiple interventions that
have an established and accepted evidence base in the UK (such as better
management of patients in intensive care, infection control, preventative
antibiotics for surgery and medicines safety)

= Teaching methods for quality and safety improvement

= Establishing a specific role for the chief executives and senior executive

team.
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4.2.2 Phase Two — 2006 to present:

To meet their vision of transforming patient safety in UK, in 2006, the SPI was
expanded from the initial four hospitals to another twenty, spread across the UK.
Each of the additional twenty hospitals received £165,000 plus a tailored support
package of similar value. The hospitals worked in pairs on the safety improvement

work and worked with international patient safety experts from the THI.

The 20 hospitals involved in the second phase aimed to reduce their mortality rate
by at least 15% and to reduce adverse events by at least 30% over the two year

period (2006 to 2008)(IHI, 2009b).

In general, SPl1 phase one and two focused on key elements of safety work
including Critical Care, Perioperative, General Ward, Medicines Management and
Culture and Leadership.

~ The tasks specifically set by the IHI for the medicines management team for all

participating trusts included:

» Coordination of care : Medication Reconciliation (Medicines at the

Interface)

> Anticoagulation Management: Use of protocols and standardised

processes to manage anticoagulation patients

> Identification of High Risk Areas: Conduct an FMEA on a high risk

medication process (such as chemotherapy, insulin)

All participating Trusts in phase one and two were therefore expected to conduct an

FMEA and feed back their outcomes and results to IHI.
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4.3 Aims and Objectives

4.3.1 Aims

The aims were to explore users’ experiences with FMEA, from two sets of data:

» The SPI participants

» The FMEA team members regarding the use of FMEA described in chapter

2.

4.3.2. Objectives

The objectives were:

» To develop a suitable framework for the FMEA-related interview data in
order to:
¢ To determine where and how FMEA was conducted in the Trust
s To determine the views of participants aboutthe use of FMEA

+ To identify the changes and outcomes that resulted from the use of
FMEA

» At the end of the FMEA meetings described in chapter 2, participants were
asked to report information about their opinion of FMEA and its strengths
and weaknesses both in general and in relation to vancomycin and

gentamicin.
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4.4 SPI participants

4.4.1 Methods

Methods used by the Imperial College SP1 Research Team to explore the process
and experiences of the trusts that participated in SPI programme were employed in
two parts: A and B, where A focuses on the first phase -SPI 1 and B which focuses
on the second phase- SPI 2. The aim of their research overall was to assess the
organisational readiness for SPI, to explore the variability in responses to SPI and to
determine SPI’s impact. In order to achieve these aims, a mixed method approach
was used which included interviews, surveys, qualitative analysis of varied sources

and analysis of time series data related to the care processes.

In this chapter only the methods used to generate FMEA-related data will be

reported in detail (table 22).
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Table 22: Details of methods used by the Imperial College SPI Research Team
to collect interview data relating to SPI

Part A- SPI 1 Part B-SPI1 2

Time period

The study took place between The study took place during 2008.

of the study August and December 2007.
Number of . .
o 4 I 18h 1
sites involved hospitals 8 hospitals
One operational lead in the One lead in the medicines
- Medicines Management team management team was interviewed
Participants . . . . . .
was interviewed from each site from each site (18 interviews)
(4 interviews)
Methods of Semi-structured interviews

data collection

e A team of 5 researchers conducted the interviews. Each pharmacist
or nurse was interviewed by one or two people from the research
team.

Interviews | e Participants were interviewed during a site visit and interviews

lasted on average between 45 minutes to an hour.
e All interviews were recorded on audiotape and all information
collected was treated as confidential.
Transcribing Interviews were transcribed by a professional transcription agency.
Topics

discussed e Medication reconciliation

during the e Plan, Do, Study, Act (PDSA cycles)

interview

o Failure Mode and Effect Analysis (FMEA)

All trusts participating in part A and B of the study received the same information

about FMEA.
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4.4.2 Ethics approval

Ethics approval had previously been granted to the Imperial College Study by the
Leicestershire, Northamptonshire & Rutland Research Ethics Committee. In order
for the FMEA data to be specifically analysed and included in this thesis, a
substantial amendment was submitted to the Committee to request the addition of a
student researcher (Nada Shebl) to the ethics application in November 2008.

Approval was granted in January 2009.

4.4.3 Data analysis and validation

Before the interviews were analysed they were assessed to ensure that this data had
been collected in a robust manner using valid and reliable methods. Scott (p.6,
1990) suggests four criteria which can be used for deciding whether or not to
employ specific data for the research. They include:

¢ Authenticity: Is the evidence genuine and of unquestionable origin?

o Credibility: Is the evidence free from error and distortion?

o Representativeness: Is the evidence typical of its kind, and, if not, is the

extent of its untypicality known?

¢ Meaning: Is the evidence clear and comprehensible?
The first criterion, authenticity, addresses the question of whether the document is a
primary or secondary document and in this study all the interviews were primary
documents. They were all genuine and conducted by a team of researchers at
Imperial College NHS Trust. Credibility refers to the accuracy of the
documentation, the reliability of the producer of the document and freedom from
error. The over all aims and objectives of the SPI interviews were to understand the

process of improvement, organisational readiness, variability, impact and
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sustainability of benefits associated with complex systems level interventions such
as the SPI, rather than focus on FMEA only. Thus the interviews were scheduled to
meet these broad aims and objectives and not focus on FMEA per se. Although
details about FMEA were sometimes not fully explored; these interviews provided a
rare and rich opportunity to explore the use of FMEA in the UK on a wide scale.
Research approval was required for all the interviews and this helped ensure that all
the data was accurate and reliable. The data was also clear and comprehensible but
the extent of its untypicality is unknown as this was the first SPI study as well as the
first time participants of FMEA within the UK have expressed their thoughts and
opinions about it. In addition to this it is important to acknowledge that the SPI
research was conducted by a highly reputable research team at Imperial College
NHS trust and has resulted in a number of publications in peer-reviewed journals
(Benn et al, 2009; Burnett, 2009; Burnett ef al, in press) as well as conference

presentati'ons (Benn, 2008; Benn, 2009; Burnett, 2009; Parand, 2009; Pinto, 2009).

All the interviews were first read thoroughly to gain an overview of the data and to
become familiar with the range and diversity of the information. All interviews
were anonymised and printed out. Any FMEA-related data was then identified from
the interview transcripts. A thematic framework analysis approach (which classifies
and organises data according to key themes, concepts and emergent categories) was
applied and content analysis was conducted. During this stage the key ideas and
recurrent themes related to FMEA were identified and listed manually. An im'ﬁa]
coding frame was then constructed for a sample of four interviews by the researcher
and revised by one of the supervisors. Differences in the coding were discussed and

the revised final coding frame was used to develop additional themes. Another five
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interviews were further coded using the modified coding frame and again verified
by the supervisor. The remaining interviews were coded and analysed by the
student alone. Finally, after the results were analysed, the Imperial College SPI

Research Team reviewed the analysis; no further modifications were required.

4.4.4 Results and Discussion:

Twenty pharmacists and two nurses were interviewed. Of a total of 22 interviews;
four were from SPI 1 and 18 from SPI 2. One interview, with a senior nurse, was
not included in the analysis because she did not discuss FMEA at all in the

interview.

Themes from the 21 interviews were analysed as two main clusters. The first cluster
comprised the perceptions and experiences with the five basic FMEA steps (chapter
1, section: 1.4.4). The second cluster comprised emerging themes from the
interviews which included interviewees’ opinions of FMEA, how participants
described it, validity and reliability issues, how FMEA compares to other risk
assessment techniques and FMEA’s use in practice. The thematic framework used

for the interview analysis is displayed in table 23.
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Table 23: Thematic framework used for the interview analysis

Cluster Themes Sub-themes
Topic chosen and
department
Step one: choosing a topic How and why topic was
chosen?

Cluster one: Describes the
perceptions of the
participants of the five
FMEA steps and how they
were conducted

Attitudes of participants
towards chosen topic

Step two: choosing a
multidisciplinary team

Experience of use

Who participated?

Attitude of participants
towards FMEA

Step three: mapping the
process and identifying

Mapping the FMEA process

Identifying the failures

failures
Step four: calculating the How RPN was derived
RPN Scoring scale

Significance of RPN

Step five: actions and

Actions and outcomes

outcomes focusing on the process of
care
Actions and outcomes
focusing on the RPN value
Describing FMEA Expectations from FMEA
Characteristics of FMEA
Limitations of FMEA
Opinion of FMEA Positive opinions
Negative opinions
Cluster two: Describes the Training and teaching Training for FMEA
perceptions and opinions of FMEA Teaching FMEA
the interviewees towards Comparing FMEA to other Other techniques used

FMEA

risk assessment tools

How FMEA compares to
other tools

FMEA’s use in practice

How wide spread is its use?

Its use and function in the
Trust

Will it be used again?

Its use in other settings

Validity of FMEA

Validity of FMEA

Reliability of FMEA

Reliability of FMEA

FMEA: Failure Mode and Effect Analysis

RPN: Risk Priority Number
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4.4.4.1 Cluster one: The five FMEA steps:

4.4.4.1.1 Theme one: Choosing the topic:

The first step of FMEA is to choose a high risk topic. During the SPI, IHI
specifically identified tasks that participants had to do. These included reviewing
medication reconciliation, anticoagulation management and conducting an FMEA
on a high risk medication such as chemotherapy or insulin or on a core process such
as prescribing, administering or monitoring medicines. Following the IHI
recommendations, the majority of Trusts conducted an FMEA on anticoagulation
(15 Trusts, 71%) signifying the influential role of IHI, while only six trusts
conducted their FMEA on other high risk topics identified. Seven Trusts (33%)
conducted more than one FMEA on different topics. This suggests that these seven
had positive experiences and outcomes of FMEA because after conducting the
‘obligatory’ FMEA, they voluntarily conducted other FMEAs on topics of their

choice.

One pharmacist expressed the complexity of the anticoagulant topic recommended
as a first attempt for FMEA but nonetheless conducted the FMEA following the
sense of eagerness from [HI.

“Well, we initially had other ideas about what we might to do for it but it
became apparent that they (IHI) were keen for us to do an FMEA round
anticoagulation so, hey, that’s what we did ... so 1 would say that
it{anticoagulation] was a priority and we were quite happy to do it, it’s just
that we knew that it was going to be tough for us to effect a change within
anticoagulation so maybe, might have found it easier to go somewhere else
to start with, is the only thing really ... No, this is again, why we weren’t
intending to do our first FMEA in this particular area [anticoagulants]
because it just felt like it was going to be wading through fire with eye
glasses.” Specialist Pharmacist, Trust 12.
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4.4.4.1.2 Theme two: Choosing a multidisciplinary team

The second step of the FMEA is choosing a multidisciplinary team to conduct the
FMEA. The first sub theme identified from the interviews related to the
participants’ experience with FMEA. A number of participants said that this was
their first encounter with FMEA and only two pharmacists reported that they had
previous experience with FMEA
“...as 1said, I thought I was a bit of an expert on FMEA, cos I did some of
that...”
Principal pharmacist, Trust 4
“...the principal pharmacists for production and quality control said we
know all about FMEA, we use it all the time.”
Chief Pharmacist, Trust 17
A multidisciplinary team is a key component and an essential condition to try to
ensure a valid FMEA. Furthermore, if the topic chosen involves mapping several

steps that covers different areas of patient care then it is essential to include a team

member from each area.

FMEA participants varied among the trusts and depended on the topics chosen.
Since the use of FMEA was specific to the medicines management team, all the
FMEAs were conducted within the pharmacy department and thus the majority of
participants were pharmacists or pharmacy-based staff such as technicians or
assistants. The majority of the trusts also recruited multidisciplinary team members
to conduct the FMEA. Only two of the interviewees did not actﬁally participate in
the FMEA and therefore only reported what was fed back to them from the team.
“Talking to the staff who've used it I think it's very useful, but they both had

1o go back and recalculate their initial FMEA.”
Pharmacist, Trust 9
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“As I say I haven't been directly involved, it's been the dispensary manager
leading it and then she’s invited a junior, more of a junior member of the
pharmacy department..”

Patient Services Pharmacist, Trust 15

Two pharmacists reported struggles when trying to choose a multidisciplinary team.
The first pharmacist highlighted the complexity of the health care system and the
hierarchy of the medical team members highlighting the deficiencies in every day
practice and the lack of ‘defined’ roles for members of the multidisciplinary team.

“Within the FMEA'’s we used erm, we were actually trying to find clinicians
or consultants that prescribe and very few of them were hands on prescribe,
okay? The group that will are consultant anaesthetists. They will actually
prescribe drugs, but if you look at most other areas of the Trust, a
consultant may prescribe, i.e. he will decide the change of treatment, but he
will instruct somebody else to actually do the prescription and again if you
know on some ward rounds, the registrar is making those decisions, but the
actual person who writes it, is a junior doc. So in terms of getting a
consultant representative to the FMEA’s for prescribing, we didn't tend to
do that, we tended 10 go for the staff grades and the people that actually do
hands on prescribing. So that’s a bit of a deficiency...”

Principal pharmacist, Trust 4

The second pharmacist faced challenges related to the composition of the team. The
lack of harmony and arising conflicts between the team members potentially

affected the FMEA results.

“We started off by geiting together different groups of staff, so some nurses
off the wards, some junior doctors and some pharmacists. We would have
liked 1o have included some of the, one of the consultant haematologists and
the, one of the anticoagulant nurses but at the time we’d just started the
whole thing and we felt that they would stop the other people from openly
discussing what their concerns were because when we’d had, when the
sister and matron had had the initial meeting with the consultant
haematologist, there were various things that we were saying that we were
concerned about which she was quite adamant weren’t a problem ... there
were certain things that, like the nurses who were there were quite, spoke
quite strongly in terms of all the problems around anticoagulation being
down to ... but no, there weren’t any problems on the nursing side of the
process. And they left the room first and the junior doctors afterwards were
like, 1 didn’t want to have an argument with them, but that isn’t how I would
perceive it to be and there are probably more problems. So for example,
one of the risks could be that somebody’s given the wrong dose or the dose
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isn't given when it’s prescribed and they were absolutely adamant that that
will never happen, but were quite critical, so it’s very difficult”

Specialist Pharmacist, Trust 12.

Two main elements characteristic of the healthcare environment were raised by the
above interviewees. First, there are certain roles within healthcare that are not
clearly defined and vary from hospital to hospital. Whose responsibility is it, for
example, to follow up reported drug levels? Is it the nurse? Is the pharmacist or is it
the doctor? This lack of clearly defined roles for each member of the
multidisciplinary team will without doubt raise conflicts within the team when they
are discussed. The lack of defined roles was also discussed during the FMEA
meetings described in chapter 2 and conflicts between the consultants and
pharmacists, regarding their roles for drug monitoring, arose. The second important
topic identified was the lack of communication within the FMEA team. Problems
arising due to ineffective communication between healthcare professionals have
been well documented in the literature (MacKay et al, 1991, BMA 2004, Astrom ef
al 2007, Nijjer et al 2008). In a report by the British Medical Association in 2004, it
was reported that although most healthcare professionals have a firm understanding
of their own role, they may not necessarily understand others’ work or how their
role fits in with the rest of the healthcare team. Furthermore good communication
can deepen professionals’ understanding of different working cultures and
professional language. Another essential outcome of good communication is
education of the junior doctors by the more senior members. From the experience of
interviewee 12, nurses and doctors were reluctant to discuss the anticoagulant
process openly. This may have been due to the lack of self-esteem from the nursing
staff to challenge the doctors. The nurses may also have been avoiding

confrontational discussions with doctors, whom may not necessarily accept
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constructive criticism due to their perceived status from the hierarchical structure

within the profession.

Poor communication between team members from other Trusts was perhaps not
reported because the majority of the FMEA teams were pharmacists and pharmacy-
based staff and it has been documented that healthcare professionals tend to interact
with less difficulty with others in their own discipline than with those from other
disciplines (Ker, 1986). The remaining participating interviewees did not report any

conflict between the team members.

Another important issue brought up during the SPI interviews, in general, was the
policy of junior doctors ‘turnover’ or rotations within different NHS Trusts. These
doctors’ rotations threaten the reliability of the FMEA results since the FMEA’s
outcomes differ depending on the participating team as shown in chapter 2
(reliability chapter). Furthermore, these junior doctors might be available to
participate in the FMEA discussions but their rotations would mean that they may
not be around to implement the new changes or teach them to others. One Trust
acknowledged this problem when recruiting a multidisciplinary team and chose to
include the junior doctors that would be staying in the Trust for a longer period of
time.

“So we identified some F1s who we knew were going to stay on F2 year and

some of us had worked with and that we knew would contribute to the

discussion. In terms of getting nurses, again, we went through one of the

nursing managers just to tell us who she could make available to us.”
Specialist Pharmacist, Trust 12.
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Following the subject of recruiting a multidisciplinary team, the attitudes of these

team members towards FMEA were explored. Some were encouraging:

“More or less everybody has picked up the tool and is interested in it.”
Clinical Pharmacy Coordinator, Trust 3

Others felt like it was a too] that helped pharmacists raise their profile and earn the

attention they deserved when it came to patient safety and risk:

“...it’s a good tool and this means that you're encouraged to not just
become slavish and but it’s this business about, it’s a good tool for
experience people to take and run with, are you with me? And it opens
some doors as well because it gets senior management back up and you 're
no longer a, you're no longer a voice in the wilderness, you 're not the
pharmacist banging on about risk, it becomes, we do quite well with it,
we re quite well accepted, I'm not saying we 're marginalised but it just
raises the whole thing up the agenda.”

Director of Pharmacy, Trust 11

“There are now three trained [for FMEA] and everyone; it’s an issue that's
discussed on a weekly basis at other clinical meetings. So pharmacy staff
are very much stitched into that process and patient safety is something that
pharmacists love.”

Chief Pharmacist, Trust 13

Other interviewees reported that the participants were negative and

counterproductive, expressing their doubt towards FMEA as a valid tool:

“...people start challenging the evidence behind it when it’s not about the
evidence, it’s we 're saying we 've already agreed that, now can we put it in
place please?”

Head of Pharmacy, Trust 5

“I'm a bit, the jury’s still out on the FMEA process because, and this is
something that I had raised, has anybody evaluated FMEA as a tool for
analysing risk? And it turns out there isn’t. And I had raised it with xxx last
week, and he doesn’t know if anybody has, so I thought, well why are we
doing this process?”

Medicines Governing Pharmacist, Trust.6

207



Chapter 4 Perceptions and Experiences with FMEA

“I think there would’ve been better ways of implementing a changed policy
around gentamicin than doing FMEA.”
Director of Pharmacy, Trust 14

“...and they thought well, what they didn’t like was the semi subjective, or

semi objective nature of the scoring paramelers. I said, just take it as it is.

And there was a lot of argument as, it’s not valid, it’s not relevant, it’s not

this, it’s not that...”

Chief Pharmacist, Trust 17

Responses from interviewees S, 7 and 17 indicate that the participating team did not
believe FMEA to be valid, whereas the interviewed lead pharmacists did not share
the same opinion. On the contrary, they believed that the evidence behind FMEA
was not of importance and that it was a useful tool in identifying the risks overall.
The pharmacists interviewed in these three Trusts oversaw the medicines
management aspects of the project and perhaps their main aim and focus was to

complete the FMEA and decrease the scores rather than question the evidence

behind FMEA.

4.4.4.1.3 Themes three and four: mapping the process and

identifying the failures and calculating the RPN

Steps three and four describe how the participants actually conduct the FMEA.
Little detail was provided in the interviews on how FMEA was actually conducted
in terms of mapping the process and identifying the failures but the scores were
calculated differently among the Trusts. Some did it through consensus, others did
it separately and then combined the scores; while at one Trust the pharmacist
calculated the scores single handedly.

“What we'd do is get them all to score on a piece of paper independently
and then put it all together. At the end of it, we tended to have a bit of a
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group consensus if there was some you know, if there was a wide
variation...”
Principal pharmacist, Trust 4

“1did it initially, I drafted it and then another pharmacist overlooked it and
scored i, so I drafied it and scored it, didn’t give her my scoring, showed
her to see if I was saying this right. One of the cardiology consultants also
scored it and looked at the drafts and he said things, no that that doesn't
occur. And then the sister, the cardiology sister as well.”

Medicines Management Lead Pharmacist, Trust 7

“we set out initially what we thought the steps probably were in a table, so
we had the document set up and we booked a room with, where we could
take a laptop and projection, do it onto a screen so that we could put the
information straight in and did just a short five minute explanation at the
beginning to explain what we were doing. So we did that and then went
through the process and then, so most of the information got typed into a ...
at the beginning and we scored everything but then we didn’t add up all the
scores because again, it takes so much time. So after it we went back and
added up all the scores ... I think it was clear on the sheet, and then sent it
out lo the people who were involved lo, if they wanted to, to comment any
further and we then looked at the scores of each bit of the process and
ranked them in order of priority of what we wanted to do”’
Specialist Pharmacist, Trust 12.

“I decided eventually once the group had decided what the process was, and

where the flaws in the process were, I did the scoring.”
Chief Pharmacist, Trust 17
How scores are calculated is a controversial component of FMEA. The JCAHO
(2005) states that no matter what the rating method and scale used in the FMEA,
team members must reach a consensus on the RPN. No specific methods to reach
consensus are mandatory but McDermott er al (1996) recommends that team
members can cast their votes for the rating and the average of these ratings is used.
The majority of the participants that gave an account about how FMEA was

conducted resorted to consensus, except for one trust. In trust 17 the pharmacist

chose to score the FMEA single handedly. Perhaps this was due to the team
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dissatisfaction with FMEA and their concerns about its validity and reliability. This
however lessens the confidence in the FMEA’s results as it did not take into
account the multidisciplinary team input and thus its reliability and validity become

questionable.

4.4.4.1.4 Theme five: actions and outcomes

The last theme from cluster one is step five of the FMEA; actions and outcomes.
Participants described the outcomes of FMEA either by change in the process of
care or by a reduction of RPN. More than half of the Trusts (13 Trusts, 62%)
reported that a decrease in the RPN was the desired outcome of the FMEA and an

indication for its successful use.

“So we had all those FMEAs done and then we were able to rescore the
FMEA afier we introduced the new charts and that brought down the

scores. '
Clinical Pharmacy Coordinator, Trust 3

“[ think the worry is you have 1o try and get the score down so much by
September and we can only keep trying what we are doing ... but we re still
Just working on it; our score’s not come down (for dispensing process). It
did go up for a time but we were told that was all right.”

Principal Pharmacist, Trust 8

“We have our FMEA well down below the 50% now, so we've achieved our
targel for June. And on the other site they looked at warfarin prescribing,
as I said, prescribing, administration, monitoring, etc, and they have just
got their FMEA down to 48% of the original, so they've achieved the targel
as well.”

Pharmacist & Medicines Management Lead, Trust 9

“And we 've implemented quite a number of changes to practice and we ve
rescored our FMEA subsequent to that. And we’ve managed to hit the
larget in bringing it down ... So we used the tool to map us through the
process and look at what happened at each step and look at what could be
done to improve things at each step of the way.”

Director of Pharmacy, Trust 10
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“We're still doing it because we're having to improve our scores
remember..."
Director of Pharmacy, Trust 11

“we scored that and identified the mean risk areas and very quickly
changed processes, very simply and quickly changed processes, and we, our
target is to halve the risk score. We haven't done that yet and we're
probably down 1o about 60% of the score that we had. So we're already
approaching the halving of the score and just recently reviewed that FMEA
and we've got other actions 1o take forward which, if they're successful,
should reduce that risk score quite, probably to the 50% mark.”

Chief Pharmacist, Trust 13

“I think it’s the, to be fair, I think from the scoring, we probably never, we
might never achieve the 75% drop that the SPI ask for because of the way
it’s scored...”

Director of Pharmacy, Trust 14

“Yeah, we 've done that with anticoagulation, and again we have, we felt we

had our processes right but we 've not been able to reduce our FMEA

because we haven't been able to roll out across the whole of the Trust.”

Senior Pharmacist, Trust 21

According to THI, the target of FMEA is to reduce the RPN value when the scores
are recalculated after changes have been implemented. According to McDermott ef
al (1996) there should be at least a 50% or greater reduction in the total RPN after
an FMEA, However, if there is no target RPN for the FMEAs, then it is up to the
team and company to decide how far the team should go with improvements. From
the interviews it was unclear whether the target was 50% or 75% reduction in total

RPN, but what was clear were the Trusts’ pressure and worries about the scores

rather than the actual actions and outcomes implemented.
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4.4.4.2 Cluster two: Perceptions and opinions of FMEA!:

Cluster two of the themes describes the opinions of the FMEA participants and use
of FMEA in practice. Seven main themes were identified after coding the

interviews.

4.4.4.2.1 Theme one: Describing FMEA:

The first theme is how participants describe FMEA from their perspective by
outlining FMEA’s characteristics, their expectations and limitations of its use from
their experience. This helped reveal how participants define FMEA and its use in

the clinical setting. Participants’ descriptions of FMEA are outlined in table 24
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Table 24: How participants describe FMEA

Description

A tool
that
allows
you to
identify
where the
high risk
areas are
in the
process of
care

“Gives you a clearer picture of which parts (of the process) are at the most dangerous” Trust |
“It enables you to, um, come up with very bite sized pieces and to prioritise certain areas.” Trust 2
“lts process mapping and risk assessing all in one ... More proactive.” Trust 3

“The FMEA gives you a chance to actually sit down, and think well what actually, each step by step, what happens and what can go
wrong?.... The FMEA has allowed us to sit and think which bits we need to really concentrate on.” Trust 5

“All it is doing is bringing a few things to the surface.” Trust 6

“I think you probably know in your head what the issues are, but it’s actually quite good then to sit down, map it out and get score.”
Trust 8

“ I think it’s a tool that I can see can be applied in quite a lot of settings when you 're looking at a whole process and you want to
unpick it and look at what’s going wrong or what the risks are in each bit of it.” Trust 10

“Useful tool in identifying risk and scoring risk and helping you work towards reducing the risk in those particular areas.’” Trust 14
“Highlighted where the problems were, and then made you understand them.” Trust 16

“I suppose it’s good that it gets you sitting down, thinking of all the steps in the process, and your own gut instinct to what you know
is wrong in the process. It’s just reinforced that so it's put some science behind it.” Trust 18

“It was useful as much as anything in actually identifying where things go wrong. " Trust 19

“What it highlights is just where your greatest risk.” Trust 21
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Table 24: Continued

2. Subjective

“Slightly subjective.” Trust 8

“It’s such a simple process but I think it was the subjectiveness of the scoring that concerned me initially but it does seem to work in
practice.” Trust 13

“It's a subjective measure.” Trust 14
“It is so subjective and depending on who does it makes it even more subjective really, how you look at it.” Trust 18

“It's extremely subjective.” Trust 19

3. Atool
that
allows
people to
get
together
to talk

“...but actually what it was, was just getting people to talk” Trust 4
“Gets quite big discussion going.” Trust 7
“it opens some doors as well because it gets senior management back up and you 're no longer a, you're no longer a voice in the

wilderness, you're not the pharmacist banging on about risk, it becomes, we do quite well with it, we 're quite well accepted, I'm not
saying we 're marginalised but it just raises the whole thing up the agenda.” Trust 11
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Table 24: Continued

4. Systematic and
Structured process

“Systematic” Trust 3

“It’s intuitive, it’s an arbitrary scale but it's intuitive because it’s like if, the things is that we re quite positive
about this, you can tell, because it gives some structure to what we 've been trying to do.” Trust 11

“The thing that we love about it is that it takes all the finger wagging away. It's your fault, whoever you are,
and it turns it into a structure where you can identify where the real flaws are and then discuss how you 're
going to put them right ... It’s a very structured approach.” Trust 20

5. Other descriptions

“The FMEA serves to ... cause analysis but it’s done before anything happens so it’s really gone through the
steps of the process... ... ... 1t’s prospective. ” Trust 7

“A lot of it is brainstorming ... FMEA's are good for testing improvements.” Trust 11

“It’s a bit like capacity planning but with risk ... It’s semi quantitative ... It’s got good reliability.”” Trust 17
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The FMEA participants demonstrated a diverse understanding of FMEA. Overall,
the majority concluded that it was a subjective but systematic tool that helps
identify high risk areas by getting people together to discuss the problems. As the
majority of the participants interviewed were those who received training for
FMEA, it can be assumed that from the definitions provided, they have understood
its overall purpose which is to identify high risk areas in a process of care.
However, only two interviewees mentioned that it was proactive. Whether the
teams focused on the current problems and used FMEA retrospectively rather than
prospectively is unknown. Although FMEA’s use can be flexible, it is important to
remember that FMEA is publicised as proactive technique that is used to prevent
process and product problems before they occur (VA NCPS, 2005) and thus it
would be defying its purpose if the teams only focused on the current problems and

overlooked its use as an innovative indicator of future problems.

Limitations of FMEA, according to the participants, were divided into two main
concerns; limitations of the specific FMEA undertaken by the participants and
limitations of FMEA in general. Limitations of the specific FMEAs undertaken by
the participants included issues such as choosing a complex and long process for
their first FMEA, not having a multidisciplinary team, or a lack of resources from
the trust to support the use of FMEA. The general limitations of FMEA included
issues such as the scoring scales, multidisciplinary team requirements and validity
and reliability issues. General limitations of FMEA described by the participants are

outlined in table 25.
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Table 25: Limitations of FMEA according to the SPI participants’ experience

Limitations

Participants’ experience

1.

Time consuming

“FMEA is very time consuming ... It’s a resource issue because dispensing FMEA and went on to
prescribing and administering, somewhere round between 15 and 20 hours of staff time involved with it
and a lot of that is sort of getting people used to the technique... ” Trust 4

“Because it takes up so much time, we were going to do it over lunchtime.” Trust 12

“Lengthy process.” Trust 16

2.

Difficulty of
FMEA itself as a
process and the
scoring scales in
particular.

“This is a more difficult concept, took a bit more time to get used to. Well we 're still getting used to it in
truth ....To get across the point about the scoring of it was possibly the biggest, just try and tell them what
was really an arbitrary figure and it’s really what they felt, it wasn’t a ... was possibly the biggest but
obviously none of the scores matched but we were able to come to a consensus...” Trust 7

“I think they [the staff who used FMEA] hadn't given themselves the correct marks, they had, in some cases
they'd underestimated portions and others they'd overestimated, so their actual failures, their RPN was not
83RPN, it was more a tendency to underestimate rather than overestimate.” Trust 9

“The score itself can be quite difficult in terms of looking at the number and looking at how the number
drops. Doesn’t really always, I think, in my personal opinion, doesn’t always reflect on a risk reduction. 1
think it just changes the way you think the score, because it’s subjective, you might just think initially, oh, 1
scored that a bit too high, or, actually I think maybe that should 've been higher ... The scores are a
hindrance rather than anything else, yeah.” Trust 14
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Table 25 continued

3.

Lack of validity
and reliability
and therefore
acknowledging
that only the
same group of
people can redo
the FMEA

“The jury’s still out on the FMEA process because, and this is something that I had raised, has anybody
evaluated FMEA as a tool for analysing risk? And it turns out there isn't...it’s not a validated process.”
Trust 6

“I suppose really to score it again you need to get the same people back in a sense, to redo it.” Trust 8

“The scoring in the FMEA teams need to be the same people, if you change half way through because of
the highly subjective interpretation things change dramatically.” Trust 17

“I'm unsure; I have to say, about how reliable. Unless you could get somebody absolutely objective 1o
redo the FMEA. Maybe because of the way that we worked it, it was the same group of people who 'd been
involved with setting the process up we wanted, we all felt it was going to be reduced.” Trust 19
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FMEA is very time consuming and this limitation for its use has been
acknowledged in several published papers (Burgmeier, 2002; Capunzo et al, 2004;
Duwe et al, 2005). In order to reduce this limitation, proper initial training as
mentioned before is important for the team facilitator or team leader. In addition to
this, having the managerial support and resources available may help minimise this

limitation.

As for the scoring scales, there are no rules for choosing a specific scoring scale to
rate the failures identified as described in the introduction in chapter 1. However the
JCAHO (2005) advices that whatever scale is chosen it should be used consistently.
According to the FMEA data on the IHI website, a 10-point scale is used for the
failures. The above comments about the scoring sca]esvindicate that the participants
found the ‘theory’ of using numbers to access a risk as their main concern rather
than the scoring scale itself. Furthermore, the level of subjectivness in interpreting

these scores made it even more difficult to grasp.

The lack of validity and reliability again is a concern brought up on more than one
instance as several participants acknowledged that the same people had to redo the
FMEA in order to confirm valid and reliable results. Perhaps this concern with
validity and reliability comes from an evidence-based approach and pharmacists’

awareness of validity and reliability themes in research and practice.

4.4.4.2.2 Theme two: Opinions of FMEA:

The second theme reports the opinions of participants. Both positive and negative

opinions were expressed. The majority of the interviewees expressed constructive
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views towards FMEA, some more strongly than others, in terms of it being a useful
tool particularly for mapping a process and identifying the problems within this
process.

“It's [FMEA] one of the best techniques I've seen ... I think it’s a fantastic
technique.”
Director of Pharmacy, Trust 4

“ think it's an excellent tool.”
Pharmacist, Trust 9

“We 've done an FMEA because we like that, we found that tool very helpful
Jor some of the other work that we 've been doing.”
Director of Pharmacy, Trust 10

“We like FMEA and we like the process focus as well.”
Director of Pharmacy, Trust 11

Two interviewees particularly mentioned that FMEA mostly suited and interested
pharmacists.

“Well the FMEAs really, it was something that really interested pharmacists

. 1 think FMEA suits pharmacists because they are very, you know just by
the nature they're very, um, fussy, you know ... It’s a tool that definitely
pharmacists love.”

Clinical Pharmacy Coordinator, Trust 3

“Pharmacy staff are very much stitched into that process and patient safety
is something that pharmacists love. It's our raison d’étre.”

Chief Pharmacist, Trust 13

Two additional purposes of FMEA have been mentioned; firstly, that it resolves the

problem of blaming individuals. This is an accurate description of FMEA since its
aim is to identify ‘potential’ failures that have not yet occurred.

“The thing that we love about it is that it takes all the finger wagging away.

It’s your fault, whoever you are, and it turns it into a structure where you

can identify where the real flaws are and then discuss how you’re going to

put them right...”
Chief Pharmacist, Trust 20
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Secondly, FMEA is seen as a means for pharmacists to be heard and their input
about risk and safety to be taken into consideration. This again highlights the
problems of poor communication between healthcare professionals and the barriers
between a multidisciplinary team due to power disparities from the hierarchical
structure within healthcare.

“It’s a good tool for experience people to take and run with, are you with
me? And it opens some doors as well because it gets senior management
back up and you're no longer a voice in the wilderness, you're not the
pharmacist banging on about risk, it becomes, we do quite well with it
we’re quite well accepted, I'm not saying we're marginalised but it just
raises the whole thing up the agenda.”

Director of Pharmacy, Trust 11

On the contrary, other participants expressed how the subjectivness of FMEA and

lack of validity deterred some pharmacists.

“When all it is doing is bringing a few things to the surface, which is no bad
thing, but it’s not a validated process ... .Is it any point in putting this
[FMEA] data on 1o the SPI website if it’s nonsense in a way? It’s what
you’re doing with it isn’t nonsense, but the values of it mightn't tell you very
much.”

Medicines Governing Pharmacist, Trust 6

“So, the score itself can be quite difficult in terms of looking at the number
and looking at how the number drops. Doesn’t really always, I think, in my
personal opinion, doesn’t always reflect on a risk reduction ... I don’t think
it works effectively ...
1 think there would’ve been better ways of implementing a changed policy
around gentamicin than doing FMEA ...
Forget FMEA. It doesn’t really work effectively, I don't think, and the
scores are a hindrance rather than anything else, yeah ...
We wasted a lot of time on FMEA before we realised, this isn’t actually
working.
Yeah, because I think you can get caught up on just the score, that’s the
thing...
I just don’t know why someone didn’t stand up and say, this process doesn't
work. "

Director of Pharmacy, Trust 14
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“I'm comfortable with it what they (the other participants) didn’t like was
the semi subjective, or semi objective nature of the scoring parameters. 1
said, just take it as it is. And there was a lot of argument as, it’s not valid,
it’s not relevant, it’s not this, it’s not that. If said, if you're doing your pre-
analysis, and you're doing your post analysis then you’ve introduced a
degree of uniformity into the scoring process yourself unless of course you
were scoring randomly in the first place, and you've forgotten what you
were doing.”

Chief Pharmacist, Trust 17

“A very useful exercise and a useful tool at the beginning of the process. 1
wonder about, because we've, the same group of people did the review to
the FMEA and I'm unsure about whether we already decided almost what
we thought we wanted it to be. Because we felt the process was successful.
I'm unsure, I have to say, about how reliable. Unless you could get
somebody absolutely objective to redo the FMEA. Maybe because of the
way that we worked it, it was the same group of people who'd been involved
with setting the process up we wanted, we all felt it was going to be
reduced.”

Clinical Pharmacy Manager, Trust 19

This conflicting report of attitude can perhaps be explained by the limitations of the
interview itself. First, pharmacists in managerial positions were interviewed and
mosf likely they were the ones who facilitated the meetings, tHus the opinions of the
rest of the participating pharmacists have been reported through the eyes of their
managers. Second, the interviews were conducted by five different researcher and
thus variation in the questions and how they were asked was inevitable and thereby

may have led to reporting conflicting attitudes particularly if leading questions were

used.

“Researcher/Interviewer: No, that’s why I was asking you, because some of the
other people we’ve interviewed have said they didn’t like the subjectivity around
it, and then found

Pharmacist/Interviewee: Pharmacists don’t like subjectivity.
Researcher/Interviewer: Pharmacists didn’t like, yeah that’s why I was just
asking.

Pharmacist/Interviewee: Don't like it, just said, well no, just get over it. If you've
got something that works 95% of the time in your department that is not
dispensing.”’ Chief Pharmacist, Trust 17
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Some participants positively described FMEA but with associated reservations.
Although they recognised the positive use of FMEA, they still managed to
acknowledge its limitations and drawbacks.

“I think it’s useful if you 've already identified your high risk areas.”
Head of Pharmacy, Trust 5
“It is a useful tool but it’s we who have a difficult concept because I've had
no training whatsoever in it, I haven’t had any of that.. It is a good tool once
you get used 1o il.”
Pharmacist, Trust 7

“But 1 think once you kind of understand it you feel it isn’t actually as
difficult as I think you think it’s going to be.”
Principal Pharmacist, Trust 8

“Overall yes (it’s useful) but it is so subjective and depending on who does
it makes it even more subjective really, how you look at it. But I suppose it’s
- good that it gets you sitting down, thinking of all the steps in the process,
and your own gut instinct to what you know is wrong in the process. 1t’s
Jjust reinforced that so it’s put some science behind it.”
Principal Pharmacist, Trust 18

. “It was useful as much as anything in actually identifying where things go
wrong. Rather than necessarily the absolute number.... But 1 think, the
process itself of picking the things apart was probably the most useful”’

Clinical Pharmacy Manager, Trust 19

Negative opinions of FMEA were associated with the perceived limitations of its
use as mentioned in section 4.4.4.2.1. However, two pharmacists reported that they
had initial negative opinions about FMEA until they were more familiar with it and
that their experience with FMEA improved as they became more experienced with
its use.

“I found FMEA a complete nightmare in the beginning. Ididn’t know what

I was doing with it at all. And I think a lot of people kind of went, what on

earth is this? And it took us a while to get FMEA started because I don’t

think we were really quite sure what we were doing with it.”
Principal Pharmacist, Trust 8
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“FMEA, I have to say is something I was a little bit cynical about because
it's, the scoring system is, I feel, relatively subjective and depends who's in
the room. But in practice, I found that a really pleasing experience.”

Chief Pharmacist, Trust 13

4.4.4.2.3 Theme three: Training and teaching FMEA

The third theme describes the training for FMEA. Since eight interviewees
mentioned that this was their first time using FMEA, the issue of training for FMEA
was brought up on several occasions. Training provided by the IHI and the Trusts
included: attending learning sessions/ workshops, meetings and conferences, and

information published on the extranet.

“..went through the process as per the guideline and we were assisted quite
well with IHI and their conference calls for this..”

Principal pharmacist, Trust 4

“They do have quite a lot of resources like FMEA or the extranet. I use the
extranet quite a bil, the private line from the extranet, partly the IHI part
because they have FMEAs, they have a folder worth of FMEAs including
references and things they 've downloaded.”

Pharmacist, Trust 7

Other participants resolved to find out information themselves from the internet or
through communication with other Trusts.

“...because the other Trust did their FMEA before us, and so they kindly
sent us the FMEA to work on our own, but we doctored the one that they
were doing..”

Nurse, Trust 16

“I went on the net...You expect to do that surely on everything? We're all
grown ups and most people have got three or four degrees under their
belt..”

Chief Pharmacist, Trust 17
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Finally some interviewees said they combined both the use of IHI resources and self
teaching to understand FMEA, indicating that the SPI information provided was not
sufficient.

“I've subsequently gone 1o different conferences out with SPI and I've got
some more fraining and understanding of FMEA through that. I did
actually go to a whole day of FMEA....But I have to say, I suppose to
answer your question, I don’t really feel that SPI did really give you enough
training on it. I've probably had to find out a bit more about it myself.”
Principal Pharmacist, Trust 8

Pharmacist: I think they showed us this FMEA light sheet, I think it was

called, and so they did discuss it briefly but frankly I don’t know why they

did that because we didn’t need to do an FMEA light, we needed to do an

actual FMEA. So it wasn't really that helpful, so they discussed it but to

actually go away and so something so

Interviewer: You had to learn it for yourself afterwards?

Pharmacist: Yeah, so we looked at what was available on the extranet and

looked just really in pharmacy journals to see if there were any reports of

any, read up on it and then went for it.’

Specialist Pharmacist, Trust 12

Although team members don’t have to be familiar with FMEA prior to starting the
process, proper training for the FMEA facilitator to conduct FMEA is an important
element for the FMEA’s success (JCAHO, 2005). This helps ensure that the
facilitator is capable of guiding his/ her team and that the correct information about
FMEA is passed on. Not all participants were asked about the training provided for
FMEA or how useful it was; however, the majority of the participants who spoke
about FMEA training reported that they needed to seek more information. It was
also unclear from the interviews whether the people that were trained for FMEA
actually facilitated the meetings or not. Improper training and lack of information
made some participants feel less confident about its use as they expressed how

difficult and complicated they found FMEA.

“This is a more difficult concept, took a bit more time to get used to.”
Pharmacist, Trust 7
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“To be honest with you, 1 found FMEA a complete nightmare in the
beginning. Ididn’t know what I was doing with it at all. And I think a lot of
people kind of went, what on earth is this? And it ook us a while 1o get
FMEA started because 1 don’t think we were really quite sure what we were
doing with it.”

Principal Pharmacist, Trust 8

Only one pharmacist brought up the issue of having to teach FMEA to other staff,
while highlighting the difficulties that accompanied this task.

Pharmacist: The FMEA had to be taught to one of the other pharmacists

and that was part, it was also taught to the doctor and the nurse, the

principle behind the FMEA.

Interviewer: Did you teach the FMEA then?

Pharmacist: Yeah, possibly how effectively I'm not sure but I did.

Interviewer: Was there any difficulty in these teachings?

Pharmacist: To get across the point about the scoring of it was possibly the

biggest, just try and tell them what was really an arbitrary figure and it’s

really what they feli, it wasn't a ... was possibly the biggest but obviously

none of the scores matched but we were able to come to a consensus...

Pharmacist, Trust 7

The above comment indicates that FMEA was being ‘passed on’ by a non expert in
FMEA. There is no published work studying whether the outcomes of FMEA differ
when taught by an FMEA ‘expert’ compared to an FMEA taught to participants by
a non expert. However, the general approach from the participating trusts in SPI
was to allow one or two lead members of the Medicines Management team to
attend the training sessions for the SPI methodologies, which included FMEA, and
to then ‘pass on’ the information to the remaining team members. It was unclear
how effectively the FMEA information was passed as the interviewee from trust 7

indicated. The extent to which this may have affected the FMEA results is

unknown.
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4.4.4.2.4 Theme Four: Comparing FMEA to other risk assessment
tools:

Theme four relates to comparing FMEA to other risk assessment tools. Only two
pharmacists made such a comparison and both compared FMEA to the root cause
analysis technique. Both pharmacists were in favour of FMEA.
“we had all done training in root cause analysis and fishbone diagrams and
all that kind of stuff but somehow the FMEA seemed a little bit more
relevant, particularly to some of the pharmacy processes although it could
be applied to anything, but I think because that it adds an extra element, this
element of detection, which the other risk management tools don’t take
account of in pharmacy..”
Principal Clinical Pharmacist, Trust 1
“I mean we 've put a bit of emphasis in route cause analysis, erm and I think
we 've got 50 members of staff in the Trust who have been trained up on
route cause analysis. Frankly I'd just scrap that, go for FMEA, cos FMEA
you're looking at a global system, where as with route cause analysis,
you're homing in on one particular incident and looking at it and actually
what, if you expand it into a whole FMEA of that whole process, you'll learn
5o much more than doing an individual route cause analysis.”
Director of Pharmacy, Trust 4
The comparison between root cause analysis (RCA) and FMEA is difficult because
they are different techniques that serve different purposes. RCA is a reactive
technique because it is conducted after an incident actually occurs. Spath (2003)
states that actual or theoretical blame that often occurs with RCA may result in fear
and resistance by some participants, while because FMEA is supposedly proactive,
no participants are being blamed for an incident. In addition, RCA focuses on one

specific event, while FMEA tends to focus on an entire process, a point which was

acknowledged by the interviewees who have used RCA.
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4.4.4.2.5 Theme five: Use of FMEA in practice:
The fifth theme derived from the interviews was the use of FMEA in practice.
Three subthemes emerged from the interviews:

1. How widespread is its use?

“It’s beginning to spread out, it’s not just being used for medicines, other

people are beginning to look at using the tool as a way of helping them to
decide...”

Principal Clinical Pharmacist, Trust 1

“We ve not at the moment expanded enough, but that’s a resource issue and
I don’t think we've insufficient spread of that...I really don’t think that
technique is spread sufficiently.”

Director of Pharmacy, Trust 4

2. Is it transferable to other settings?

“It [FMEA] could be applied to anything.”
Principal Clinical Pharmacist, Trust 1

“Yes certainly [we found FMEA transferable].” _
‘ Head of Pharmacy, Trust 5

3. Will they be using it again?
Seven Trusts voluntarily conducted more than one FMEA and four other

interviewees expressed their desire to use it again.

“Yeah, I think, yeah, we could possibly could actually [use FMEA for other
processes], and use it perhaps for something a bit smaller.”
Principal Pharmacist, Trust 8

“We 'd like to use it [FMEA] elsewhere.”
Specialist Pharmacist, Trust 12

“I think we'll use things like the FMEA ...If we wanted to look at, if we had

another problem area, we thought that would be useful, that, might use that
[FMEA].”
Nurse, Trust 16
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“So yes, absolutely, we would do that [FMEA] again.”
Clinical Pharmacy Manager Trust 19

This indicates that from the majority of the Trusts’ experiences, the benefits of
FMEA outweighed its limitations and drawbacks and that it is a useful transferable

tool that still isn’t sufficiently wide-spread.

4.4.4.2.6 Themes six and seven: Validity and Reliability of FMEA:

Finally, the sixth and seventh themes were validity and reliability of FMEA.
Seven interviewees brought up either the issue of perceived validity or reliability of

FMEA, some more directly than others.

One participant clearly stated that FMEA was not a validated process:

“The jury's still out on the FMEA process because, and this is something
that 1 had raised at Imperial, has anybody evaluated FMEA as a tool for
analysing risk? And it turns out there isn't. And I had raised it with xxx last
week, and he doesn't know if anybody has, so I thought, well why are we
doing this process?...When all it is doing is bringing a few things to the
surface, which is no bad thing, but it’s not a validated process... We
rescored il to say, I want to look at it outside of our FMEA group to see
what sort of variations there are between our scores, because it’s just, is it
any point in putting this data on to the SPI website if it’s nonsense in a way?
It’s what you 're doing with it isn't nonsense, but the values of it mightn’t tell
you very much.”

Medicines Governing Pharmacist, Trust 6
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Another pharmacist simply expressed that FMEA does not work and was a waste of
time:

“So, the score itself can be quite difficult in terms of looking at the number
and looking at how the number drops. Doesn’t really always, I think, in my
personal opinion, doesn’t always reflect on a risk reduction ... I don’t think
it works effectively ...
[ think there would've been better ways of implementing a changed policy
around gentamicin than doing FMEA ...
Forget FMEA. It doesn’t really work effectively, I don’t think, and the
scores are a hindrance rather than anything else, yeah ...
We wasted a lot of time on FMEA before we realised, this isn’t actually
working.
Yeah, because I think you can get caught up on just the score, that’s the
thing ...
1 just don’t know why someone didn’t stand up and say, this process doesn’t
work. "

Director of Pharmacy, Trust 14

Three interviewees highlighted the issue of reliability by recognising that the same
group of people was needed to redo the FMEA in order to obtain reliable outcomes:

“I suppose really to score it again you need to get the same people back in a
sense, 1o redo it.” Principal Pharmacist, Trust 8

“FMEA, I have to say is something I was a little bit cynical about because
it's, the scoring system is, I feel, relatively subjective and depends who's in
the room.” Chief Pharmacist, Trust 13

“The scoring in the FMEA teams need to be the same people, if you change
half way through because of the highly subjective interpretation things
change dramatically.”

Chief Pharmacist, Trust 17
One pharmacist explained that perhaps the desire to want the RPN to decrease was
the main influence and drive behind the FMEA thus questioning its reliability:
“Because we had, we already felt that that was a problem. Whether than
influenced how we did the FMEA, I don’t know. But it did confirm what we

wanted, we thought it should show ... Whether it’s a reliable measure, I
think my feeling was that it was a very useful exercise and a useful tool at
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the beginning of the process. I wonder about, because we’ve, the same
group of people did the review to the FMEA and I'm unsure about whether
we already decided almost what we thought we wanted it o be. Because we
felt the process was successful. I'm unsure, I have to say, about how
reliable. Unless you could get somebody absolutely objective to redo the
FMEA. Maybe because of the way that we worked it, it was the same group
of people who’d been involved with setting the process up we wanted, we all
felt it was going to be reduced.”

Clinical Pharmacy Manager, Trust 19

In another trust, the FMEA team had to repeat the scores because they felt that their

scores were not accurate.

“I think they [the staff who used FMEA] hadn't given themselves the correct
marks, they had, in some cases they'd underestimated portions and others
they'd overestimated, so their actual failures, their RPN was not 83RPN, it
was more a tendency to underestimate rather than overestimate.”
Pharmacist, Trust 9

In three trusts, the participating members of FMEA expressed their concern for the
use of FMEA in terms of its validity and reliability. However, in these three trusts,
the pharmacist managers overlooked these concerns and chose not to question
FMEA but instead to focus on completing it.

“People start challenging the evidence behind it when it’s not about the
evidence, it’s we 're saying, we ’ve already agreed that, now can we put it in
place please?”

Head of Pharmacy, Trust 5

“To get across the point about the scoring of it was possibly the biggest, just
try and tell them what was really an arbitrary figure and it’s really what
they felt, it wasn’t a ... was possibly the biggest but obviously none of the
scores matched but we were able to come to a consensus. I would say
probably in, everybody, the pharmacists as well saying to me, well I don’t
really think that that’s that, I do think it’s ... get a quite big discussion
going”
Pharmacist, Trust 7
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“We're all grown ups, and most people have got three or four degrees
under their belt, ... and they thought well, what they didn’t like was the semi
subjective, or semi objective nature of the scoring parameters. I said, just
take it as it is. And there was a lot of argument as, it’s not valid, it’s not
relevant, it’s not this, it’s not that. If said, if you're doing your pre-analysis,
and you'’re doing your post analysis then you've introduced a degree of
uniformity into the scoring process yourself unless of course you were
scoring randomly in the first place, and you've forgotten what you were
doing. So set oul a few rules for yourself. And that’s what I had to do, 1
decided eventually once the group had decided what the process was, and
where the flaws in the process were, I did the scoring.”
Chief Pharmacist, Trust 17

Only two pharmacists spoke positively about the reliability of FMEA, one directly

“It’s based on can you detect it? How clinically significant is this thing
when it goes wrong? And how frequently does it occur? So rather than on
a one to ten scale, one being 10%, well in fact if you wanted it specifically
that way you’'d have to have an awful lot of data to show that in fact this
error occurred 10% of the time. So 1, we say, well hardly ever, hardly ever
happens, it’s a reliable, it’s got good reliability. We get to 3, say well it
occurs occasionally, it’s a bit irritating. If it occurs 5 or 6 we're saying,

gosh could do better, and if it’s 7, 8, 9, or 10, it says god it’s happening all
the time. And we never got any 10s because you wouldn’t put up with that in
a process.” Chief Pharmacist, Trust 17

And the other indirectly;

“At the end of it, we tended to have a bit of a group consensus if there was
some you know, if there was a wide variation but erm it was quite
fascinating to see how we all seemed to think down a similar sort of line,
even though you’d got people with a vast amount, you know as a clinical
pharmacist, I'd got 25 years experience and I've got an assistant, to
somebody who’d been dispensing and got no qualifications. You know and
when we came up with very sort of similar ideas, it was great.”

Director of Pharmacy, Trust 4

The majority of the interviewees have acknowledged that FMEA lacks validity and
reliability. It is perceived that the FMEA teams with good communication skills

produced more reliable FMEA results than the FMEA teams that experienced

problems between its members. Furthermore, the interviewed lead pharmacists did
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not all agree with their participating team members when it came to questioning the
evidence behind FMEA. Pharmacists’ concern with validity and reliability aspects
of processes perhaps is a result of their educational and professional training where
they are encouraged to apply evidence-based medicine in their daily practice.
Perhaps the lead pharmacists’ attitudes towards FMEA resulted from sense of
pressure or high expectation to conduct an FMEA as part of SPI project
requirements and to meet deadlines.
‘there was an expectation that we had been privileged to be part of SPI so
there was an expectation that something was going to happen, something

good was going to happen and we were the ones that were going to have 1o
make that something good happen.”

Principal Clinical Pharmacist, Trust 1.

“Well, you want to achieve, don’t you? At the end of the day, you want to
achieve, you do, we don’t want to let ourselves down, we don’t want to let
‘the other hospital’ down, and we don’t want to let the programme down... "
Nurse, Trust 16
At some trusts the IHI was not solely responsible for the sense of pressure or
expectations described by the pharmacists. One pharmacist states that it was also to
do with senior management within the trust.
“Well, it, it (the pressure) was very much from IHI, I mean it, er, you know
their attitude was very much, there is, um...no excuses for not doing it. But
because it also put pressure on senior management at the Trust to show that
they were playing ball. Then if you like the pressure was from both sides but
1 think initially the pressure was from IHI, that was my feeling anyway.”
Chief Pharmacist, Trust 2
Although these comments were relevant to SPI methodologies in general rather than

FMEA specifically; FMEA was promoted as one of the SPI methodologies. The

fact that issues of validity and reliability, brought up by the FMEA participants,
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were discarded by the team leaders shows that the aim was perceived to be to
reduce the RPN values irrespective of its validity, reliability or even sustainability.

The comments of several interviewees regarding having the same team to redo the
FMEA further support our reliability study results which report that the FMEA

results will depend on the team conducting the FMEA.

The next section of this chapter describes the perceptions about FMEA of the two

teams who conducted an FMEA as part of the reliability study in chapter 2.

4.5 FMEA participants in the reliability study (chapter
2)

In the next section the experienées of the multidisciplinary team who conducted the
FMEA in chapter 2 will be reported. The methods and results will be first

described. Then the facilitator’s experience will be reported.

4.5.1 Methods

At the end of the FMEA meetings, each participant was asked to answer, in writing,
four open-ended questions: two questions related to the general use of FMEA and

the other two related to the use of FMEA for vancomycin and gentamicin:

e From this experience, do you think FMEA is a useful technique? Would you
participate again in an FMEA mapping process?

e What, in your opinion, are the strengths and weakness of the FMEA
technique in general?

e What do you think were the benefits and drawbacks of doing an FMEA
related to the use of vancomycin and gentamicin?

e How do you think the FMEA conducted for vancomycin and gentamicin

could be improved?
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The answers were anonymous with regards to the healthcare professional but not

with regard to the FMEA group.

4.5.2 Results

In total, eleven participants attended the final FMEA meetings; six participants

from group one and five from group two attended their last FMEA meetings.

When asked if they thought FMEA was a useful technique, all except one
participant thought it was a useful technique on the condition of implementing the
recommended changes. Another participant said the process was “too lengthy” to
participate again. The perceived strengths and weaknesses of FMEA are reported in

table 26.
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Table 26: The strengths and weaknesses of FMEA according to our FMEA

team members

Strengths Weaknesses
“Allows the input of “Very time consuming” Group 1
several disciplines...” .
Group 1 Time “Time was required to explore but did
Consuming | rake up quite a lot of time..." Group 2
. “Produces a consensus,
Having a which is useful since
multidiscip]inary people may interpret “Some of the scoring is very
team problems in different subjective” Group 1
ways.” Group 1
. P TOO. . “Too subjective” Group 1
“Good to have subjective
multidisciplinary views of “Our experiences are subjective and
process.” Group 2 not necessarily accurate” Group 2
“Enormity of the area
covered, so many issues “Trying to understand what you are
covering a variety of trying to grade when it comes to
divisions of the hospital.” severity, i.e. the over scope or worse
Group 1 case. Just trying to keep things logical
in your brain!” Group |
“The main strength of the | Scoring
systeni is that it provides scale is “Scoring system is difficult without

Identifying the
high risk areas

Yyou a systematic approach
10 the identification of
risks within a process.’
Group 1

)

“I hope that 1t will reveal
the steps that are
important and highlight
weaknesses in the system
and ways the system could
be improved. It has also
revealed the enormous
complexities involved in
giving an antibiotic.”
Group 2

“Goes into lot of detail
which reveals issues/areas
may not otherwise be
aware of.” Group 2

difficult and
not
necessarily
accurate

having hard data to base it on” Group
2

“The scoring system as with others is
an estimate that may change if you
discussed it again as scores are
influenced by the discussion and
opinions of the groups” Group 2

“No way of knowing how realistic are
people’s estimations of risk” Group 2

Strong team

“Although multidisciplinary input is
essential, strong individuals might
map the process according to their

Paf{]'t]ClpatntS experiences..” Group 1

mrencing

the “The scoring system as with others is

discussion an estimate that may change if you

and scoring discussed it again as scores are

scales influenced by the discussion and
opinions of the groups” Group 2
“Even though it allows for lots of

Inflexible steps we still found it inflexible in

parts and didn’t feel we were able to
adequately describe the situation.”
Group 2
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When asked about the FMEA for vancomycin and gentamicin specifically, all
stated the same positive comments about having a multidisciplinary team and
mapping and dividing the process as well as the same general negative remarks
about how time consuming it is and the confusion with the scoring scale. However,
they made recommendations to further improve this specific FMEA which included
dividing the process into smaller sub processes, doing an FMEA for each antibiotic
separately and finally having more data and baseline information about the process

itself and the specific antibiotics.

The results of the questions answered by our FMEA teams highlighted the same
issues brought up by the SPI participants in terms of similar positive comments
such as identifying high risk areas and including a multidisciplinary team, as well as
negative remarks such as FMEA’s subjectivness, difficulty in determining the

scoring scale and time consumption.

There are two main differences between the SPI participants interviewed and our
FMEA team members. First, the SPI participants interviewed were individuals who
took a lead role in SPI but did not necessarily actively participate in the FMEA.
Second, the majority of SP1 participants actually implemented changes and
observed the RPN values go down, while this was not the case for our FMEA
participants. Thus it comes at no surprise that some FMEA members stated that
FMEA would only be useful if the changes recommended actually implemented and

proved to benefit patient safety.
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4.5.3 Facilitators’ perspective

From a facilitators’ perspective, training for the FMEA meetings was important and
valuable. The training helped explain the FMEA process clearly to the participants
since none had conducted an FMEA before. It allowed us to guide the team

effectively through the process and to answer any queries.

Facilitating two different teams with different team composition was the biggest
challenge. Group one was more relaxed and managed to reach a consensus for most
of the failures easily. Group two, on the other hand, was slightly more difficult to
facilitate as there were four pharmacists on the panel who dominated the discussion
and a very vocal consultant who had a slightly different perspective than the rest of
the team. The effects of differences between the teams’ composition was reflected

in their FMEA results.

As the FMEA interviews revealed, it proved to be a time consuming process. In
spite this, the main positive outcome of FMEA was to gather a group of healthcare
professionals to discuss the process and to receive positive feedback from the teams
particularly about getting the chance to discuss a process of care with other
healthcare professionals and view the process of care from different disciplines’

perspectives.

4.6 Conclusion

In this section the overall conclusion of the chapter will summarised. This will be

followed by the limitations of this research and proposed future work.
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FMEA was defined by participants as a structured subjective process that helps
healthcare professionals get together to identify the high risk areas within a process
of care. The limitations that are most likely to restrict its wide spread use are its
time consuming nature and the perceived lack of validity and reliability as

expressed by a number of trusts.

From the participants’ experiences, team composition appears to be the most
important factor that affected the FMEA results. Having a multidisciplinary team
with effective communication skills is important to sustain more reliable results

since the same team is required to repeat the FMEA.

In this study however, it is important to remember that since FMEA was undertaken
by the trusts as part of the SPI project, there was a strong focus on the FMEA scores
and the desire to reduce them; which inevitably may have biased the outcomes of
FMEA, the opinions expressed towards FMEA and the attitude of the senior

pharmacists towards it.

Only three published papers have reported participants’ opinion about FMEA, one
from the Netherlands and two from the United States. The first study was conducted
in the United States (Wetterneck es al, 2004) in which the challenges encountered
by the FMEA team where collected from open forum discussion by team members
at the end of the FMEA, recording of personal experiences of the facilitator and
team leader and post-FMEA structured interviews with the team members. The
team stated that the multidisciplinary nature of FMEA was a key strength but it

required substantial time commitment and this caused a number of problems with
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attendance at meetings. They stated that an experienced facilitator and leader was
necessary to guide the team especially since some participants still found a FMEA
difficult to understand even after a half-day training session on FMEA was
provided. The above challenges mentioned in the study by Wetterneck et al (2004)

were all reported by the SPI participants.

The second study was also conducted in the United States where structured
interviews and questionnaires were administered to team members of two FMEA
teams within the same hospital to evaluate the team member perceptions of FMEA
team performance and factors influencing team performance (Wetterneck et al,
2009). The results were based on input-process-outcome model of team
performance. The input node included issues such as team knowledge and
management, different disciplines, team objectives and organizational support. The
process node included team dynamics, attendance and team progress and finally the
output node included accomplishments and value of FMEA. The study reported
some similar positive and negative points about FMEA team performances that
were similar to the findings in this chapter. For example, positive comments such as
including ‘different areas of expertise’ were similar to those reported by the FMEA
team members in chapter 2; while negative comments included ‘unfamiliarity of

FMEA processes’ or having dominating team members in the discussion.

In the final study, the aim of study by Habraken et al (2009) was to evaluate the use
of Healthcare FMEA (HFMEA) in Dutch healthcare system by means of user
feedback. The results reported that positive remarks about HFMEA included: 1-

HFMEA analysis was meaningful and that the healthcare process would be safer as
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a result of its use 2-it is a systematic, stepwise approach. 3- The multidisciplinary
nature of the analysis was pleasant and clear. The negative remarks included: 1-
Takes a lot of time. 2-The analysis did not yield significant results or the analysis
was difficult. 3-Difficult to score the risks and 4-Problems within the team.
Although the results are related to HFMEA rather than FMEA, all the above
comments about HFMEA were similar to those described by the SPI participants as
well as the team members who conducted the FMEA in chapter 2. However, the
results also included two drawbacks about HFMEA that were not mentioned by the
SPI participants. First, HFMEA itself provides no guidance for the identification of
failures causes and second, it does not include guidelines for the translation of any

identified failures into an appropriate countermeasure.

Unlike the results of the SPI participants, the three published studies did not include
any comments about the validity or reliability. Perhaps because this was the first
time several SPI members have encountered FMEA and thus have questioned the
evidence behind its use. In the USA (Wetterneck ef al 2004; 2006) and Netherlands
(Habraken et al 2009) FMEA or HFMEA have been widely used during the last
couple of years and as its use is widespread, team members may have been

overlooking validity or reliability issues.

4.6.1 Limitations and methodological considerations

The main limitation of this work is that the researcher did not conduct the
interviews herself. The aims and objectives of the SPI interviews were to
understand the process of improvement, organisational readiness, variability, impact
and sustainability of benefits associated with complex systems level interventions
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such as the Safer Patients Initiative, rather than focus on FMEA; thus more details
about the participants’ thoughts towards FMEA were not fully explored. The
interviews were conducted by more than one researcher from the Imperial College
SP1 Research Team and transcription of the interviews was carried out by a
professional transcribing agent. Furthermore, there was a time gap between the first
four interviews part of SPI 1 and the remaining 18 interviews from SPI 2.
Following SPI 1, the interview schedules for SP1 2 were slightly modified to ensure
the overall aims and objectives of SPI were achieved. This may have resulted in
variations of the questions relevant to FMEA and thus perhaps inconsistent
information about FMEA. Another limitation is that the interviews were conducted
with the individuals that took a lead role in establishing and coordinating SPI within
the organisation, and not necessarily individuals who actively participate in FMEA.
This is of particular importance because in more than one trust, the lead pharmacist
reported their contentment with FMEA while the remaining participants had

reservations against FMEA.

4.6.2 Future work

This is the first time participants of FMEA in the UK have been interviewed to
account their opinions and familiarities with FMEA. As FMEA becomes more
widely spread and used in the UK, more qualitative studies would be useful in
exploring the attitudes and opinions towards FMEA in order to help evaluate the
readiness of trusts to adopt FMEA and participants to contribute, as well as
exploring the means to maximise the success and benefit of FMEA, while limiting

its shortcomings.
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In chapter 2 the FMEA teams made a number of recommendations to eliminate the
failures identified. These recommendations included several relating to the use of
technology. To further explore the validity and feasibility of some the groups’

recommendations, the next chapter presents a review of the literature in this area.
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“Technology presumes there's just one right way to do things and there
never is.”

Robert M. Pirsig
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5.1 Introduction

In chapter 2, a total of 65 recommendations were listed by both groups to improve
the prescribing, administering and monitoring of vancomycin and gentamicin.
Group one listed 26 recommendations of which seven (27 %) were related to the
use of technology. Group two listed 39 recommendations of which five (13%) were
related to the introduction of technology. From a total of 65 recommendations, only
nine (14%) were common to both groups and from these nine common
recommendations three were relevant to the use of health informatics such as
introducing electronic prescribing, introducing bar coding and installing a computer
programme that informs healthcare professionals that the laboratory has received a
sample as well as alarms the healthcare professionals when the results have been
reported on the computer system. The JCAHO (2005) reports a number of methods
for redesigning a process of care after an FMEA has been completed as described in
chapter 1 (section 1.5.2.8). Among the recommendations by the JCAHO is to
implement and use technology.
The JCAHO (2005, p.146) states:
“Automation or technology can reduce the likelihood of failures associated with
inconsistent or variable input or failures associated with processes or process
steps that are heavily dependent on human intervention. Computerized
medication order entry systems can increase the likelihood of intercepting
failures, including drug-drug interactions, allergies, out of range doses and
contraindications, before they reach the patient. Electronic medical records can
help reduce the amount of paperwork required by medical professionals and
free up nursing time for patient care. They can also help enhance error
prevention by reducing the reliability on human memory. Checklists and screens
for risk assessment, pop-up menus for physical assessment and programmed
questions for histories or data collection are just a few of the ways that an

electronic medical record can help reduce an organization’s reliance on human
memory.”
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At the same time the JCAHO (2005) advises that the following factors should be
considered before changing any process of care:

1. Organisational processes: How does the proposed redesign (or use of
technology) relate to other projects currently under way in the
organisations?

2. Resources: What financial resources will be required? And what other
resources such has staff, time and management are needed?

3. Schedule: What time frame can implementation be completed?

Health information technologies such as electronic prescribing, electronic health
records, computerised physician order entry (CPOE), bar coding and automated
drug-dispensing systems have been hailed to potentially reduce medication errors.
The most extensively studied of these technologies is CPOE, which has been shown
in several US-based studies to reduce medication errors (Hughes & Ortiz 2005).
Computer systems have also been promoted for their potential to improve the
quality of health care, including their use to support clinical decisions (Clayton &
Hripcsak 1995). Recently healthcare organisations are increasingly turning to
clinical decision support systems (CDSSs), which provide clinicians with patient-
specific assessments or recommendations to aid clinical decision making
(Kawamoto et al 2005). Rommers et al (2007) stated that CDSS are built into
almost all CPOE systems to varying degrees. Basic CDSS provides computerised
advice regarding drug, dose, routes and frequencies, and more sophisticated CDSS
can perform drug allergy checks, drug-laboratory value checks and drug-drug
interaction checks and can provide reminders about drug orders or guidelines

(Kaushal et al, 2003; Kuperman et al, 2007, Osheroff et al, 2007).
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The FMEA results in chapter 2 have further indicated that the process of
prescribing, administering and monitoring antibiotics is prone to errors that may
harm the patients. To further explore the validity of some of the recommendations
of the FMEA team and to assess their feasibility, it was decided to explore the
literature relating to the use of technology and antibiotics. It was decided to focus
on computerised decision support (CDSS) as this incorporated a number of the
teams’ recommendations which included the use of electronic guidelines, using
computerised ordering and requesting for samples, computer systems to flag

abnormal level results and computerised documentation of notes and drug orders.

In this chapter the literature describing the use of CDSS and antibiotic use is

presented.
5.2 Aims and Objectives

5.2.1 Aim

e To summarise the relevant literature available regarding the use of CDSS

and antibiotics.

5.2.2 Objectives

e To report the definition of CDSS and its classification
e To report the history of its use with antibiotics

e To summarise and appraise randomised controlled trials (RCT) and before

and after trials published on CDSS used to support the use of antibiotics
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e To identify gaps in the existing literature and make recommendations about

the feasibility and benefits of CDSS in the UK.

In the next section the definition of CDSS will be reported along with CDSS

classification, history and its use with antibiotics.

5.3 What are Clinical Decision Support Systems?

Johnston ef al (1994) stated that no consensus has been achieved on the definition

of CDSS. From the literature the definitions below have been retrieved:

e Any electronic or non-electronic system designed to aid directly in clinical
decision making, in which characteristics of individual patients are used to
generate patient-specific assessments or recommendations that are the presented
to clinicians for consideration (Hunt ez a/ 1998; Kawamoto ef al 2005).

e ltisan active knowledge system which uses two or more items of patient data to
generate case-specific advice (Wyatt and Spiegelhalter 1991).

"o Any computer based application which helps the user makes better decisions.
Better is usually defined in terms of improved quality of care and /or reduced
costs without loss of quality (Clayton and Hripcsak 1995).

e CDSSs are computer programs that are designed to provide expert support for

health professionals making clinical decisions (Musen et al 2001).

5.3.1 Classification of CDSS

CDSSs can be classified by more than one method. Kawamoto et al (2005)
classified CDSS according to their features and functions, for example whether the
CDSS monitors physician orders, help with diagnosis, or help with drug
prescribing. Randolph e a/ (1999) and Thornett (2001) classify the types of CDSS

depending on their function, i.e. whether the CDSS evaluates the clinician’s
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decision and can suggest alternatives or the CDSS helps formulate the clinical

decision from the start.

However, a more common classification of CDSS is by the way knowledge is
represented and this classification divides CDSS into either Rule-Based systems or

Bayesian systems which are discussed in more detail below.

5.3.1.1 Rule Based Systems

A non-statistical method for building computer-based decision-support programs
was proposed in the 1970s by Shortliffe and colleague (Buchanan & Shortliffe,
1984). The basic idea was to collect a large number of if-then rules from
experienced clinicians and to use these rules, together with data on patients’ signs
and symptoms, in a logical reasoning computer programme to classify a patient’s
condition into diagnostic and therapeutic categories. Rule-based systems are “data-
directed’, because the decision is entirely dependent upon the data entered. Rules
may be based on clinical or demographic characteristics, combinations of features,
or results of previous steps. They may be more an aid to communication than to the

logical application of knowledge (Delaney et al, 1999).

However, a drawback of this approach is the difficulty in dealing with missing
information (Lucas, 2001). For this reason, rule-based methods have largely been
abandoned. MYCIN, (the name derived from the antibiotics themselves, as many
antibiotics have the suffix "-mycin") one of the first rule-based expert systems, was
able to identify the microbiological cause of septicaemia and meningitis, and to

determine the appropriate anti-infective treatment (Shortliffe, 1976; Yu et al,
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1979a). Unfortunately, the system was never tested in clinical practice, because of
the immature state of the clinical information infrastructure in the 1980s (Shortliffe,
1991). One recent rule based development has been PRODIGY (Prescribing
Rationally with Decision Support in General Practice study) (Delaney et al, 1999).
Prodigy provides decision support to general practitioners within consultations
regarding prescribing. The development and evaluation of the system was
commissioned by the NHS executive prescribing branch. The intention was to
develop a system that would integrate with practice clinical systems and present
appropriate drug choices according to the diagnosis. The choices were made by an
“expert panel” and were evidence based in nature. The study showed a small
restraining effect on inflation of drug budgets in the practices using the system. The
validity and clinical and statistical significance of this resﬁlt, however, has been

questioned (Buchan et al, 1996).

5.3.1.2 Bayesian systems and cognitive and simulation models

Probabilistic systems model patient data against epidemiological data to predict
future events, either for prognostic or diagnostic purposes (Ross & Dutton). Such
systems, however, are limited in two important areas: the availability of data and
the complexity of possible outcomes. In many specialties in medicine the necessary
information on prognostic implications is missing and in few specialties are true
base rates available (Thornton et al, 1992). Probabilistic systems, however, have
the advantage of separating knowledge from inference and can be readily updated.
An example of such a system is the cardiovascular “risk calculators,” which are

becoming a feature of primary prevention in practice (Delaney et al, 1999).
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5.4 History of CDSS

The use of computers to assist health professionals in their activities has been
studied since the 1950s (Miller, 1994). Ledley and Lusted (1959) were the first to
address the development of diagnostic systems. They described the use of punch
cards for indicating relationships between diseases and their manifestations
(Mendonca, 2004). In 1972, De Dombal er al studied the diagnostic process using
Bayesian probability theory. Their system, the Leeds abdominal pain system, used
sensitivity, specificity, and disease-prevalence data for various signs, symptoms,
and test results to calculate the probability for abdominal diseases. This system was
used in a variety of settings but never obtained the same degree of accuracy in other
environments as it did in the original settings, even after adjustments were made for
different prior probabilities of disease (Mendonca, 2004). Shortliffe er al (1973)
used a different approach in the development of the MYCIN system. It was one of
the fifst programs to address the problem of reasoning with uncertain or incomplete
information. The performance of the MYCIN system was evaluated on therapy
selection for cases of bacteremia (Yu ef al, 1979a) and meningitis (Yu ez al, 1979b).
Stimulated by increased research on CDSSs, several other representational schemas
were used in clinical applications. More recent work on CDSSs has focused on
integration of these applications with clinical databases. These integrated systems
take advantage of data already recorded for other purposes in order to avoid
redundant data entry in the provision of alerts and reminders. These CDSSs may
monitor data in a large healthcare organisation or may be part of an electronic

patient record installed in a single clinical office or clinic (Mendonca, 2004).
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5.5 CDSSs and Antibiotics

One of the first and best-known medical decision support systems for the treatment
of nosocomial infections is the Health Evaluation through Logical Processing
(HELP) an integrated hospital information system that combines both
communication and advice functions. It was developed in the early 1970s in the
Latter Day Saints (LDS) Hospital in Salt Lake City, USA, and has been
continuously developed over the past years (Schurink ef al, 2005). Some particular
decision support systems for antibiotic therapy that have been developed inside the
HELP environment focus on the improvement of antibiotic treatment for
microbiological confirmed infections (Pestotnik et al, 1990), antibiotic surgical
prophylaxis (Classen ef al, 1992) and empirical antibiotic treatment (Evans et al,

1994).

Observed clinical effects were a significant increase in the improvement of
antibiotic surgical prophylaxis, appropriate changes in physicians’ prescriptions due
to the alerts generated by the decision support systems, and a decrease of the rate
antibiotic associated adverse events. Main observed financial effects were a steady
decrease bf the percentage of total pharmacy drug expenditures represented by
antibiotics and a decrease of the defined daily doses per 100 occupied bed-days
(Pestotnik et al, 1996). Based on previous experiences, a computer anti-infections
management programme was used and evaluated in the ICU at the LDS Hospital
from July 1994 to June 1995. The patients cared for with the aid of the anti-
infection management programme were compared with patients admitted to the
same unit during the 2 years before that period. The use of the programme led to
significant reductions in orders for drugs to which the patients had reported
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allergies, excess drug dosages and antibiotic-susceptibility mismatches. There were
also relevant reductions in the mean number of days of excessive drug dosage,

adverse events and cost (Evans ef al, 1998).

Another expert system for improving anti-microbial therapy was developed in the
North Carolina Baptist Hospital in 1991. The expert system simultaneously
examines data on patient demographics, culture results, associated susceptibility test
results, cut off values for susceptibility and anti-microbial therapies downloaded
from different databases. The system output consists of one out of four potential
problems: no therapy is being given despite the presence of pathogens, the
pathogens isolated are resistant to the therapy being given, the therapy cannot be
matched with susceptibility data of the isolated pathogens, or the therapy was
discontinued too quickly. It was found that a therapy was more likely to be
improved  when the responsible physician was contacted about the potential

problem indicated by the report (Morell ef al, 1993).

Since 1995 Warner ef al (1997) have been developing a decision support model
called Q-ID which uses a series of knowledge bases about infectious diseases to
make recommendations for empirical treatment or to check the appropriateness of a
current antibiotic therapy. From disease manifestations and risk factors, a
differential diagnosis for the patient is generated. To generate empirical treatment
recommendations hospital site-specific data on sensitivity ‘to antibiotics for each
organism is used as an estimate of the likelihood of achieving maximum benefit for
each disease. Combining this data with drug and patient specific factors, the system

recommends the most adequate antibiotics for a patient.
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ICONS (Day ef al, 1999; Schmidt and Gierl, 2001) is another antibiotic therapy
advice system for patients in an ICU who have caught an infection as an additional
complication. This program uses case-based reasoning to solve a current problem
based on similar previously documented cases. The main task of the system is to
present a suitable empirical therapy advice for ICU patients with bacterial

infections.

The most recent CDSS developed for antibiotics is called TREAT. TREAT is based
on the probabilistic model approach, at which the basic probabilities of each
pathogen per site of infection are included in the model according to the place of
acquisition, hospital and risk factors specific for the site of infection. In 2006a, Paul
et al conducted a randomised trial for improving empirical antibiotic treatment
using TREAT. The results of the study concluded that TREAT improved the rate of
appropriate empirical antibiotics treatment while reducing costs and use of broad
spectrum antibiotics. Another study by the same study group (Paul et al, 2006b)
assessed the ability of TREAT to predict bacteraemia in a prospective cohort of
inpatients. The study concluded that TREAT provided a good prognostic ability to
predict bacteraemia and may serve to select patients with low risk for bacteraemia,
for whom blood cultures may not be required, and patients with a high likelihood
for bacteraemia, for whom further evaluation is essential. A third study by Kofoed
et al (2009) also evaluated the use of TREAT for guidance of empirical
antimicrobial therapy but in an environment with low prevalence of resistant
pathogens. The results of that study suggested that TREAT can improve the

appropriateness of antimicrobial therapy and reduce the cost of side effects in
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regions with a low prevalence of resistant pathogens, however, at the expense of

increased use of antibiotics.

5.6 Methods

In the following section the methods followed for the literature review of CDSS and

antibiotic use will be described.

5.6.1 Study ldentification

As part of my background reading in 2006, the use of CDSS in healthcare was
explored and a systematic review describing the use of CDSS and antibiotics

subsequently published (Shebl ef al, 2007).

Following the groups’ recommendations this literature review was therefore
updated in September 2009. The search was based on the use of MEDLINE
including Medical Subject Heading (MeSH) terms (1966-2009), EMBASE
(Excerpta Medica, 1980-2009) and International Pharmaceutical Abstracts (IPA,
1970-2009) using combinations of the following terms ‘(Decision support systems)
or (clinical decision support systems) AND (antibiotics) or (anti-infectives) or
(antibacterials) or (antimicrobials). The reference sections of all retrieved articles
were also manually searched for further publications. Inclusion criteria included any
research paper relating to the use of CDSS and antibiotic use. Editorials, letters and
case reports/series, small pilot studies and any articles not in the English language
were excluded. No a priori definition was used for CDSS so as not to limit the
articles retrieved to a particular definition of CDSS. A guide published by the

Journal of The American Medical Association (Randolph et al, 1999) proposed a
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set of questions that help highlight the important issues when evaluating CDSS.
These questions were used to appraise the papers reviewed and are presented in
table 27. The classification of the functions of the CDSS within these studies was
also based on this paper and is presented in table 28.

Table 27: Questions used to evaluate studies using computerised clinical
decision support systems (CDSS)*

Are the results of the study valid?
e Was the method of participant allocation appropriate?
e Was the control group uninfluenced by the clinical decision support systems
(CDSS)?

e Aside from the CDSS, were the groups treated equally?

What were the results?

¢ What was the effect of CDSS?

Can you apply the computer-based CDSS in your clinical setting?
e What elements of the CDSS are required?
e [sthe CDSS exportable to a new site?
o [sthe CDSS likely to be accepted by clinicians in your setting?

¢ Do the benefits of the CDSS justify the risks and costs?

*Adapted from Randolph et a/, 1999.
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Table 28: Functions of computer-based Clinical Decision Support Systems
(CDSS)*

Function Example
Alerting Highlighting out-of-range laboratory values
Reminding Reminding the clinician to schedule a mammogram
Critiquing Rejecting an electronic order
Interpreting Interpreting the electrocardiogram
Predicting Predicting risk of mortality from a severity-of-illness score
Diagnosing Listing a differential diagnosis for a patient with chest pain
Assisting Tailoring the antibiotic choices for liver transplantation
and renal failure
Suggesting Generating suggestions for adjusting the mechanical
ventilator

*Adapted from Randolph et a/, 1999.

Although no specific study designs were initially excluded, this chapter focuses on
randomized controlled trials (RCT) and before and after studies. RCT are viewed as
the ‘gold standard’ in the evaluation of healthcare. Randomisation provides a
safeguard against bias and the inclusion of control groups enables the researcher to
attribute differences in outcomes between the groups to the intervention evaluated
(Smith, 2002).However, because it is not always feasible to conduct RCT, a before
and after study, preferably with a control group, is the next best alternative

(Bowling, 2002).
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5.7 Results

The search yielded 69 research papers. Only 37 were relevant. The remaining 32
papers were excluded because they were related to either CDSS or antibiotics
independently rather than simultaneously. The reference sections of all retrieved
papers were manually searched and an additional 13 relevant papers identified. A

total of 50 papers were therefore reviewed (table 29).

Table 29: Study designs used in the 50 studies identified

o
Evaluation Methodology i:ﬁmctl):sr of | %
Descriptive Studies 13 26%
Review Articles 12 24%
*Before/ After Studies 6 12%
Randomised Controlled Trials 6 12%
Cohort Studies 4 8%
Time Series 3 6%
Retrospective analysis of charts or prescription orders 3 6%
Cross-over trial 1 2%
Cross-sectional studies 1 2%
Qualitative study 1 2%
Total 50 100%

* Only five controlled before and after studies were included in the review.

Six RCTs have been conducted to evaluate the use of CDSS for antibiotic
prescribing. A summary of all the RCT studies is presented in table 30. Foﬁr were
conducted in the USA [three in the hospital setting (Shojania et al, 1998; Christakis
et al, 2001; McGregor e al, 2006) and one in the community (Samore et al, 2005)],

one in Switzerland (Senn ez al, 2004) and one study was a cluster RCT conducted in
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three different hospitals, one hospital in lsrael, one in Italy and one in Germany
(Paul et al, 2006a). The study conducted in secondary care in Switzerland evaluated
the use of a paper-based CDSS in the form of a questionnaire (Senn ef al, 2004).
Three of the US-based studies evaluated the use of an electronic CDSS (Shojania et
al, 1998; Christakis et al, 2001; McGregor ef al, 2006) and one study evaluated the
combination of both paper and electronic CDSS (Samore et al, 2005). The latter
(Samore et al, 2005) used two paper-based versions plus one programmed on to a
Personal Digital Assistant (PDA) in primary care. The cluster RCT conducted in
three different hospitals evaluated the use of an electronic CDSS called TREAT
(Paul et al, 2006a). Only two studies (Senn ef al, 2004; Paul et al, 2006a) provided
information regarding the sample size and the study’s power. Furthermore, only
three studies (Senn et al, 2004; Samore ef al, 2005; McGregor et al, 2006) speci ﬁ>ed
inclusion and exclusion criteria for participating patients and communities. The lack
of inclusion and exclusion characteristics in the remaining three studies (Shojania ez
al, 1998; Christakis et al, 2001; Paul et al, 2006a) leaves them open to bias from
baseline differences in health care providers’ performance, experience and work

schedules.

The unit of randomisation for two studies was the health care providers (Shojania et
al, 1998; Christakis et al, 2001). Senn ef al (2004) and McGregor e al (2006)
randomised patients to either an intervention group or a control group, Samore ef al
(2005) randomised communities, while Paul et al (2006a) randomised wards. Only
Shojania et al (1998), McGregor et al (2006) and Paul er al (2006a) addressed the
potential problem of contamination of the control group through communication

among physicians. This may be even more difficult to address if patients are
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randomised and the physician is responsible for patients in both control and
intervention groups. This contamination could be minimised if the setting did not
permit contact between participants in different groups. For example, Samore ef al
(2005) included six communities in the control group and six in the intervention
group. These communities were geographically wide-spread and so potential
contamination was minimal. McGregor et al (2006), on the other hand, blinded the
antimicrobial management team from receiving system alerts on patients assigned
to the control arm of the trial. However, the authors further stated that the
management team was not blinded to the randomisation status of the patients in
general and thus there remained a potential for bias. Paul et al (2006a) stated that
they chose to randomise wards rather than patients to avoid contamination that may

have occurred if physicians were treating patients in both study groups.

The outcomes for each study were different (table 30), as four studies focused on
the process of care (Shojania er al, 1998; Christakis et al, 2001; Samore et al 2005;
McGregor ef al, 2006) and only two studies examined the cost effectiveness of the
CDSS as well as patient outcomes (McGregor et al, 2006; Paul et al, 2006a). In the
study by Paul er al (2006a) antibiotic costs and duration of hospitalisation
significantly decreased but there was no significant difference in overall mortality.
While McGregor et al, (2006) states that although the hospital expenditure on
antibiotics decreased, there was no significant difference in mortality or length of
hospitalisation for patients. Four of the five studies showed a significant
improvement in the process of patient care when an electronic CDSS was

implemented and used (Shojania et al, 1998; Christakis et al, 2001; Samore et al
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2005; Paul er al, 2006a), while the paper-based CDSS (Senn et al, 2004) showed a

non-significant reduction in the time to modify intravenous antibiotic therapy.
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Table 30: Randomised Controlled Trials of Clinical decision support systems (CDSS) and antibiotic use

Study Number of Study Type of intervention Function of | Primary Outcome | Main findings
participants | Setting studied the CDSS*
Shojaniaet | 396 physicians & | Teaching Computer screen displaying the Assisting or Frequency of initiation | Significant reduction in
al, 1998 1,798 inpatients | Hospital Centre for Disease Control & suggesting & renewal of IV the frequency (p=0.03)
(secondary Prevention guidelines vancomycin therapy as | & duration of
care) in well as duration of vacomycin use (p=0.05)
Boston, USA therapy. in the intervention group
& an insignificant
reduction in the renewal
of vancomycin (p=0.16).
Christakis 38 care providers | Primary care An electronic point-of-care Alerting Reduction in the Intervention group had a
etal, 2001 | &14,414 patient | centre in evidence-based message system duration of therapy 34% greater reduction in
visits. Washington below the frequent 10- | the proportion of the
(USA) day course used for time they prescribed
otitis media in children | antibiotics for <10 days
compared to the control
group (p=0.000).
Sennetal, | 251 Inpatients University Short paper-based questionnaire to | Assisting The time elapsed from Time to modify the
2004 Hospital encourage reassessment of randomisation until first | intravenous antibiotic
(secondary intravenous antibiotic therapy after modification of the therapy was 14% shorter
care) in 3 days initial intravenous in the intervention group
Switzerland antibiotic therapy compared to the control
group but not
statistically significant
(p=0.06)
Samore et 334 clinicians & | 12 rural 6 communities received Diagnosing Prescribing rates per Significant reduction in
al, 2005 407,460 communities intervention alone and 6 and suggesting | 100 person-years in the | prescribing rates with in
inhabitants in Utah & communities received community community the intervention
Idaho (USA) intervention & written or PDA community using CDSS
(primary care CDSS (interventions included (p=10.03)
setting) educational materials, meeting

with community leaders & mailing
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parents of children to deliver the
key message ‘Do not treat viral
infections with antibiotics).

McGregor
et al, 2006

1 infectious
disease physician
and 1 clinical
pharmacist and
4,507 patients.

University
Hospital
(secondary
care) in
Maryland,
USA

Web-based clinical decision
support system.

Alerting

Primary outcome of
interest was hospital
antimicrobial costs.
Secondary outcomes
included patient
mortality and length of
hospitalisation.

Hospital expenditures
were $285,812 in the
intervention arm and
$370, 006 in the control,
i.e. a saving of 23% or
$37.64 per patient.

No significant difference
was observed in
mortality (p=0.55) and
length of hospitalisation
(p=0.38)

Paul et al,
2006a

2326 patients.

Three
hospitals, one
in Israel, one
in Germany
and one in
Italy

The use of TREAT- a
computerised decision support
system for antibiotics.

Diagnosing,
predicting,
assisting and
suggesting

Primary outcome was
appropriate empirical
antibiotic treatment and
secondary outcomes
included length of
hospital stay, mortality
and antibiotic costs.

The rate of appropriate
empirical antibiotic
treatment was higher in
the intervention (73%)
versus control wards
(64%). All antibiotic
costs components were
significantly reduced in
the intervention wards.
Duration of
hospitalisation shortened
significantly as well but
there was no significant
difference in overall
mortality.

* Adapted from Randolph et al ©. PDA: Personal Digital Assistant. [V: Intravenous
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It is not always feasible or practical to conduct a RCT. Therefore, a range of
alternative analytical methods have been developed. Before and after trials are
examples of an alternative study design (table 31). Randolph ez al (1999) explains
that this method allows the investigators to compare outcomes before a technology
is implemented with those after the system is implemented. However, the validity
of this approach is threatened by the possibility that changes over time in patient
mix or in aspects of health care delivery may result in changes in behavior that
appear to attributable to the CDSS. Also, before and after studies may or may not
include a control group. Absence of a control group makes the study design
seriously flawed (Bowling, 2002) The potential problems of before and after studies
without a control group is attributing changes to the intervention, rather than any

other circumstances or events.

Six before and after studies were initially identified, but only five were included in
this review as they included a historical control group (Larsen et al, 1989; Evans et
al, 1998; Mullett er al, 2001; Sintchenko et al, 2005; Thursky et al, 2006). Table 26
summaries the controlled before and after studies. Four studies included the
participants’ characteristics to demonstrate that the control and experimental group
were similar (Larsen et al, 1989, Evans et al, 1998; Mullett et al, 2001; Thursky et
al, 2006). Three of five studies (Larsen et al, 1989; Evans et al, 1998; Mullett et al,
2001) were conducted in Utah, USA. This limits the generalisability of the results
outside this setting. All the studies were in favour for the use of CDSS even ihough
the primary outcomes of each study differed (table 31). All five studies evaluated

patient outcomes as well as the process of care.
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Table 31: Before and After Trials of clinical decision support systems (CDSS) and antibiotic use

Study Number of Study Duration of | Type of Function Primary Main findings
participants Setting study intervention of the Outcome
studied CDSS*
Larsen et al, | Pre-intervention: LDS 2 years (1 year | Computer- Assisting and | - Frequency of No significant impact on
1989 3,263 patients Hospital, pre- generated reminding preoperative the frequency of
Post intervention: | Utah, USA intervention, 1 | reminders antibiotic preoperative antibiotic use
3,568 patients (secondary year post regarding use per patient on the day of
care) intervention) preoperative -Timing of antibiotic | the operation (pre-
antibiotics. use intervention 79%, post
-Rates of intervention 82%).
postoperative Significant improvement
wound infection. in the optimal timing of
antibiotic use (p<0.001).
Significant reduction in
rates of postoperative
wound infection (p<0.03)
Evans et al, Pre-intervention: Shock 3 years (2 CDSS linked to Assisting and | -Number of defined | Significant reduction in
1998 1136 patients trauma ICU | years before computer-based suggesting daily doses per 100 primary outcomes:
Post intervention: | in LDS intervention patient records. occupied bed-days. -Number of defined daily
545 patients Hospital, period, 1 year -Costs of doses per 100 occupied
Utah, USA during hospitalisation bed-days (p<0.001).
(secondary intervention -Number of adverse | -Costs of hospitalisation
care) period) events (p<0.001).
-Number of days of | -Number of adverse events
excessive antibiotic (p<0.02).
dosage -Number of days of
-Length of hospital excessive antibiotic
stay dosage (p<0.002).

-Length of hospital stay
(p<0.001).
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Mullet et al, Pre-intervention: Children’s 12 months (6 Computerised Assisting -Rate of pharmacist Significant reduction in
2001 809 patients medical months control | anti-infective and intervention rate of pharmacist
Post intervention: | centre in period & 6 decision support | suggesting -Rate of antibiotic intervention as dose
949 patients Utah (USA) | months tool. sub therapeutic & adjustments (p<0.01).
(secondary intervention excessive patient Significant reduction in
care) period) days. rate of antibiotic sub
-Number of orders therapeutic & excessive
placed per anti- patient days (p<0.001).
infective course Significant reduction in
number of orders placed
per anti-infective course
(p<0.01).
Sintchenko ef | 12 intensivists and | ICU of 12 months (6 Handheld Assisting Defined daily doses There was a significant
al, 2005 advanced trainees. | Westmead months control | computer-based of antibiotics per reduction in mean patient
Hospital period & 6 decision support 1,000 patient-days, length of stay (p<0.02).
(tertiary months system was used. patient length of stay | There was a significant
centre), intervention in hospital and reduction in the defined
Sydney period) mortality daily doses of antibiotics
Australia per 1,000 patient-days

(p<0.04), & no change in
mortality (p value not
specified).
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Thursky et Pre-intervention: Tertiary care | 12 months (6 Computerised Assisting -Number of courses -Significant reduction in
al, 2006 524 patients hospital, months control | anti-infective and of antibiotics the number of
Post intervention: | Australia period & 6 decision support | suggesting prescribed. carbapenems prescribed
536 patients months tool. -Antibiotic utilization | (0.04), cephalosporins
intervention (defined daily doses (0.001) & vancomycin
period) of antibiotics per 100 | (0.05).

ICU bed-days).
-Antibiotic
susceptibility
mismatches.
-System uptake.

-Defined daily doses of
antibiotics per 100 ICU
bed-days reduced from
166 to 149 (10.5%
reduction)

- Significant reduction in
Antibiotic susceptibility
mismatches (p=0.02)

- The system was accessed
6,028 times but no
information regarding its
significance was
mentioned.

* Adapted from Randolph et al (1999); ICU: Intensive Care Unit; LDS Hospital: Latter Day Saints Hospital
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5.8 Discussion

In this chapter, the use of CDSS for antibiotics was reviewed following the
recommendations of the FMEA participants to implement technology to improve
the process of vancomycin and gentamicin use. In doing so, 50 articles were
identified of which descriptive studies and review articles comprised the majority,
followed by before and after studies and RCT (table 29). Six RCT (Shojania ef al,
1998; Christakis er al, 2001; Senn et al, 2004; Samore et al, 2005; McGregor ef al,
2006; Paul et al, 2006a) and five before and after studies (Larsen ef al, 1989; Evans
et al, 1996; Mullett et al, 2001; Sintchenko er al, 2005; Thursky et al, 2006) were
reviewed. Nine of the 11 studies identified a statistically significant advantage for
CDSS (Larsen et al, 1989; Shojania et al, 1998; Evans et al, 1998; Christakis ef al,
2001; Mullett et al, 2001; Samore et al, 2005; Sintchenko ef al, 2005; Paul et al,
2006a; Thursky et al, 2006). Four RCT studies focused on the process of care
(Shojania et al, 1998; Christakis et al, 2001; Senn et al, 2004; Samore et al, 2005)
and two studies examined the cost effectiveness of the CDSS as well as patient
outcomes (McGregor et al, 2006; Paul et al, 2006a). All five before and after

studies focused on, both process of care and patient outcomes.

4.8.1 Implications

The results of this review indicate that CDSS may be a useful tool to help optimise
antibiotic use and improve patient care. However, generalising the success and
benefit of CDSS is not possible as seven of 11 studies reviewed were conducted in
the USA. On a practical level, the limited range of clinical settings in which the
CDSS were created and tested also limits the generalisability to succeed outside

these settings.

268



Chapter 5 Clinical Decision Support & Antibiotics

CDSS should be developed according to the need and requirements of the specific
setting. Different settings and practice policies will dictate the type of CDSS
required. Physicians’ and patients’ attitudes toward CDSS may also dictate its
potential failure or success within a system. Kaplan (2001) points out the CDSS
evaluation literature focuses on performance or specific changes in clinical practice
but lack in studies employing methodologies that could indicate reasons for why
clinicians may or may not use CDSS or change their practice behaviour. Only one
study (Mullett ef al, 2001) used a questionnaire to determine clinicians’ satisfaction
with the use of CDSS or the effect it had on their practice. Clinician satisfaction
was not a primary aim of any of the studies. One RCT (Samore er al, 2005)
included two versions of CDSS, paper-based and PDA, to enhance clinicians’
willingness to participate. Educational lectures and small group meetings were also
conducted. The idea of increasing the clinicians’ willingness to use CDSS indicates
that even in the presence of CDSS many clinicians may choose not to use it. The

reasons for this are unknown.

It is also important to consider whether the use of CDSS during a particular study
was optional or compulsory. Only one study directly stated that the use of CDSS
was mandatory (Mullett ef al, 2001) and one stated that the there was no incentive
or pressure to use the CDSS (Sintchenko ef al, 2005). Paul er al (2006a) stated that
the primary analysis of the CDSS was performed by intention to treat regardless of
the physician’s compliance with the CDSS. Although the authors do not specifically
report whether the CDSS’s use was mandatory or not or how many physicians
chose not to use it, they concluded that in practice more effort can be directed in

convincing physicians to adopt the CDSS’s recommendations.
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Furthermore, not all the studies reviewed in this paper included all the important
features when evaluating CDSS as described by Randolph er al (1999). Future RCT
and before after trials should include information regarding the baseline
characteristics for the control and intervention group along with the sample size and
unit of allocation. Efforts to prevent contamination and to ensure that both the

control and intervention groups are treated equally should also be addressed.

The positive results associated with CDSS in this review are in line with the
conclusion of several large systematic reviews evaluating the use and benefit of
CDSS (Johnston et al, 1994; Hunt et al, 1998; Kaplan, 2001) in general. However,
each of these reviews had different inclusion and exclusion criteria and different
definitions of CDSS. Two reviews (Johnston et al, 1994; Hunt et al, 1998) only
included studies that met predefined criteria, while Kaplan (2001) included all
studies that evaluated CDSS, irrespective of their study design. Walton ef al (2006),
on the other hand, included only RCT, interrupted time series, and controlled before
and after studies, while Mollon et al (2009) only reviewed RCTs. Following the
recommendations of Kaplan (2001) and the example of Walton ef al (2006), before
and after studies were included in the present review. However, all the before and
after studies identified in this chapter used historical control groups rather than
separate, parallel control groups. The main disadvantage of using historical control
groups is there may be differences between the intervention arm and the historical
group other than the intervention studied (Bowling and Ebrahim, 2006). Four
studies included the participants’ characteristics to demonstrate that the control and
experimental group were similar (Larsen ef al, 1989; Evans ef al, 1998; Mullett et

al, 2001; Thursky et al, 2006).
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Although RCT are considered a ‘gold standard’, their application to the evaluation
of health services present a number of difficulties, and therefore their suitability for
this purpose has been questioned (Smith, 2002). Kaplan (2001) argues that even
though RCT and other experimental designs are excellent for studying system
performance or specific changes in clinical practice behaviours, they are not well
suited for investigating other issues such as the influences over whether or not
systems are used. The review by Mollon ez al (2009) stated that when reviewing
RCT for CDSS only a small number of trials were retrieved and there was lack of
consistent reporting of features in the individual studies. The authors concluded that
there was a lack of mature research programmes in the field of CDSS as such

complex intervention trials are difficult to organise and complete.

During the last decade, research in the field of clinical informatics has led to the
development of health care information technology that enhances decision making
by improving the connectivity between patient data and knowledge (Hersh et al,
2002; Pestotnik, 2005). However, this literature review revealed that the UK lags
behind other countries such as the USA in implementing electronic CDSS and

evaluating them.

In the UK, the most well known decision support programme is PRODIGY. It is a
computer-based decision and learning support tool for GPs, offering a series of
recommendations for the treatment of a condition. Currently it is in use in over 200
practices throughout the UK (Eddy & Purves, 1998) at which the GP enters a
diagnosis and PRODIGY then suggests a range of therapy options to prescribe, as

well as specific non-drug advice, or recommend a referral (Department of Health,
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1998). However, the literature review did not identify any RCT or before and after
studies evaluating any CDSS within the UK. Reasons for this may simply be
because of the lag for the use of technology in general in comparison with countries
as the USA. It may be due to the lack of standardised definition of CDSS as
described earlier or it maybe because RCT and before and after trials are complex
and difficult to organise and complete. Another important factor to consider is that
the development and use of CDSS usually require electronic prescribing which is
rare in the UK unlike in most American hospitals. In addition to this the NHS is a
publicly funded health service from the national taxation and thus the money spent
on developing implementing and evaluating electronic prescribing first and thus

CDSS may not be feasible within most hospitals.

5.8.2 Limitations

No strict inclusion and exclusion criteria were uséd for the studies reviewed in
comparison to larger systematic reviews. However the focus of this chapter was on
the use of CDSS relating only to antibiotics and the aim was to identify all studies
and specifically appraise RCT and before and after trials. Furthermore, the literature
search may have missed key papers not indexed in the databases searched and

articles published in languages other than English were excluded.

5.8.3 Future work

Success of the CDSSs within a specific setting is perhaps dependant upon its need,
application and specified outcomes. The lack of a standardised definition of CDSS
and the difference between the outcomes measured does not permit us to generalise

their success outside the settings they were created in. Most of the research
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available identifies CDSS as computer software rather than implying that a CDSS
maybe non-electronic as well as described by Hunt e7 al (1998) and Kawamoto et al
(2005). Furthermore, Finch and Low (2002) have considered published guidelines
for patient management as one type of decision support system. Kaplan (2001)
states that there is little reference in the CDSS literature, in general, to a theoretical

basis of understanding the many issues that arise in developing and implementing

CDSS:s.

CDSS should be developed according to the need and requirements of the specific
setting to aid the health care providers make the most appropriate decisions for their
patients. Different setting and practice policies will dictate the type of CDSS
intervention required. Also the physicians’ and patients’ attitudes toward CDSS

may dictate its potential failure or success of this within a system.

One of the main gaps identified during this review is the lack of a standard
definition for CDSS. Most of the research available identifies CDSS as computer
software rather than implying that a CDSS may also be non-electronic.
Furthermore, little information is provided regarding the barriers to implicating
electronic CDSS. Before introducing CDSS it is important to consider the users’
needs, attitude and gaps in their knowledge. Perhaps the gradual introduction of
paper-based decision support systems before investing large sums of money in a
computerised system would be beneficial. These paper-based systems should be

designed by the clinicians (users) to enhance their knowledge. Once the first step
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has been established, implementing an electronic CDSS maybe encouraged and its

benefit or lack of benefit evaluated.

Ruland and Bakken (2002) also address an important concept in CDSS. The authors
state that we may improve patient-centred care by developing systems that support
the inclusion of patient preference in clinical decision making. They describe a
system called CHOICE which adopts the concept of shared decision making
between the health care provider and the patient. This form of CDSS may be

promising but requires more research.

5.9 Conclusion

Clinical decision support systems are proving to be a powerful tool that may
improve clinical care and patient outcomes. As they present a promising future for
optimising antibiotic use and improving patient care, more studies need to be
.conducted within different settings. Although RCT afe the ‘gold standard’ in
research, they may not be feasible to conduct, and realising that different study
designs answer different questions would allow researchers to choose the most
appropriate study design to evaluate CDSS in its specified setting. Although the
FMEA participants have recommended the use of such technology, it is essential to
clarify that CDSS have been proven to be useful and successful, however their
development and implementation would require a lot of work, time and costs with
no guarantee that its use will be supported by healthcare professionals and that all
the failures identified in chapter 2 would be eliminated. This further highlights a
disadvantage of FMEA in that it does not take into account the cost or ease of

implementing improvements (Cheung er al, 2006; Van Tilburg er al, 2006).
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‘Quality is never an accident, it is always the result of high intention,
sincere effort, intelligent direction and skillful execution, it represents
the wise choice of many alternatives.’

William Foster (1917-1945)
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6.1 Introduction

At the beginning of this thesis, the literature review highlighted that FMEA’s use in
healthcare is expanding, particularly in the USA, with a number of other developed
countries following the USA’s lead. However, the literature review also identified
that while the reliability and validity of FMEA have been occasionally questioned,
they have never been explored in healthcare. In 2002, three years before starting
this thesis, the NPSF’s patient safety ListServ had a discussion forum for the use of
FMEA in healthcare (NPSF, 2006). Only one contribution was critical of FMEA
among hundreds of positive reports and shared experiences. In this one critical post
in the forum, FMEA was criticised for lacking any formal evaluation and that it was
being misused as a prospective tool. Seven years later the question of validity and
reliability has still not been answered. This thesis evaluated FMEA’s validity and

reliability and examined its use in healthcare.

The reliability of FMEA was tested by recruiting two multidisciplinary teams,
within the same hospital, to conduct the same FMEA in parallel. The results showed
that there were significant differences between the failures identified and their
scores. Following this the validity of FMEA was tested by four different methods:
face, content, criterion and construct. Chapter 3 provided some evidence for reasons
to doubt the results of FMEA especially as the validity tests conducted confirmed
that FMEA’s validity was questionable particularly when identifying failures and
scoring them. The use of clinical decision support for antibiotics was also reviewed
following the FMEA teams’ recommendation in order to determine whether CDSS
has been proven to improve patient care and whether idea of implementing CDSS
were feasible or not. The literature search identified that CDSS for antibiotics
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presents a promising future for optimising antibiotic use and improving patient care,
however their development and implementation would require a lot of work, time
and costs with no guarantee that its use will be supported by healthcare
professionals. Finally the perceptions and experiences of the SPI participants with
FMEA were reported. FMEA was perceived by participants as a structured
subjective process that helps healthcare professionals get together to identify the
high risk areas within a process of care. The limitations that are most likely to
restrict its widespread use are its time consuming nature and the perceived lack of

validity and reliability as expressed by a number of healthcare professionals.

In this final chapter, possible reasons for FMEA’s questionable reliability and
validity will be explored and the relationship between validity and reliability will be
described. The use of CDSS for antibiotics will be summarised along with the SPI
participants’ experiences with FMEA. A comparison of healthcare systems with
other high risk industries will then be presented and future areas of study are
identified to build on and add to the research in the field along with
recommendations for the use of FMEA in healthcare. The conclusion draws

attention to the original contribution made by this work.

In the next section reliability and validity of FMEA are revisited and reasons for

FMEA’s lack of reliability and validity will be proposed.

6.2 Reliability of FMEA

Reliability concerns the extent to which an experiment, test or any measuring

procedure yields the same results on repeated trials. However the measurement of
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any phenomenon always contains a certain amount of chance error (Carmines and

Zeller, 1979). Stanley (1971, p.356) states:

‘The amount of chance error may be large or small, but it is universally
present to some extent. Two sets of measurement of the same features of the

same individuals will never exactly duplicate each other.’

Therefore, it is important to realise that since no two sets of measurements can be
exactly duplicated, unreliability will always be present to some extent. But
Carmines and Zeller (1979) state that while repeated measurements of the same
phenomenon never precisely duplicate each other, they tend to be consistent from
measurement to measurement. This consistency is what is expected when using a

human reliability technique such as FMEA.

In chapter 2, two multidisciplinary teams were recruited to conduct the same
FMEA, in parallel, for the use of vancomycin and gentamicin. Each group
identified a number of failures, scored them and made recommendations to
eliminate them. However, only 17% of the failures identified were common to both
groups; there were significant differences between the scores attributed to the
failures, and subsequently the recommendations to eliminate the failures were
different. Before conducting the meetings, the researcher tried to ensure consistency
between the teams when using FMEA in order to attempt to ensure that any
discrepancies between the team’s results would indeed be due to inherent
limitations within the FMEA technique rather than error or inconsistency with team

leadership or facilitation as described in chapter 2.
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As it was attempted to ensure that the FMEA technique was followed correctly and
precisely according to the guidelines, practice sessions conducted and ground rules
set for both groups, the lack of reliability of FMEA does not appear to be due to our
inability to perfectly recreate the industrial FMEA process. However, it is possible
that the reasons for the significant differences between the groups’ FMEA results
may have been due to the lack of training in FMEA for the participants or due to the

roups’ dynamics.
ps’ dy

In the next section I first describe two reasons, related to the FMEA participants,
that may be have contributed to the lack of reliability of the FMEA results; and then

give a third reason inherent within the FMEA tool itself.

I. Lack of training in FMEA: This was the first time all the participants had
conducted an FMEA. Although the leader and facilitator ensured they were familiar
with FMEA and were capable of leading the team, the participants did not receive
any formal training for FMEA. However, during the first meeting, an introductory
presentation was given explaining FMEA and an example was provided, and any
questions or clarifications during the meetings were addressed. Furthermore, all
FMEA guidelines state that no pre-training is required for participants and that only
5% (3 studies) of FMEA studies published in healthcare stated that training for

FMEA was provided for the participants.

The most relevant study evaluating the effect of training in HRA techniques was a
study conducted by Stanton and Stevenage in 1998. In their study, two groups were

requested to identify errors that would occur when buying a chocolate bar from a
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vending machine. One group acted as a control, receiving no training for the use of
the HRA technique, called SHERPA (Systematic Human Error Reduction &
Prediction Approach)'®, while the second group received training. In this study,
participants trained in SHERPA performed better, as they were able to correctly
predict more errors, than individuals with no training in the technique. However, the
authors report that the trained group, in comparison to the untrained group, also
identified a substantial number of false positives— i.e., they predicted errors that
were not borne out by observation. The authors thus concluded that there appears to
be a trade-off in terms of training such that more error identification is achieved at a

cost of a greater number of false positives.

Since all participating members were not trained and all attended the same
introductory presentation for FMEA, lack of training does not appear to be a

sufficient explanation for the significant discrepancy between the teams’ results.

The other potential reasons for the discrepancy between the groups’ results may

have been due to the groups’ dynamics.

2. Group dynamics: The second step of FMEA is to recruit a multidisciplinary
team to conduct the FMEA. The purpose of inviting a multidisciplinary team is to
ensure that the team includes at least one individual with expertise relating to each

step of the process. Qualitative studies (Wetterneck er al, 2004; Habraken et al,

'® SHERPA is a human error predication technique that involves using a Hierarchical Task Analysis
(HTA) and identifies potential solutions to errors in a structured manner. HTA is based upon the
notion that task performance can be expressed in terms of hierarchy of goals, operations and plans.
The classification of the task then leads the analyst to consider credible errors (from a predefined set
of errors) associated with that activity. This is followed by identifying the consequences of the errors
and to propose solutions.
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2009; Wetterneck e al, 2009) as well as other quantitative FMEA studies (Cheung
et al, 2006; Riehle er al, 2008; Nickerson ef al, 2008) have reported that one of the
main advantages and benefits of FMEA is the idea of gathering a group of
healthcare professionals to discuss a process of care. It allows the professionals to
gain an insight into their colleagues’ daily practice and challenges faced, especially
since in healthcare the steps in most processes of care are interdependent and
require teamwork rather than an individual approach. Furthermore, SP1 participants
and both FMEA groups also indicated that one of the benefits of FMEA is the

inclusion of a multidisciplinary team:

“Allows the input of several disciplines...” FMEA participant, group 1
“Good to have multidisciplinary views of process.” FMEA participant, group 2

“...but actually what it was, was just getting people to talk”
Director of Pharmacy, Trust 4

However,. the discrepancy in the results may have been attributed to the different
dynamics and experiences of the participants in each group. Hollnagel (1993)
emphasises that different participants, with different experiences, make different
predictions regarding the same problem. Similarly the same participant may make
different judgments on different occasions and this subjectivity of analysis weakens
the confidence that can be placed in any predictions made. In 1972 (p.8), Janis

reported the theory of "groupthink" and defined it as:

‘A mode of thinking that people engage in when they are deeply involved in a
cohesive in-group, when the members' strivings for unanimity override their

motivation to realistically appraise alternative courses of action.’
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In other words, ‘groupthink’ results in systematic errors made by groups when
taking collective decisions. It is a type of thought exhibited by group members who
try to reach consensus without critically testing, analysing, and evaluating ideas
(Janis, 1972). Janis (1972) further describes that there are eight symptoms
indicative of ‘groupthink’ (table 32).

Table 32: Eight symptoms of ‘groupthink’ (adapted from Janis, 1972, p.197-
198):

1) Illusions of invulnerability: creating excessive optimism and encouraging risk
taking.

2) Rationalizing warnings that might challenge the group's assumptions.

3) Ungquestioned belief in the morality of the group, causing members to ignore
the consequences of their actions.

4) Stereotyping those who are opposed to the group as weak, evil, biased,
spiteful,  disfigured, impotent, or stupid.

S) Direct pressure to conform placed on any member who questions the group,
couched in terms of "disloyalty". |

6) Self censorship of ideas that deviate from the apparent group consensus.

7) 1llusions of unanimity among group members-silence is viewed as agreement.

8) Mind guards — self-appointed members who shield the group from dissenting
information.

None of the above eight symptoms of ‘groupthink’ (table 32) were observed during
the facilitation of both groups. There was no stereotyping, direct pressure or
questioning of the participants’ morality. Furthermore, each participant focused on
their part of the process and their clinical role, thus there was no rationalisation of
warnings, censorships or mind guards. Illusion of unanimity among members was
perhaps the only symptom which could have occurred but was not directly sensed

or observed during the meetings. There were moments of silence among members
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when one healthcare professional spoke about failures occurring in their field of
expertise. For example, when the laboratory manager spoke about failures related to
the laboratory, the remaining participants listened attentively without challenging
what was being said and participants occasionally asked questions to better
understand the nature of the laboratory’s work. Thus this silence among other
participants was perceived to be due to the fact that they were simply unaware of
this part of the process and to allow the ‘expert’ to contribute to the FMEA and
educate them about their nature of the laboratory’s work. Hence, it does not appear
that the FMEA groups suffered from the ‘groupthink’ phenomena as described by

Janis (1972).

Healthcare professionals, in general, are used to interacting with different members
of a multidisciplinary team. In their daily practice doctors, nurses and pharmacists
interact during their ward rounds and throughout the day, thus working as a team is
not an unfamiliar idea. Yet there are reports in the literature about communication
problems amongst healthcare professionals (MacKay et al, 1991, BMA 2004,
Astrom et al 2007, Nijjer et al 2008), particularly nurses or junior with more senior
doctors or consultants due to their perceived status from the hierarchical structure
within the profession (Davies, 2000; Nijjer et al 2008). It has also been documented
that healthcare professionals tend to interact with less difficulty with others in their

own discipline than with those from other disciplines (Ker, 1986).

However, these communication problems did not seem to emerge during the
meetings. All participants seemed happy with the idea of getting together as a team.

In addition to this, the meetings’ atmosphere felt comfortable and relaxed.
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Participants were aware that they were participating in a research project involving
a ‘problem-solving’ exercise for two high risk antibiotics and that their specific
contributions would remain anonymous; thus they did not feel threatened to express
their opinions. Furthermore, participants were unaware that their results would be
compared to one another and thus there was no sense of competition or risk of
information contamination. The main debate during the meetings was regarding
steps in the process in which the exact role of the healthcare provider was
undefined. In group two particularly, the group argued whose responsibility it was
to check for the laboratory results and who should record them. In other steps, for
example, that only involved the nurses administering the drug, the participating
nurse led the discussion with other members asking questions to better understand
the nurses’ work and to be able to make a sound judgment when reaching consensus
for the scoring scale. Since the meetings were voluntary, if members of the team
felt threatened or uncomfortable they would have probably not attended all four
meetings. Furthermore, when given the choice between scoring the failures
separately and scoring them during the meeting as a team, both groups preferred

scoring the failures as a team.

The previous section could be described as criticism related to how the FMEA was
conducted; however the lack of training for participants and the group dynamics do
not appear to be sufficient explanations for the significant discrepancy between the
two FMEA teams’ results. Thus the lack of reliability may be inherent within the
FMEA process itself and in particular steps 3 and 4 of the FMEA. In the next
section the subjective identification of failures and their scores will be discussed as

a third potential reason for the lack of reliable results.
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3. Subjective identification of failures and their scores: Kirwan (1996) reports that
the field of failure identification is less mature than other aspects of HRA. There are
no guidelines for identifying potential failures but the JCAHO (2005) recommends
brainstorming as well as identifying failures from different sources such as incident
reports or published papers. Published studies have reported using observations of
the process mapped (Janofsky, 2009; Koppel et al, 2008; Day et al, 2007; Day et al,
2006; Wetterneck et al, 2006), data from the literature (Day et al, 2007; Jeon et al,
2007, Wetterneck et al, 2006; Linkin et al, 2005, Apkon et al, 2004 ), interviewing
healthcare professionals (Redfern et al, 2009; Ford et al, 2009; Koppel et al, 2008;
Jeon et al, 2007; Day et al, 2006, Lenz et al, 2005, Linkin et al, 2005) and using the
incident report system within the hospital (Day et al, 2007; Robinson et al, 2006;
Wetterneck ef al, 2006). Yet, one of the known limitations of FMEA is that can not
identify all potential failures (Croteau and Schyve, 2000; Bramstedt, 2002; JCAHO,
2005). However, Stanton and Baber (2002) argue that if we know an activity that is
to be performed and the characteristics of the product being used, then it should be
possible to indicate the principle types of errors which may arise and that the aim is
not necessarily to predict all errors, rather to predict the most likely or most
annoying. In the present study participants were completely dependent on their
knowledge and experience when listing the potential failures. This method of
producing a failure list depending only on subjective data proved to be unreliable in
the present study. From a total of 100 failures only 17 were common (17%) even
though all participants worked in the same trust and followed the same clinical
guidelines. This highlights that variability in daily practice and experiences
encountered in healthcare may be very different from other high risk industries.

Furthermore, because healthcare is very unpredictable and a number of confounding
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factors affect patient outcome, subjective data will always be limited and

inconsistent.

Lyons ef al (2004) state that quantification of failures is the most difficult aspect of
HRA and that assigning numbers to uncertain events is an enormous challenge.
Lyons et al (2004) further explains that collection of failure frequency data ideally
requires high numbers of descriptive incident reports and systematic observations,
which require objective human factors methods of error categorisation and
frequency assessment. These data unfortunately are rarely available in a usable
form. Since one of the aims of this thesis was to explore the validity of FMEA, the
participants in the groups were not provided with data from the hospital and thus
the estimated scores were completely subjective and dependant on the participants’
experiences and pre-existing knowledge. In addition to this, as with the limitation of
identifying potential failures, a single failure may have different effects on the
patient and thus the same failure maybe scored differently depending on the
anticipated effect. This debate was encountered by the groups during the meetings:
a single potential failure may have different consequences. For example, giving an
extra vancomycin dose, by mistake, to one patient may have no clinical effect,
while in another patient, with renal failure for example, it may result in an adverse
event. Thus the effects of the failures are never consistent in every case. Both
groups were unsure whether such failures should be addressed more than once
depending on the potential effects they can think of, or to identify it as a single
failure without considering its effect. ldentifying potential effects of failures was
only addressed by the JCAHO’s book published in 2005. The JCAHO authors

(2005) acknowledge that a single failure may have one or multiple effects and that
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the team should try and identify as many potential effects as possible. Due to
participants’ time constraints, the facilitator recommended to both groups that they
first identify the failure and then list only the most common expected effect and
score the failure accordingly. Thus, rare case scenarios or less common
consequences were not included, unlike in a production line for example the steps
of the process of manufacturing a car are standard, repetitive and the effects or
consequences of the failure are recognised and restricted. This could be a key
reason for the significant differences between the groups as there is no standard
‘most common consequence of a failure or error in healthcare’ and participants
dealing with severely ill patients may anticipate worse scenarios than other
participants; i.e. one failure can lead to so many clinical scenarios in a single patient
and endless scenarios for different patients. In the field of engineering, a study by
Amendola er al (1992) reported that 11 specialist teams representing a wide range
of interests used different methods for chemical risk assessment. Although the
teams used the same data for the same risk events, considerable differences were

found in the results because the teams adopted different assumptions.

It is unknown whether the use of a different scale would have altered the results but
irrespective of the scoring scale used, relying on participant’s judgment to score the
failures remains the main weakness. This method of scoring, which depends on the
participants’ subjectivness, will no doubt continue to produce inconsistent results

and thus FMEA’s reliability will always be questionable to some extent.

In summary, the unreliability of the FMEA results does not appear to be due to

limitations related to our particular FMEA participants or how the FMEA was
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facilitated or conducted. Instead, the FMEA tool appears to be unreliable due to

inherent limitations within the techniques itself and how it is used inconsistently.

6.3 Validity of FMEA

Kirwan (1996) reported that lack of validation evidence leads to two basic problems
in the field of HRA: firstly, there is scepticism as to whether the techniques
available have any empirical predictive validity, and secondly, technique developers
and assessors get little useful feedback on how to improve the technique’s
predictive accuracy and precision. Furthermore relying on invalid results to improve
any process may lead to unnecessary or inappropriate costly changes within an
organisation. Validation, therefore are essential as a general quality assurance
process and generate the ability to fine-tune techniques. Kirwan (1996) further
explained that HRA techniques that depend on significant judgment either by
assessors or experts are at risk to fail to accurately quantify the errors, and thus risk
assessments could over- or under-estimate risk. Therefore it is necessary that
objective tests are carried out to ensure validity of these tools, thereby checking and
improving the accuracy of the risk assessment as a whole (Kirwan, 1997).
According to Kirwan (1996, p.360), the concept of validation appears to be
straightforward:

‘Test the technique against known data, and see if the predicted failure
probabilities match the known values, where those performing the predictions

do not know the true values they are estimating.’

This was exactly the approach taken in chapter 3 to explore the validity of the
FMEA. Four different validity tests were conducted. Face validity proved to be

positive as the researcher documented the same process of care as mapped by the
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participants. Content validity revealed that there were potential failures that both
groups failed to include and thus this supported the notion that not all potential
failures could be identified using FMEA. Criterion validity was explored by
comparing the FMEA findings with audit data available at the study hospitals, data
reported on trust’s incident reporting database and data col]ecfed from the
laboratory. Audit data and data from the Trust’s incident reporting database were
compared to all the FMEA failures identified within the process. Only the
monitoring failures were compared from data collected from the laboratory.
Although all three methods of testing criterion validity had their own limitations,
the overall results suggested that the FMEA predictions were not accurate. Failures
compared to the Trust’s incident reporting database showed no agreement between .
the severity and probability scores identified by the FMEA participants and those
reported on the incident report database. Detectability scores were also doubted
since a number of FMEA failures identified by the teams were described as not
detectable yet there were similar incidents reported on the database. Data from the
laboratory highlighted that the groups’ FMEA probability scores were not
consistent with the actual probability data collected from the laboratory. Overall
from the three methods proposed, collecting data from the organisation to compare
with  FMEA data is our recommended method. Collecting data from the
organisations identifies failures that do indeed occur and their probability of
occurrence. Audits may also be useful, particularly if specific audits are conducted
with the aim of validating the FMEA results, otherwise, as in this study, the audit
data may not be comparable with the FMEA failures identified. Finally, using an
incident report database can be useful when identifying failures and as an indicator

to whether failures were detectable or not, but is less appropriate for comparing
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probability and severity scores as these scores are also subjective and may not
necessarily be reported.

Finally, construct validity was assessed by exploring the relevant mathematical
theories involved in calculating the RPN. Bowles (2003) highlighted four main
limitations of using RPN for prioritising failures in the way it is currently used in
FMEA:

1. Holes in the scale: Many numbers in the range of 1 to 1000 cannot be
formed from the product of severity, probability and detectability (10-point
scoring scales are used for each).

2. Duplicate RPN values: 1000 numbers are produced from the product of
severity, probability and detectability but only 120 of them are unique.

3. Sensitivity to small change: Small variations in one ranking can lead to very
different effects on RPN. For example SxPxD: 3x8x8: 192 ,however a one
point change in the se.verity in this example causes a 64 point change in the
RPN: SxPxD: 4x8x8: 256

4. Bowles also argues that comparing the RPN values is generally not possible
without some cost function that quantifies how reductions along one
dimension relate to changes along another dimension. He further states that
calculation of RPN implies that trade-offs can be made between the
severity, probability and detectability factors. For example, doubling the
severity from 4 to 8 while halving the probability from 4 to 2 and keeping

the detection the same has no net effect on the RPN.
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Furthermore calculating the RPN by multiplying the severity, probability and
detectability scores was invalid because it is based on incorrect calculations that

breach the mathematical properties of the scales used.

In summary, recruiting a multidisciplinary team to map a process of care provides
valid results; however in order to ensure that the majority of potential failures are
listed, then teams are likely to need different sources of information besides their
experiences and knowledge. As for the FMEA’s methodology for scoring failures,
this proved to generate invalid data as the teams’ estimates were not comparable to
actual data collected from the hospital and the concept of multiplying ordinal scales

to prioritise failures is mathematically flawed.

6.4 Relationship between reliability and validity

Are the validity and reliability results of FMEA related? Froman (2000, p. ) states
that the connection between th'e concepts of reliability and validity is illustrated
through the understanding that valid measurements require consistency of
observation but also that reliability is considered a necessary but not sufficient
condition for validity (Artinian, 1982). In other words, it is possible for a data set to
have high reliability measures but low validity, but in order to have a high degree of

validity; the data set must also be reliable (Higgins and Straub, 2006).

Since FMEA produces unreliable results, does this automatically indicate that it is
not valid? Because. FMEA is a technique that involves a number of steps it may be
more appropriate to report reliability and validity results according to each step.
Steps 1 and 2 of the FMEA, which included choosing a topic and recruiting a

multidisciplinary team, respectively, did not require validation or reliability tests.
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Both groups conducted the FMEA on the use of vancomycin and gentamicin and a
multidisciplinary team, including at least one doctor, pharmacist and nurse,
participated in the meetings. The validity and reliability of step 3 of the FMEA
(describing the process and identifying the failures) and step 4 (calculating the

RPN) are discussed below.

e Step three: describing the process and identifying the failures:

» Recruiting a multidisciplinary team to graphically describe the
process was found to be a reliable valid step in the present study.
Both groups identified the same main steps for the use of
vancomycin and gentamicin and very similar sub process steps. In
addition to this, when exploring face validity for the mapped
process, the researcher mapped a process that included all the steps
identified by both groups. The only difference was the style of

flowchart used, but this did not affect the flowcharts’ contents.

» ldentifying the failures: depending on the teams’ subjective opinion
to identify failures proved to be an unreliable method and resulted in
results of questionable validity. Both groups identified different
failures and content validity was questionable as other healthcare
professionals, outside the FMEA team, identified other failures and

the hospital’s incident report database included other failures.

e Step four: calculating the RPN: This step proved to be unreliable and invalid
overall. Both teams scored their failures differently and the common failures
had significantly different RPN values. Furthermore, validity tests showed
that the probability values estimated by the groups were different to those

actually identified in the hospital.
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In conclusion, steps three and four, which proved to be unreliable, were also
invalid. But why is reliability and validity of importance? Vincent (2004, p.243)
states:
“The process of analysing incidents could be considered simply as a method
of engaging teams in reflecting on safety, in that case, formal evaluation
may not be critical. However, if we believe it could function as a more
formal diagnostic technique exposing flaws in healthcare systems, then
questions of inter-rater reliability and the validity of the conclusions become
imporiant.”
The purpose of FMEA is to estimate the risk of potential failures and prioritise the
failures that require the most attention, whether because they are assumed to be the
most severe, the most probable or the least detectable failures or a combination of
both (thus the purpose of the RPN). Thus if patient safety becomes reliant on such a
technique then it is essential to ensure the results produced are consistent,

irrespective of the team using the tool, and accurate especially since FMEA entails

a lot of time, effort and resources.

Although HFMEA was not formally evaluated in this thesis, it is assumed that some
of the same problems inherent within FMEA will also be present in HFMEA. Some
of these problems include the lack of standardised use for HFMEA as the literature
review identified, the lack of evidence that the scoring scales used have been
standardised or validated and finally the decision tree is based on the subjective
opinions and experiences of the participating team and thus it is expected that these

similar problems will also affect the reliability and validity of HFMEA’s results.

Furthermore, Toft (1996, p.100) reports that:

“Unfortunately methodologies used for quantifying the probability that a
disaster will occur in any given organisation appears 1o possess Six
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significant implicit assumptions, together with a paradox that would seem to
render any predictions, which might be made using them, extremely

problematic. As a consequence, making the numerical probabilities derived
from such techniques the sole, main or even partial means of making

decisions relating to safety is debatable.”

Table 33: Six assumptions for quantifying the probability of a disaster
occurring.

The six assumptions include (Toft, 1996, p.101):

1.

Risks can be treated as though they were concrete physical entities that can
be precisely defined and unambiguously measured in objective terms.

Risk is a neutral objective activity and therefore the final quantitative
assessment will be unbiased and independent of the analyst.

That it is possible for the team undertaking risk analysis in an organisation
to specify an exhaustive set of failures for the activities under consideration.
Reliable historical data is available for the past events which can be utilised
for future calculations.

The cdmp]exity of human behaviour and human errors in particular can be
pre-specified and reduced to a simple unitary numerical representation.

Finally, future trajectory of an organisation will be similar to that of the past.

All the above assumptions (table 33) are made, most likely unconsciously, when

using a technique such as FMEA or HFMEA. It is expected that since they are

‘assumptions’ then the postulation that the results will always be precisely defined,

unbiased and comprehensive is unlikely. Furthermore, relying on historical data or

assuming that future incidents will be similar to those that occurred in the past may

also contributory factors affecting FMEA’s validity and reliability.

In addition to this, when healthcare organisations decide to conduct an FMEA,

participating teams must be aware that the conclusions of FMEA are usually short-
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lived, particularly in healthcare. As new evidence-based medicine continues to
evolve and guidelines and protocols continue to be periodically updated, along with
the introduction of new technologies such as electronic prescribing, clinical
decision support or bar-coding, a given set of FMEA results will only be valid for a
limited time period and should therefore be updated regularly. Furthermore, the
policy of doctors ‘turnover’ or rotations within different hospitals (as within the
NHS) should be considered. These doctors might be available to participate in the
FMEA discussions but their rotations would mean that they may not be around to
implement the new changes or teach them to others and thus the FMEA may need

to be repeated.

6.4.1 Generalisability

Another important concept to consider is the generalisability of FMEA.
Generalisability, sometimes referred to as external validity, is concerned with the
extent to which the results can be applied to individuals or settings beyond the
sample (Smith, 2002). FMEA as a technique is theoretically considered
generalisable since it is actually adopted from other industries and used across a
number of healthcare organisations all over the world. Yet, since the literature
review identified inconsistent use of the FMEA technique across organisations and

countries, its generalisability or external validity is questionable.

The FMEA results, on the other hand, for a certain process of care can not be
described as generalisable or externally valid simply because every process of care
and healthcare organisation is different and healthcare professionals follows
different protocols and guidelines. Although each FMEA serves to address specific
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problems within organisations, one of the advantages of FMEA over RCA is that
FMEA results can be shared in detail across institutions without concerns of
breaching confidentiality, while concerns over confidentiality make it impossible
for the Joint Commission for example, to share root cause analysis event-level data

with interested healthcare institutions or professionals outside the Joint Commission

(Janofsky, 2009).

6.5 Perceptions and experiences with FMEA

In 2004, The IHI and The Health Foundation launched the SPI which aimed to
improve patient safety in hospitals. During the SP] programme, participants were
expected to do an FMEA on a core process in medicines management. The
opportunity arose to explore the SPI participants’ experiences and perceptions of
FMEA. The themes identified included the perceptions and experiences of
participants with the FMEA, validity and' reliability issues and FMEA’s use in
practice. FMEA was defined by participants as a structured subjective process that
helps healthcare professionals get together to identify the high risk areas within a
process of care. Both positive and negative opinions were expressed with the
majority of the interviewees expressing constructive views towards FMEA in terms
of it being a useful tool particularly for mapping and identifying problems within a
process of care. Other participants criticised FMEA for being subjective and lacking
validity. The limitations that were most likely to restrict its widespread use were its
time consuming nature as well as the perceived lack of validity and reliability.
Initial proper training for FMEA was considered important and from the
participants’ experiences, team composition appeared to be an important factor that
affected the FMEA results.
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The SPI research is the first time participants of FMEA in the UK have been
interviewed to account their opinions and familiarities with FMEA. The results of
these interviews were very similar to those described in the literature in the USA
and Netherlands (Wetterneck er al, 1994; Wetterneck et al, 2004; Habraken e al,
2009); however the key difference was that the SPI participants questioned the
validity and reliability of FMEA. This may be because healthcare professionals felt
that it was a tool that consumed a lot of time and effort and thus they required
reassurance that the time and effort spent on conducting an FMEA was not without
additional benefit for the patient and that the FMEA results were indeed useful,
reliable and valid. Also in the USA, every hospital must conduct an FMEA, and
thus perhaps since it has become an obligation from a highly influential authorised
body such as the Joint Commission and IHI, healthcare professionals have not
questioned its validity or reliability, but instead have taken it for granted that the
Joint Commission would not obligate FMEA’s use unless it was evaluated and its

validity and reliability tested.

This study will help other hospitals, planning to incorporate FMEA, to gain insight
about FMEA’s benefits and limitations. This would allow hospitals to explore the
means by which they can optimise the success and benefit of FMEA while

minimising its shortcomings before investing the resources, time and effort.

6.6 Application of HRA in healthcare

Following the reliability and validity results of this present study for FMEA, should

healthcare continue exploring the use of HRA techniques used by other industries?
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Healthcare is becoming more open to learning safety lessons from other domains,
but as van der Schaff (2002) explains it should remain aware of the differing tasks
and contexts. Healthcare is somewhat comparable to industries such as aviation and
nuclear power in the sense that they all comprise high risk complex processes that
require highly skilled individuals and any consequences of errors within these
processes may lead to permanent damage and in some cases mortality. Yet
healthcare has special characteristics that differ from other high risk industries.
Although certain tasks in healthcare are highly structured and governed by
guidelines and protocols, healthcare can not be solely characterised as a routine
process in which the same steps are followed by all healthcare professionals for all
patients. Several factors play a huge role in the success or failure of treatment.
These may include the doctor’s experience and knowledge, patient’s age and co
morbidities, and resources and time available, exemplifying it as an unpredictable
process. Healthcare staff maybe faced with uncertainties on daily basis in which
critical decisions are taken without guarantees for the outcomes. This highly
dynamic nature, large variation in practice and lack of standardisation is the most
striking difference between healthcare and other industries (van der Schaaf, 2002).
In addition to this, van der Schaaf (2002) reports that a unique feature of healthcare
safety is that the patients themselves are an additional source of error. Lyons et al
(2004) further states that more than other industries, the healthcare system relies on
human-human interactions as opposed to human-machine interaction. This means
that success or failure within patient care can not be attributed to one single
individual in contrast to the production line where failures can be traced back to the
exact step of the process. This high level of human-human interaction as well the

pressure and expectations to make the right decisions all the time adds to the
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complexity of healthcare and thus to the difficulties in adapting HRA techniques
such as FMEA in healthcare. It is therefore, sometimes inappropriate for the
medical community to predominantly look to solutions developed by a domain such
as aviation where there’s a rigid and éonsistent standardisation of technology, tasks,

procedures and personnel (van der Schaaf, 2002).

Nonetheless, healthcare’s efforts should be commended for investing in research
related to human errors and risk management and for attempting to learn from other
industries with high safety measures. The main concern however lies in the fact that
healthcare personnel are not yet well equipped in the field of reliability engineering
techniques, thus there is a high risk of choosing inappropriate methods or methods
that have not been proven to deliver what they are designed for. And while other
industries continue to use these techniques, healthcare should approach them with

caution and question their appropriateness rather than ‘take them as they are.’
6.7 Clinical decision support and antibiotics

The FMEA results in chapter 2 have highlighted that the process of prescribing,
administering and monitoring antibiotics is prone to errors that may harm the
patients. Following the participants recommendations, the use of CDSS for
antibiotics was explored. CDSS have been hailed for their potential to reduce
medical errors (Bates ef al, 2001) and increase health care quality (Sim et al, 2001)
and aid physicians to select the appropriate antibiotic therapy. A literature search
was carried out for RCT and before and after studies reporting the use of CDSS for
antibiotics. Fifty articles were identified and six RCT and five before and after

studies were reviewed. The main issue identified was that there was no standard
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definition as to what comprises a CDSS. However, the results of the literature
review indicated that the majority of studies used a computerised CDSS and
concluded significant benefits of CDSS. Although the FMEA participants have
recommended the use of such technology, the successful use of CDSS is difficult to
generalise as most studies were conducted in the USA. Furthermore CDSS
development and implementation would require a lot of work, time and costs with
no guarantee that its use will be supported by healthcare professionals or that the
failures identified by the FMEA teams would be eliminated. This also highlights the
disadvantage of FMEA as it does not take into account the cost or ease of

implementing improvements (Cheung et al, 2006; van Tilburg et al, 2006).

6.8 Limitations

As already discussed in each chapter, there are several potential limitations in this
research that should be considered. First, when testirimg the reliability of FMEA, the
main limitation was that only two multidisciplinary teams were recruited. At the
beginning of the project it was initially aimed to recruit four teams. However,
probably because FMEA required team commitment and attendance at several
meetings, 14 participants agreed to attend. In order to ensure that each discipline
was represented we were unable to divide the participants into more than two
groups. Therefore, there were seven participants in each group which was similar to
the average number of eight participants as recommended by the JCAHO (2005)
and as reported in several published studies. In addition to this, the team members
had different experiences and levels of knowledge which may have contributed to
the differences in the results. However, these two limitations are not only relevant

to this study, but relevant to any study using the FMEA tool. From guidelines
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published about the use of FMEA, it is advised to include a multidisciplinary team
in which team members have different levels of familiarity with the process studied.
However, in healthcare it is impossible to recruit teams according to their
knowledge, rather than hierarchical position or level of experience unless their
knowledge it put to test. If, for example, two experts within the same discipline are
present in the team it is difficult to determine who was more knowledgeable and
who contributed more to the FMEA. Perhaps in future studies other experts, outside
the FMEA team, could be involved in the FMEA from the start, i.e. at each step
other experts would be consulted rather than wait until the FMEA is completed and

thus the work would not seem so overwhelming and time consuming.

As for validity, there were two main limitations: First, when exploring the content
validity only three consultants were able to provide feedback for the completed
FMEA sheets although reminders to all 56 potential reépondents were sent out each
week for three consecutive weeks. The low response rate could be attributed to two
main issues; either healthcare providers contacted may never have heard about
FMEA and thus were not interested to ‘learn’ about a new tool and then criticise it
or they were familiar with FMEA but it was perceived as being too time consuming
for them to go through the entire FMEA worksheet and make comments. Second,
data was only collected from the laboratory and therefore monitoring failures could
be compared and only the probability scores were compared. In future studies,
researchers should aim to collect data to validate the entire process of care mapped
by collecting the relevant data and the severity of the failures, or incidents may be
in the future assessed by the validated reliable method of scoring medication errors

proposed by Dean and Barber (1999).
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Another limitation was the time difference between collecting data for the reliability
study and the validity study. In order to collect the relevant data for the validity
study, all the FMEA meetings had to be completed and the results first analysed.
Furthermore, a separate ethics application was required for the validity study and

this further contributed to the time delay for data collection.

Finally, the main limitation of the qualitative study was that the researcher did not
conduct the interviews herself as the interviews had already been conducted by
researchers from Imperial College. Although the overall data from the interviews
were not only related to FMEA and interesting comments or detailed information
about FMEA were not followed up by the researcher, data was collected on a large
scale from all four nations of the United Kingdom. In addition to this, as FMEA is
not widely incorporated within UK hospitals, this was the most suitable opportunity
to explore the views of a relatively large number of participants of FMEA. The
views of the SPI participants were also similar to those of our FMEA teams as well
as the three qualitative articles previously conducted in the United States (Habraken
et al, 2009; Wetterneck er al, 2009; Wetterneck et al, 2004). The main difference
was that SPI participants questioned FMEA’s validity and reliability whereas other

published qualitative studies did not.

6.9 Future research

In this thesis, exploring the reliability and validity of FMEA served to provide a
baseline for future research work in the area of validating prospective HRA tools
and ensuring their reliability, particularly in the healthcare setting. Although a

number of HRA techniques have been validated in other industries (Kirwan, 1998;
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Stanton and Stevenage, 1998; Kirwan, 1997a, Kirwan, 1997b, Stanton and Barber,
2005), none of them including FMEA. This indicates that the idea of validating
HRA techniques is not a new concept but it is of importance and has been addressed

for several other HRA techniques used in other fields.

As the use of HRA techniques in healthcare are relatively new and unexplored,
future research in the field could be approached by three different research
strategies all of which are worth of pursuing. First, by improving the currently used
FMEA/HFMEA and testing whether these improvements will enhance its reliability
and validity. Second, by using an approach based on principle, i.e. we identify the
problem and prioritise the failures based on a set of principles that improve the
safety of healthcare systems; or finally by exploring the use of other HRA
techniques which have been used successfully in other industries. Each approach is

described below.

1) Improving current FMEA: In this study only a limited set of approaches to
exploring the reliability and validity of FMEA were utilised. Future studies should
explore using other validity and reliability testing techniques. For example the
reliability of the scales alone may be tested by providing participants with case-
scenarios and asking them to score them individually and then testing the scores’
reliability using the statistical test Cronbach’s alpha or conducting a ‘test-retest’ by
asking two or more groups to determine the severity, probability and detectability
scores again on a different occasion in order to assess whether their responses had

changed or not. As for the validity, collecting data from the hospital for the all the
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failures identified may have provided a more comprehensible picture about

FMEA’s validity.

More research is also required to identify the factors that may have affected the
reliability of the FMEA. Future studies may aim to include participants with the
same baseline knowledge or to explore whether training for FMEA affects the

reliability.

In addition to this, standardising the scales used and accompanying numerical
values with appropriate descriptions, suitable for specific use of FMEA within
healthcare, maybe the next appropriate step. Although the VA NCPS have
recommended the use of HFMEA, work needs to be done to validate the scales used
and the hazard scoring matrix as well as the decision tree analysis method. The
inclusion or exclusion of detectability scores should be further evaluated.
Incorporating the views of healthcare professionals who have used FMEA or
HFMEA would help identify the key dynamics within a tool that engineers or
ergonomists might not be familiar with the healthcare setting. In the UK, although
FMEA is not currently widely used among practicing healthcare professionals and
only three published papers were identified (Redfern er al 2009; Gilchrist et al,
2008; Marwick et al, 2007), a number of abstracts from databases indicate that
many hospitals have used it on a small scale. Future qualitative studies should
include interviewing team members who have actively participated in FMEA rather
than interviewing managers who have only overseen the FMEA meetings without

active participation.
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At the same time, it is important to remember that identifying failures should not
only be dependent on participants’ previous experiences. Instead, incidents from the
hospital data base and previous audits should be provided for the team before they
start listing the failures to try and ensure that the majority of potential failures are
listed. Second, these identified failures should further be validated by asking the
opinions of other experts, outside the FMEA team, and should be supported by
observational work. As for calculating the RPN, a number of engineering articles
proposed solutions to counter the limitations of the current scoring scale and RPN
calculation. Proposed solutions have included measuring failure/risk in terms of
costs (Rhee and Ishii, 2003; Arunachalam and Jegadheesan, 2006; Dong, 2007), and
ranking failures 1 through 1,000 to represent the increasing risk of 1,000 possible
severity-probability-detectability combinations. These 1,000 possible combinations
were tabulated by an expert in order of increasing risk and the failures having
higher rank is given a higher priority (Ravishankar and Prabhu, 2001). There are
also new approaches such as prioritising failures based on severity of effect or
influence, and direct and indirect relationships between the failures (Seyed-Hosseini
et al, 2006). However, the above proposed alternative methods for prioritising
failures should be further researched and the validity and reliability established first
before promoting its use. Finally, studies can focus on evaluating the
recommendations set by the FMEA rather than using the RPN as an indicator for

the success of the FMEA.

2) The Principle approach: The idea behind this research approach would be to
identify a problem and follow a set of principles to address the problem. Garfield ez

al (2009) states that there is a need to examine the impact of errors on the system as
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a whole and use that knowledge to develop an approach which will maximise its
value to patients. For example, in order to identify which area of a process needs to
be prioritised and addressed then healthcare professionals may choose to address
failures that have the highest known error rates or can cause high levels of harm.
Other organisations may focus on addressing problems depending on their
hierarchy within the process, i.e. if we address a prescribing failure then perhaps
subsequent administrative failures would be eliminated (for example, addressing the
problem of illegible handwriting in prescriptions may eliminate the error of
administering the wrong drug). Another approach recommended by Rother and
Shook (2003) would be to prioritise processes or failures at the patient end of the
system and gradually work backwards, thereby maximising value to the patients.
Finally exploring the use of an effective feedback loop may be useful. Several
health care organisations have taken lessons from the Aviation Safety Reporting
System, the aviation industry’s model that has been in place for the past 24 years
with an emphasis on near misses. The Aviation Safety Reporting System is
voluntary, confidential, and nonpunitive, and it uses uninvolved experts as
reviewers of the reports to understand the stories and to assist in analyzing the
issues that led up to the event (NPSF, 1998). This type of qualitative reporting
system can be used by bedside care providers as well as health care administrators
to problem-solve system issues. It is designed to target safety concerns before they-

cause injury (Napier et al, 2006).

3) Using other HRA techniques: The final approach would be to explore the use of
other HRA techniques used in other high risk industries. From the literature review

two published papers by Lyons (2004; 2009) reviewing the use of HRA techniques
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in healthcare were retrieved. In the first paper by Lyons er a/ (2004) a literature
review was conducted to identify the popular HRA techniques used in other
industries and to consider their feasibility for use in healthcare. The authors
conclude that there was considerable scope to use a number of HRA techniques in
healthcare and that the HRA techniques that were already used are not fully
explored. The second paper by Lyons (2009) aimed to support the novice user in
selecting an HRA technique for healthcare from the broad array of choice. The
author concluded that there was a lack of practical experiences described in the
literature to conclusively define a technique and dedicated research in this area was
necessary to make it accessible for healthcare. Thus research in this field is novel
and likely to be rich. A good starting point would be to list the most popular HRA
techniques described by Lyons (2004; 2009). Then depending on the purpose of
applying the HRA technique choose a validated and reliable technique. Examples of
such techniques are the SHERPA which has only been used to identify errors in
endoscopic surgery (Joice et al, 1998; Malik er al, 2003) and its validity and
reliability has been tested in other settings (Kirwan, 1992; Stanton and Stevenage,
1998). Another HRA technique that could be explored is HAZOP (Hazard and
Operability Study). It is also a validated and reliable technique used in industry
(Kirwan, 1992) but has not been widely used in healthcare (Lyons et al, 2004).
Other techniques such as HEART (Human Error Assessment and Reduction
Technique) and THERP (Technique for Human Error Rate Prediction) have also
been validated and their reliability tested; they have been widely used in industry
(Kirwan, 1992; Kirwan et al, 1996) but not yet applied in healthcare (Lyons ef al,

2004).
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As this thesis has focused on FMEA, the following section presents
recommendations for the use of FMEA in healthcare. These suggestions are based

on the findings of the present study and will be followed by the conclusions.

6.10 Recommendations

Practical recommendations for conducting an FMEA have been extensively
published including guidelines about how to choose high risk topics, who should
participate in the FMEA meetings, how the meetings should be conducted and even
how to reach consensus with the participating team. Reviews related to the use of
FMEA in healthcare have all supported its application in healthcare and have
encouraged its use indicating that the Joint Commission in the USA, as well as
several organisational bodies, promote its use. There is no denying that FMEA is a
useful prospective tool that allows healthcare professionals to discuss a process of
care as a team. However the results of this thesis have indicated that FMEA’s
reliability and validity are questionable and thus the absolute promotion of its use in

healthcare may be inappropriate.

The JCAHO (2005) states that FMEA is by no means perfect, instead it has several
limitations which an organisation could overcome if it recognises them. These main
limitations include its time consuming nature, its inability to reveal complete
consequential and causal sets of any singular failure and its inability to consider
multiple or interacting failures. One must acknowledge that no one single technique
or tool will be prefect, however the limitations above and those identified in the
literature review (section 1.5.2.10) are all limitations that, as the JCAHO (2005)
stated, could be overcome and modified. However, how do you overcome or

modify the limitation of a technique producing unreliable, invalid results? As
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described in the previous section (6.9 future work), the FMEA technique itself

requires a number of modifications to improve its reliability and validity.

Spath (2004, p.]116) has stated that:

‘One of the worst practices used in conducting FMEA projects is to use only
FMEA techniques to make a process safer since the FMEA methodology for

improving the safety of processes has some known limitations.’

The results of this research further identified two additional fundamental limitations
for its use; its lack of reliability and validity particularly for the last two FMEA
steps. Some published studies in healthcare have actually used FMEA along side
other safety techniques to improve patient safety (McNally et al, 1997; Gowdy
&Godfrey, 2003; Nichols et al, 2004; Lenz et al, 2005; Builles et al, 2006;
Marwick et al, 2007; Koppel et al, 2008). These seven studies used the FMEA as an
additional method to contribute to their findings or to support and strengthen them.
However, in the remaining published articles it was unclear whether FMEA was the

sole tool used within the organisation.

However, in light of the lack of reliability and validity of the FMEA results I would
not recommend the use of FMEA alone as a tool for preventing patient harm. The
benefits of gathering a multidisciplinary team to discuss a process of care are clear;
however organisations do not necessarily need to gather a team under the term of
‘FMEA’. ldentifying potential failures is beneficial as it allows the team to share
experiences, yet as they are ‘potential failures’ there is no need to translate these
failures into numerical representatives including severity, probability and

detectability scores. The scores might be useful to guide the team as they would

309



Chapter 6 Discussion

probably discuss the severity and probability of the failures during the meeting
anyways; however the scores should not become the main focus of the tool where
the aim of the FMEA becomes reducing the RPN values rather than find solutions
to avoid failures or errors from reaching the patient. Furthermore, focusing the
FMEA to reduce the RPN values may result in bias results as participants’ focus
shifts from patient safety to lowering numerical values. 1 would only recommend

the use of the traditional FMEA tool alone, as it currently is, in three situations:

First, as an educational tool for junior healthcare professionals. It would allow
participants from different disciplines to discuss a specific problem and allow all
team members to gain insight about each discipline. It may even promote the
juniors’ communication skills especially since they are discussing a potential
problem rather than an actual incident which may involve shame and blame. As
participants in this study and other published papers have quoted (Riehle er al,
2008; Nickerson ef al, 2008; Cheung et al, 2006), it allows the team to think of
problems in a more detailed and structured form. Involving senior healthcare
professionals to share their experience and narrate the types of failures that they

have encountered during their practice may be favourable.

Secondly, I would recommend the use of FMEA in practice when new technology
or equipment may be installed or used, where the steps of the process may be
relatively standardised and the effects of potential failures are limited. Conducting
an FMEA for new technologies or equipment may serve as a training tool for users
to become more familiar with the new systems and help new users understand the

shortfalls of any new technology and thus become better equipped at handling its
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shortcomings. However, based on the results of this thesis, FMEA should not be
used alone to completely dismiss or promote the use of new equipment or

technology.

Thirdly, | would recommend the use of FMEA when comparing two systems or
processes of care, perhaps an old existing process and a new process before it is
implemented. The purpose of the FMEA would be a stimulus to compare different
systems to weigh the pros and cons of each system or process rather than operate as

a safety tool.

If organisations were still keen to conduct an FMEA for a process of care involving
patients then they must ensure that FMEA is not the only method patient safety is
reliant on or the sole technique by which organisations decide which failures in a
process deserve the time, money and resource investment. It is important to
remember that FMEA’s results are short-lived as a process éf care continues to
improve and advance. From a facilitator’s point of view, the important

recommendations before conducting a traditional FMEA include:

¢ Ensuring the facilitator and team leader are well informed of FMEA and its
steps and can guide the team.

e Ensure that the topic chosen is not too complicated or unmanageable.

e Ensuring that the FMEA is supported by managers and lead organisational
figures especially since it is a time consuming process.

e Ensure that the team has access to information from the literature, hospital
incident database or audits.

e Ensure that the feasibility of implementing the recommendations has been
considered in terms of resources and costs. It is easy to recommend the use
of electronic prescribing or bar coding, but is it viable?
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* Avoid recalculating the RPN values as an indicator for improvement.
Instead focus on testing any new recommendations in terms of patient
benefit.

¢ Finally, use FMEA as a technique among others to enhance patient safety.

6.11 Conclusions

The work in this thesis has made a number of new contributions to existing
knowledge. First, it is the first study worldwide to recruit two multidisciplinary
teams to conduct the same FMEA in order to compare their results. Second, it is
also the first study in the UK to complete a traditional FMEA in a hospital setting
related to a medication-related process of care including the prescribing,
administering and monitoring steps in the process. Thirdly, it is the first study
published worldwide to use FMEA for the use of vancomycin and gentamicin.
Furthermore, no published studies have compared data collected from . the
healthcare setting using different methods, with data generated by the FMEA
participants. Therefore, this study provides the first formal evaluation of the
reliability and the validity of the FMEA in the healthcare setting as well as any
other setting. This is particularly important in the present time as FMEA is
becoming more popular and more patient safety organisations are supporting its
use. Finally, this is also the first time that participants in the UK expressed their
experiences and perceptions of FMEA in a research context. This was of particular
importance because the majority of the SPI participants were unfamiliar with the
FMEA technique and were able to identify FMEA’s limitations as a tool rather than

only comment about their specific FMEA process and team dynamics.

312



Chapter 6 Discussion

The following are the key conclusions:

1.

Although FMEA is popular and published studies have reported its

successful use, there is inconsistent use of the tool in healthcare.

Unlike other high risk industries, healthcare is unique in terms of the
confounding factors that contribute to errors and failures, its unpredictable
nature and the implementation of evidence based medicine that is constantly

reviewed and updated.

FMEA lacks reliability as the results are dependant on the participating
team. Failure identification and the scoring method are mostly dependant on
subjective perception and thus it is not possible to obtain consistent accurate

results with different teams.

The validity of FMEA, in particular step 4 of the FMEA (calculating the
RPN), is questionable as healthcare participants tend to over estimate the

frequencies and severities of failures as well as the detectability scores.

FMEA Participants in the UK were able to identify more weaknesses in the
FMEA process in general rather than focus on the limitations within the

team.

There is a need to standardise components of the FMEA/HFMEA such as

the scoring scales.
This thesis should be considered a starting point for the journey of
producing a valid reliable prospective technique that would be useful to

promote patient safety.

Recommendations for the use of the traditional FMEA in the meantime

should be for educational purposes or when implementing new technologies
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or equipment. Until FMEA’s reliability and validity is further tested and

confirmed, it should not be used solely to promote patient safety.
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Appendix 1

Appendix 1: Example of the 1 to 5 scoring scale adapted
from Spath (2003)

Severity
Rating Scale
for Failure
Mode Effects

1= Nc'patit-nt

harm
2 = Tdinimal
harm
?= M dtTatf.
sh. eit-tfrm

|:-ati. nt lunrm

4 = Si“nhcant

Ic

patient harm

5 = Ferma nt-nt

patient harm

Failure Mode Probability and
Detectability Rating Scales
rrobabilitv
1=1t highly unlikely, hat newr happt-nod tvF.rt
2= relatively few failures
2 = Mideratc'cccasiona] failuirs
4 = High repeated failures
5= Very high,'failure aimcet me\'itabU
D*tpct ability’
1=Aim est certain tC be detected and correirted
2 = High likelihc**d Cfdetectii in and ct-rrertion
2= Miderate hkelihocd of detection and o”rrectii n
4 = Low hkehhc'cd of detection and cc nvction

5= Remote liljehhocci of detection and cc rrection
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Appendix 2

Appendix 2: 1 to 10 scoring scale

(adapted from McDermott et al (1996) and the Department of Defense Patient

Safety Center, USA. * Guidelines for Failure Mode and Effect Analysis for automotive,
aerospace and general manufacturing industries 2003, Dyadem Press-CRC Press.)

SEVERITY*
Rating Description | pefinition
10 Catastrophic | Death of individual or complete system failure
9
8 Major injury T Major injury of individual or major effect on system
7
6 Minor injury | Minor injury of individual or minor effect on system
5
4 Moderate [ Significant effect on individual or system with full recovery
3
2 Minor Minor annoyance to individual or system
1 None Would not affect individual or system
PROBABILITY
Rating Description Potential Failure Rate
C e . More than one occurrence per day or a
10 Very ngh. Fgllure is almost probability of more than 1 occurrence in every 2
inevitable
events
9 One occurrence every three to four days or a
probability of 1in 3
8 High: Repeated Failures E?ne occurrence per week or a probability of 1 in
One occurrence per month or a probability of 1
7 .
in 20.
6 Moderate: Occasional failures One occurrence every three months or a
) probability of 1 in 80.
5 One occurrence every six months to one year or
probability of 1 in 400. .
4 One occurrence per year or a probability of 1 in
2,000.
. . . One occurrence every one to two years or a
3 Low: Relatively few failures probability of 1 in 15,000.
5 One occurrence every three to five years or a
probability of 1 in 150,000.
e . : One occurrence in greater than five years or a
1 Remote: Failure is unlikely probability of 1 in >150,000.
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DETECTABILITY
Rating Description Likelihood of Detection
10 Absolute Uncertainty Control cannot detect potential cause and

subsequent failure mode

Very remote chance the control will detect potential

9 Very Remote cause and subsequent failure mode
Remote chance the control will detect potential cause
8 Remote )
and subsequent failure mode
7 Very Low Very low chance the F;ontrol will detect potential
cause and subsequent failure mode
Low chance the control will detect potential cause and
6 Low .
subsequent failure mode
5 Moderate Moderate chance the g:ontrol will detect potential
cause and subsequent failure mode
4 Moderately High Moderately High chance the .control will detect
potential cause and subsequent failure mode
. High chance the control will detect potential cause
3 High .
and subsequent failure mode
2 Very High Very high chance the control will detect potential

cause and subsequent failure mode

Almost Certain

Control will detect potential cause and subsequent
failure mode
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Appendix 3: Scoring scale developed by the VA National

Center for Patient Safety (2001)

SEVERITY RATING

Catastrophic (4)

Failure could cause death or injury

Major (3)

Failure causes a high degree of
customer dissatisfaction

Patient Outcome: Death or major
permanent loss (sensory, motor,
physiologic, or intellectual), suicide, rape,
hemolytic transfusion reaction,
Surgery/procedure on the wrong patient
or body party, infant abduction or infant
discharge to the wrong family.

Visitor Outcome: Death or hospitalisation
of 3 or more.

Staff Outcome: Death or hospitalisation
of 3 or more staff.

Equipment or facility: Damage equal to
or more than $250,000

Fire: Any fire that grows larger than an

Patient Outcome: Permanent lessening
of bodily functioning (sensory, motor,
physiologic, or intellectual),
disfigurement, surgical intervention
required, increased length of stay for 3
or more patients, increased level of care
for 3 or more patients.

Visitor Outcome: Hospitalisation of 1
or 2 visitors

Staft Outcome: Hospitalisation of 1 or
2 staff or 3 or more staff experiencing
lost time or restricted duty injuries or
illnesses

Equipment or facility: Damage equal to

incipient stage or more than $100,000
Fire: N/A — see moderate or
catastrophic

Moderate (2) Minor (1)

Failure can be overcome with
modifications to the process or product,
but there is minor performance loss.

Failure would not be noticeable to the
customer and would not affect the
delivery of the service or product.

Patient Outcome: Increased length of stay
or increased level of care for 1 or 2
patients.

Visitor Outcome: Evaluation or treatment
of 1 or 2 visitors (less than
hospitalisation)

Staff Outcome: Medical expenses, lost
time, or restricted-duty injuries or illness
for 1 or 2 staff.

Equipment or facility: Damage more than
$10,000 but less than $100,000

Fire: Incipient stage or smaller

Patient Outcome: No injury nor
increased length of stay nor increased
level of care.

Visitor Outcome: Evaluated and no
treatment required or refused treatment.

Staff Outcome: First aid treatment only,
with no lost time or restricted-duty
injuries or illnesses.

Equipment or facility: Damage less
than $10,000 or loss of any utility
without adverse patient outcome (e.g.,
natural, gas, electricity, water,
communications, transport, heat/air
conditioning)
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Fire: N/A — see moderate or
catastrophic
PROBABILITY RATING
Frequent (4) Likely to occur immediately or within a short period (may
happen several times in 1 year)
Occasional Probably will occur (may happen several times in 1 to 2 years)
3)
Uncommon Possible to occur (may happen sometime in 2 to 5 years)
@
Remote (1) Unlikely to occur (may happen several sometime in 5 to 30

years)
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Appendix 4: Hazard Scoring Matrix developed by the VA
NCPS (2001)

HFMEA™ Hazard Scoring Matrix™

Severity of Effect
Probability Catastrophic | Major | Moderate Minor
Frequent 16 12 8 4
Occasional 12 9 6 3
Uncommon 8 4 2
Remote 4 3 2 1
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Appendix 5. HFMEA Decision Tree developed by the VA
NCPS (2001)

el ™
HFMEA Decision Tree
NOTE: THIS DECISION TREE IS TO BE USED AFTER THE HFMEA HAZARD SCORING MATRIX

START To >\ve:ne<- a cor-

(Failure Mode or VO''s Av?"ci'?:ea O ro:
Failure Mode Cause fiom %G Scoiinc
Woiksheet)

T :o» s:e0 i" :re tc'ocess s

. . .. C'ifiCcf trafi fel'd'e iiv"
Does this hazard involve a sufficient ?:So;fll_rco rr:au_se,; evee,';v
likelihood of occurr'ence and severi- &eh you rave;aer'.r.,ea a
ty to warrant that it be controlled? s"0-e Doir: vreoKress Fec

(Hazard score of 8 or higher) eyavo'e rK'"e>"s/
"re".;o:'or of Vo doa-0'
currt/ cf .vou'U -es.c: :r
N of uou.
Is this a single point weakness NO
YES in the process?
[Critieality]
YES 1
!
Does an Effective Control YES
Measure exist for the identified STOP'
2
Av effoco/o ccrvoi hazard?
"leasu e iv" seh-e 0s 0 [Controlled]
ra:
sorstortofi, <oa,.cas NO
-e'"'vOc 0’ ¢
razs'c:o..s e.e'V ooav-
Jdo aucii'O'é or Is the hazard so obvious and
ond3:les Olcgy YES

readily apparent that a control
Jia. P'e/e'?: ¢x'C-s .
. . measure is not warranted?
cornoci'on of nMeaoai .
cases ZM0m" f e ose of [Detectability]
1?2;r lraeK}ra ora
ccrne™'to’s v of ro,'e . i~
’ A aetecfao'e raza'C is a
1. ! . !
aﬁeor. Vieaas NO "azj'j sc vs'O'e ¢'d covious
fro: /: irv re omoo\ cvea
i'ofo'e 'f "fe>"e'es
>,-oiy;ye:ior of :re fusi~ o>
PROCEED TO HFMEA acfiva/
STEPS

'Document rationale for all Stop Decisions on the Worksheet
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Appendix 6: HFMEA worksheet developed by the VA NCPS
2001

DECODING THE W ORKSHEET

Inse't Sub-process

Irisert Sub- descrif*ion here
/(tt'ays evaluate Lhe failure process ,Eg
node firstto de(emine f HII&' @

F . d 10 b This space should be tel? btank. urtess

IPS‘ )1 dﬂe lulk causes_ireed to be vourhaiBrd lysis det ined a St

v ’ YourhaiBrd analysis determined a Stop

Ur]h lﬂ’e rda’ﬁm actor'. In that case you laould hsi the
'sr'ione'e for siopping

Subprocess Step,, ,,

HFMEA'*Snp 4 -HszitdAnilyai HEKA* Step &+ lihiMify A dicra and OlEcon
falurt n>.df fiil Acticn h'p
1 .akjale-fail rem D de . iConlrol Arztko. a Ra lonob fof
! Pc-lenliai  3uses N 07 -xrrr-
bedom*de<M mining topping

Mi-nlwl (DUic; Eliminalei

O

List fen'i/ne mode qm-lp]m
msjcb as nrong speed
Jor ecjuvpment Put t outcon’e rneasw’e

. Pul IPactor’
fnsed documer'ting effecix/eness
Iwﬂx’_-{. addressing hazard ¢ Vo f!‘ rer

Failure Xoden infier ,
Cafse At fic-
sale
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Appendix 7: Summary of FMEA studies in healthcare:

Authors | Setting Choice of | Objective/Use | Team members | Meeting Qutcomes RPN RPN
and FMEA of FMEA details calculations
year : approach
Habraken Clinics and HFMEA Qualitative study to | At the end of HFMEA sessions, all team Positives: HFMEA can be successfully applied to the
etal, 2009 | hospitals in determine the members were asked to fill out an Dutch healthcare system.
the Dutch feedback of evaluation form about their experiences Negatives: time consuming and lack of guidance with
healthcare healthcare with HFMEA. The form included multiple regard to the identification of failures, causes and effects.
system, The professionals who choice questions as well as open-ended
Netherlands have used questions. 62 participants from 77
HFMEA. completed the evaluation form.
Janofsky, Secondary FMEA To improve A large clinical group No information Solutions were No information No information
2009 care hospital psychiatric including senior & provided adopted and provided provided
in Baltimore, observation junior physicians, piloted to reduce
Maryland, practices. nurses & staff nursing inpatient suicides
USA assistants
Van Medicines FMEA To conduct an Four people A one-day Recommendations | Scale 1-10used. | Six failures (from
Leeuwen et | Control FMEA for Near- participated, an NIR course was set made for the top RPN value 31) with the top
al, 2009 Laboratory, Infrared (NIR) expert, a senior for the six failures were obtained by RPN values were
The analytical method technician, an expert in | participants and | implemented and | consensus. addressed
Netherlands used in the quality assurance and the team first the FMEA was
laboratory senior pharmacist visited the repeated with the
facility with new
NIR equipment. | recommendations.
The team met
for six sessions
each lasting two
hours.
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Authors | Setting Choice of Objective/Use | Team members | Meeting Outcomes RPN RPN
and FMEA of FMEA details calculations
year approach
Redfern et | Secondary FMEA/HFMEA | To conduct and A multidisciplinary The FMEA Failures were In step four the RPN values
al, 2009 care hospital FMEA to examine | team including an ED steps were identified and authors used calculated but no
in London, the process of registrar, ED consultant | followed but the | scored but no HFMEA’s actions or
UK communication and a professor working | steps were actions were hazard scoring recommendations
between healthcare | at the Clinical Research | modified. recommended. matrix but werc made.
professionals in the | Safety Unit mapped the FMEA’s
emergency process. However the worksheet and
department (ED) failures were identified identified the
through interviews with causes and
16 healthcare members. effects
These 16 healthcare
members were shown
the mapped process and
asked to identify
failures and score them.
Wetterneck | Secondary FMEA Qualitative study to | Structured interviews and survey Positive experience: Team must be multidisciplinary, good
et al, 2009 | care hospital determine the questionnaires were administered to 2 knowledge of FMEA

in
Wisconsin,
USA

feedback of
healthcare
professionals who
have used FMEA.

FMEA teams. 24 members from a total of
39 participated in the interviews and
answered the questionnaire.

Negative experience: lack of participation from some
members, unfamiliarity with FMEA slows down the
progress, dominating discussions and pushing points of

views.
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Authors | Setting Choice of | Objective/Use | Team members Meeting | Outcomes | RPN RPN
and FMEA of FMEA details calculations
year approach
Bonnabry Secondary FMEA To conduct a 2 physicians, 2 nurses, 2 Five basic Drug Severity and Failures with
efal, 2008 | care comparative risk representatives of the steps prescription detectability scores | high RPN
university analysis of the drug | medical informatics followed. process using were scored on a (>100) were
hospital, prescription department, a pharmacist Duration: 4 CPOEhada scale of 1-9, while | addressed.
Geneva, process before & and psychologist. meetings lower total RPN | probability scores
Switzerland after each lasting 2 | value than were ranked 1-10.
implementation of hours plus 3- | handwritten Scores were
CPOE using 4 hours for prescription obtained by
FMEA. “the process. Failures | consensus.
moderator to | in the CPOE
summarise process with a
the results high RPN were
identified and
. implemented.
Ford et al, Secondary FMEA To apply an FMEA | Multidisciplinary team The FMEA FMEA was Scale 1-10 used. Failures with an
2009 care hospital for an external from different was useful in RPN value RPN >75 were
in beam radiation departments including completed identifying obtained by addressed (15
Baltimore, therapy service. administrators, nurses, overa$s vulnerabilities consensus. failures) and
USA clinical research months in the process. implementation
coordinators, radiation period of the

therapists, physicists,
information technologists
and physicians

recommendations
is ongoing.
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Authors | Setting Choice of | Objective/Use | Team members Meeting | Outcomes | RPN RPN
and FMEA of FMEA details calculations
year approach
Gilchrist et | Secondary HFMEA To conduct an A multidisciplinary team Only steps 1- | Failures in the The scores were Failures in the
al, 2008 care hospital HFMEA for an including 2 infectious 3 of the process were not calculated in proccss were
in London, outpatient parental | discases consultants. HFMEA are | identified butno | this study. identified but no
UK antibiotic therapy clinical pharmacist, 2 reported in failures were SCOTES WETC
(OPAT) service nurses, risk manager and the study. prioritised. Only obtained, and
a patient representative Meetings four main thus no failurcs
were suggestions were prioritised.
schedules at were made by
~2 weeks the team
interval and following the
the team met | identification of
4 times. Each | failures.
meeting
lasted 2
. hours.
Koppel et Secondary FMEA The main aim was Mutltidisciplinary team No FMEA, among No information No information
al, 2008 care hospital to identify the including 4 pharmacists, 6 | information other techniques | provided provided
in workarounds when | nurses, pharmacist & provided such as
Wisconsin, using barcoded nurse manager of BCMA, interviews and
USA medication risk manager, 2 industrial observational
administration engineers, 2 physicians, 1 studies was used
systems (BCMA). quality improvement to obtain
FMEA was among | facilitator and a nurse information

the several
methods used to
identify the causes
of each
workaround.

patient safety officer

about the use of
BCMA.
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Authors | Setting Choice of | Objective/Use | Team Meeting Outcomes RPN RPN
and year FMEA of FMEA members details calculations
approach
Nickerson ef Annapolis FMEA To conduct an Transcription of | Five basic FMEA completed No information No information
al, 2008 Valley FMEA on medication team: | steps but no provided provided
Health transcription of Physician, two followed. recommendations
Authority, medication orders nurses, ward Duration: implemented yet.
Nova Scotia, for inpatients & clerk and a more than 30
Canada overcrowding in the | pharmacist hours of
emergency ER team: meeting time
department (ER) physician, nurse over seven
manager, staff months
nurse &clinical (between 150-
leader for the 180 person-
site. hours)
Riehle et al, Medical FMEA To conduct an FME | Multidisciplinary | Basic FMEA The authors only Scores |-10 for No information
2008 Centre, to determine the team including steps concluded that the severity, provided
Maine, USA impact of using or nurses, followed, scoring process probability and
not using dosing pharmacists and Group met for | demonstrated that detectability were
windows for information two sessions. moving from used but no
administration of technology multiple dosing information how
medicines. representatives schedules to dosing the scores were
windows was better derived.
for the patient.
Day et al, Secondary FMEA/ To reduce risks & No information Five steps FMEA helped In step four the Scored the failure
2007 care hospital | HFMEA improve patient provided followed buta | identify risk to authors used modes using the
in Salt Lake safety during mixture of patient registration. HFMEA's hazard | Hazard Scoring
City, Utah, registration of using some New scoring matrix but | Matrix only with no
USA trauma patients. FMEA and recommendations FMEA’s mention of using the
some HFMEA | were made and worksheet and Decision Tree

aspects on the
worksheet but
no details
provided.

implemented.

identified the
causes and effects

Analysis. Failurcs
with a score >8 were
addressed and
recommendations
implemented
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Authors | Setting Choice of | Objective/Use of | Team Meeting | Outcomes RPN RPN
and year FMEA FMEA members details calculations
approach
Jeon et al, No FMEA To conduct an FMEA Multidisciplinary No The outcomes A scale of 1-5 for No
2007 information for reading the labels team including 6 information focused on the severity and information
on setting, but on ampoules and vials pharmacists and 1 provided challenges the probability was provided.
study was for injectable drugs. nurse team met rather used and a scale of
conducted in However the study than the FMEA 1-4 for detectability
Canada. focused on reporting process itself. was used. The
the challenges the team These challenges | participants were
faced when using the included: asked to rate each
FMEA rather than how difficulty to rate | failure individually
they conducted the tailures without based on the
FMEA and its specific reasonable worst
outcomes. scenarios, case scenario. The
median values of
the ratings across
participants for
each severity,
probability and
detectability was
calculated for each
failure. Then the
three median values
were multiplied to
calculate the RPN.
Marwick et Secondary FMEA FMEA was used to No information No The FMEA No information No
al,2007 care hospital ensure that a provided information meetings did not | provided information
in Scotland, multidisciplinary team provided identify any provided

UK

has identified the matn
measures of quality in
the process of sepsis
management.

additional areas
of concern not
already covered
by other
measures of
quality of care.
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Authors | Setting Choice of | Objective/Use | Team Meeting | Outcomes RPN RPN
and year FMEA of FMEA members | details calculations
approach
Morelli et al, | Orthopaedic FMEA Two FMEA's were First FMEA: No Recommendations Scale 1-10 used. No information
2007 institute, Milan, formed. One for an process information were made and No other provided regarding
[taly existing pathway: the | analysed by provided implemented for information how the high risk
analysis of the blood | blood bank both processes. The | provided. failures were
and hemoderivatives | service FMEA was repeated identified or which
supply. persons in with the new failures addressed.
The other for a new charge of recommendations
pathway: physical servicing and RPN values
retention usage in orders for decreased.
accidental drops (an blood
orthopaedic service products.
for patients with Second
locomotor apparatus FMEA: head
illnesses). nurses of the
hospital’s
orthopaedic
and
rehabilitation
departments.
No other
details were
provided.
Ouellett- Secondary care HFMEA To prevent the No No Recommendations HFMEA Scores Scored the failure
Piazzo et al, | hospital in misadministration of | information information were made to avoid | obtained by modes using the
2007 Massachusetts, intravenous (IV) provided provided the consensus Hazard Scoring
USA contrast in outpatients misadministration of Matrix and used

in the CT department.

IV contrast and two
short term solutions
were implemented.

the Decision Tree
Analysis. Failures
with a score >8
were addressed and
recommendations
implemented
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Authors | Setting Choice of | Objective/Use | Team Meeting | Outcomes RPN RPN
and year FMEA of FMEA members | details calculations
approach
Stanton et al, | Tertiary care FMEA To conduct an FMEA | A team FMEA basic | Actions for the top Severity. The top 10 failures
2007 hospital, to reduce the risk of including 2 steps 10 failures were probability and with the highest
Philadelphia, errors of blood surgeons, 2 followed. implemented and detectability RPN were
USA transfusion and to nurses, 2 The group RPNs recalculated. SCores were addressed.
reduce same-day blood bank met twice All the RPNs were obtained on a
surgery delays due to | staff members, | per month decreased following | scale of 1-5. No
absence of adequate and nursing for 3 months | the implementation information on
data or lack of staff from the of the recommended | how the team
product. preoperative actions. members derived
and operating the scores.
suites.
Bonnabry er | Secondary care FMEA To perform a risk -4 No Centralisation to the | Severity and 27 failures
al, 2006 university analysis of cancer pharmacists information pharmacy was detectability identified. The sum
hospital, chemotherapy (head of provided associated with a scores were and mean of the
Geneva, process by comparing | quality less failures than scored on a scale RPN for the new
Switzerland five different assurance, the decentralisation | of 1-9, while and old processes
strategies from head of process. probability scores | were compared.
decentralisation to production, were ranked 1-10. [ RPN > 100 werc
centralisation head of Scores were specifically
production with cytostatic obtained by identified.
several levels of reconstitution consensus.
information unit, &chief
technologies. pharmacist)
-Oncologist
-Oncology
nurse
Builles et al, | Secondary care FMEA To perform an FMEA | No No Actions were Scale 1-10 used. - | Failures with a
2006 hospital in for contamination information information implemented for No information score >100 were
Lyon, France risk analysis in the provided provided failures with RPN how the scores addressed and

processing of corneas >100. were derived. recommendations
in organ culture. implemented
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Authors | Setting Choice of | Objective/Use | Team Meeting | Outcomes RPN RPN
and year FMEA of FMEA members | details calculations
approach
Cheung et al, | Secondary care FMEA To perform an FMEA | (14 members) | 90 minute Solutions were Scale 1-10 used. The group
2006 hospital in to assess the care of Surgeons, meetings on 5 | recommended to RPN value identified 6
Baltimore, obese patients and nurses, separate help improve the obtained by potential failure
Maryland, USA identify areas for administrators | occasions care of obese consensus. points for
improvement. & every other patients. consideration (only
representative | week 2 were considered).
s from
cngineering,
rehabilitation,
nutrition,
imaging and
quality
management. -
Day et al, Secondary care FMEA- An FMEA of No details- Five steps Recommendations In step four the Scored the failure
2006 hospital in Salt HFMEA inpatient dialysis The author followed but were made to authors used modes using the
Lake City, Utah, process was only mentions | a mixture of improve hospital HFMEA's hazard | Hazard Scoring
USA conducted following | that the using some care delivery in scoring matrix but | Matrix only with
an incident involving | process FMEA and trauma patients FMEA’s no mention of
a trauma patient included some requiring dialysis. worksheet and using the Decision
inadvertently physician, HFMEA identified the Tree Analysis.
receiving nursing and aspects on the causes and effects | Failures with a
contraindicated allied health worksheet but score >§ were
heparin. representative | no details addressed and
S. provided. recommendations
implemented
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Authors | Setting | Choice of | Objective/Use | Team Meeting Outcomes RPN RPN
and FMEA of FMEA members details calculations
_year approach
Florence Surgical HFEMEA Application of A clinical engineer HFMEA steps Problems that No information Scored the
and Calil. Centrein a HFMEA to cardiac and an followed but no interfere with the | provided failure modcs
2006 Brazilian defibrillators to anaesthesiologist other details were | performance of using the
public identify the common | participated. provided. cardiac Hazard
hospital. conditions for defibrillators Scoring
defibrillator failures. were identified Matrix of
and some actions HFMEA and
were proposed to working
help reduce the through the
risk of these Decision Tree
potential Analysis to
problems. identify the
failures that
require further
action
Kim et al, Secondary FMEA FMEA was used to Team consisting of | No details. FMEA helped No information All failures
2006 care evaluate the physicians, nurses, guide the provided identified were
hospital in implementation of physician assistants, implementation considered.
Baltimore, computerised pharmacists & staff of CPOE and
Maryland, provider order entry from the hospital provided data for
USA (CPOE). information further
systems. improvements.
Kimchi- Secondary | Modified To conduct an No specific team Five HFMEA Three Although it states that Five failures
Woods and | care HFMEA HFMEA to determine | details but the team | steps followed. recommendations | HFMEA was used, the | were identified
Shultz, university the risks inherent in included Team met every were scoring scales did not and three
2006 hospital, the use of labelling of | representatives two weeks for a implemented and | use the traditional recommendati
Ohio, USA. various enteral, from several units total of four times. | new data is now HFMEA's Hazard ons were made

parenteral and other
tubing types in
patient care.

and variety of
disciplines-nursing

and speciality areas.

Team leader and
facilitator gave
the team the
HFMEA
instructions and
ground rules

being collected to
determine
whether these
changes were
really useful.

scoring Matrix. A scale
of 1-4 was used and
detectability scores
were included. Scores
were obtained by
consensus.

to address all
five failures
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Authors | Setting Choice of | Objective/Use | Team Meeting Outcomes RPN RPN
and year FMEA of FMEA members | details calculations
approach
Robinson et Secondary FMEA To identify risk and | Team FMEA steps New Scale 1-10 used. | Team focused on the 2
al, 2006 care implement members: followed buy no recommendations No information failures with the
university appropriate -Haematology- | other information | for prescribing and how the scores highest RPN.
hospital, strategies for the oncology provided administration of were derived.
Washington, prescribing and physician chemotherapy were
USA. administration of -Haematology- implemented.
chemotherapy to oncology Success of the new
children nurse recommendations
-Pharmacy following the
manager FMEA was shown
-Staff in decreased
pharmacist prescribing and
-Inpatient administering error
nurse manager rates.
-Outpatient
nurse manager
-Quality
improvement
consultant.
Van Tilburg | Secondary HFMEA To investigate 9 regular HFMEA steps A number of Scores obtained | Scored the failure
et al, 2006 care whether HFMEA members & 2 followed. recommendations by consensus modes using the
university can be used to advisors. Introductory 1 were implemented Hazard Scoring Matrix
hospital, The evaluate prescribing hour session. and used but the of HFMEA and
Netherlands. and administration Team needed 7 effect of these working through the

of vincristine in the
paediatric setting.

meetings each
lasting 1.5 hours.

changes was not
reported.

Decision Tree Analysis
to identify the failures
that require further
action (failure modes
with a score of 8 or
more should be given
highest priority).
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Authors | Setting | Choice of | Objective/Use | Team Meeting Outcomes RPN RPN
and FMEA of FMEA members details calculations
year approach
Wetterneck | Tertiary States FMEA | FMEA wasused to | 22 team Five FMEA FMEA helped Severity and Failures with low
et al, 2006 care, but trained evaluate a smart IV | members basic steps identify potential probability of failure or low-moderate
academic the team in pump as it was included followed. The | problems in the were ranked as low, scores were
medical HFMEA and | implemented into a | representatives team first medication-use moderate or high. assessed for
centre in tried to use redesigned from underwent process with the Moderate-to-high detectability, &
Madison, the HFMEA medication-use anaesthesiology, | trainingin the implementation of scoring failure modes only detectable
Wisconsin, | matrix process. biomedical use of new smart [V proceeded to action. No | failures were
USA. scoring scale. engineering HFMEA. They | pumps. further information considered for
central supply, then met for 46 provided further action.
industrial hours over four
engineering, and a half
internal months.
medicine,
nursing,
pharmacy-and
quality
improvement.
Adachiand | Secondary FMEA To describe the Director of No information | Two main Scale 1-10 used. RPN Team chose to
Lodolce, care application of pharmacy, chair | provided. interventions were value obtained by focus on the 5
2005 hospital in FMEA to prevent of medication performed. One- consensus. highest RPN
San Jose, dosing and safety committee year follow-up of related to
California, administration and the hospital programming the
USA. errors with IV representatives incidence data 1V infusion pump.

medications

from pharmacy
and nursing.

revealed that the
number of
medication errors

related to dosing had

decreased slightly
(from 59 to 46) &

pump-related errors
decreased from 41%

t0 22%.
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Authors | Setting | Choice of | Objective/ | Team Meeting | Outcomes | RPN RPN
and FMEA Use of members | details calculations
year approach | FMEA
Bonnabry Secondary FMEA To compare the | Team Team was FMEA Severity and Sum of the RPN
et al,2005 | care risks associated | members required to confirmed that | detectability were (for all the failures)
university with the old and | included meet as the new scored on a scale of 1- | for the old and new
hospital, NEw processes several many times process of 9, while probability process were
Geneva, of preparing pharmacists as necessary | preparing was ranked 1-10. calculated and
Switzerland paediatric as: to do the paediatric Scores were obtained compared.
parental -head of FMEA. The parental by consensus.
nutrition quality analysis was | nutrition
formulations assurance performed formulations
-head of between resulted in a
production October 2002 | significant risk
-head of and January reduction
quality 2003 during compared to
control 4 meetings the old
-clinical each lasting process.
pharmacist about 2
specialised in | hours.
nutrition.
Coles et al, | Three Modified FMEA was 5-8 Basic FMEA | Recommendati | Different terminology No information
2005 hospitals in | FMEA conducted for participants steps ons were made | was used; severity was | about how the top
Washingto six processes in | familiar with | followed. but not yet identified as failures were
n, USA three hospitals. different Sessions implemented. consequence on a chosen but for
The results of parts of the [ took between : descriptive scale of 1- patient falls: from
only 3 processes | medical 12-16 hours 5. Probability was 36 failures 14 were
are reported ( process to complete. described as frequency | considered high
prevention of participated. as a descriptive scale risk. Medication

patient falls,
mediation
ordering and
delivery of solid
oral medication
and blood type
transfusion for
adults)

1-4 and detectability
was described as
safeguard effectiveness
category on a scale of
1-5 (no numerical
values were assigned
for the scales.

ordering: from 62
failures 20 were
considered high
risk and blood
transfusion: from
59 failures, 7 were
considered high
risk.
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Authors | Setting | Choice of | Objective/ | Team -Meeting | Outcomes | RPN RPN
and FMEA Use of members | details calculations
year approach | FMEA
Dawson et | Secondary FMEA To conduct an An FMEA was The analysis Scale 1-10 used. RPN Top five fatlures
al, 2005 care FMEA about the | interdisciplin | conducted highlighted value obtained by identified and the
hospital in use and ary team overan 1] that the system | mulitiplying the top two were
New York, maintenance of | including week period | is outdated and | average of each score. addressed
USA. preference cards | perioperative | and the tcam | that risk of
used to nurses. met weekly. potential errors
communicate surgical was greater
physician technologists than expected.
preferences for , pharmacists
surgical and two
procedures. members of
the patient
safety
department.
Esmail et Secondary HFMEA To provide a 11 members: | Five Recommendati | Hazard Scoring Matrix | Scored the failure
al, 2005 care framework for -2 HFMEA ons made were | was used but no modes using the
hospital in systematic intensivists steps implemented. information how the Hazard Scoring
Alberta, analysis and -3 respiratory | followed. Specific ICU scores were derived. Matrix of HFMEA
Canada. prioritisation of | therapists The team recommendati and working
areas for -2 nursing met every ons with through the
improvement educators other week specified Decision Tree
regarding the -2 nursing over a two timelines were Analysis to
use of staff month period | delegated to identify the failures
intravenous 2 pharmacy, unit that require further
potassium pharmacists. patient care action.
chloride (Kcl) & managers and
potassium unit directors.
phosphate.
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Authors | Setting | Choice of | Objective/ | Team Meeting | Outcomes | RPN RPN
and FMEA Use of members | details calculations
year approach | FMEA
Gering et Medical FMEA/ Two medical- Multidiscipli | Basic FMEA | Three key In step four the authors | No information
al, 2005 Centre, HFMEA surgical nary team steps areas of risk used HFMEA’s hazard | about the RPN and
Chicago, inpatient from nursing, | followed but | were identified | scoring matrix but no the failures
USA facilities were to | emergency the steps and addressed. | information how the identified but only
be integrated management, | were The scores were derived. the top three
with a larger performance | modified. recommendati failures werc
medical centre. improvement | The team ons were addressed.
An FMEA was . patient were given a | implemented
conducted for safety, flow diagram | in the moving
the transfer infection about how plan. Patient
process of control, the move care was not
patients. transportatio | will take disrupted
n, physician place rather during the
and patient than they move.
administratio | mapping it
n. out
Kovner et Home FMEA To conduct and Nine Five basic Recommendati | Probability scores were | No information
al, 2005 health care FMEA for researchers steps ons were made | not included
in New medication including 3 followed but | but no
York, USA management nurses, a no information
process statistician, probability about their
political scores were implementatio
scientist, included. n

epidemiologi
st, computer
scientist,
social worker
and data
manager.
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Authors | Setting Choice of | Objective/Use | Team Meeting details Outcomes RPN RPN
and year FMEA of FMEA members calculations
approach
Kozakiewicz | Secondary FMEA To examine all the | 9 members: No information provided. The FMEA No information | Mean of the
et al, 2005 care hospital processes involved Team leader helped develop a provided. RPN were
in New in chemotherapy Team advisor uniform and safe calculated.
Haven, ordering and with FMEA system for The team
Connecticut, administration using | experience ordering decided to
USA FMEA. Recorder chemotherapeutic address any
Clinical and adjuvant failures with a
pharmacist agents. RPN greater
Oncology than the mean.
nurse manager
Staft oncology
nurse
Oncology
clinical nurse
specialist
Attending
oncologist.
Representative
from
information
services
Kunac and Secondary FMEA To identify and 8 team A series of nine meetings 72 failures were 10-point scale 72 failures
Reith, 2005 care hospital prioritise potential members: of the panel were held identified. Top used. Initially were
in New failures in the 4 management | throughout the study. ranking issue was | each member identified. The
Zealand neonatal intensive representatives the lack of scored the team focused
care unit medication | 1 nurse awareness of failures on the 30
process. 2 medical staff medication safety | independently, failures with
I pharmacist issues due to lack | then the median | the highest
of medication RPN for every RPN.
safety training. failure was used.
Lenz et al, University FMEA To conduct an No information | No information provided. Three main No information No
2005 medical FMEA to identify provided but the authors state that failures were provided information
centre, the failures in a domain experts were identified and provided.
Marburg, preoperative interviewed to estimate the | addressed.
Germany autologue blood severity of the onsequences

donation process.

for each failure.
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Authors | Setting Choice of | Objective/Use | Team Meeting | Outcomes RPN RPN
and FMEA of FMEA members details calculations
year approach
Linkin et a/, | Secondary HFMEA To examine the 8 team members but Team met Proposed actions No information Scored the failure modes
2005 care hospital utility of HFMEA information was for a total were set but there | provided using the Hazard
in in evaluating the gathered through of 26.5 is no mention of Scoring Matrix of
Philadelphia, sterilization and use | interviews, meetings, | hoursin 19 | whether they HFMEA and working
USA of surgical & published data. meetings were through the Decision
instruments. implemented or Tree Analysis to identity
not. the failures that require
further action.
Saxena et Secondary FMEA FMEA was applied | A multidisciplinary FMEA Actions were Scale 1-10 used. No Failures with a RPN
al, 2005 care hospital to improve the team including steps recommended for | information provided | of >250 were
in timeliness of laboratory service followed. the failures with on how the team considered priorities
California, reporting & the director, medical Initially the | an RPN >250. chose the score. for redesigning the
USA timeliness of receipt | centre laboratory team met These actions process.
by the caregiver of | director, assistant every two were
critical laboratory chief administrative weeks and implemented and
values (CLVs) for laboratory manager, then the RPNs were
outpatients and laboratory quality meetings lowered following
non-critical care improvement were the
inpatients coordinator, scheduled implementation of
information ona the
technology monthly recommendations.
representative, basis. No
customer service information
supervisor and how long
medical director of the FMEA
ambulatory services. | took to
. complete.
Apkon et al, | Secondary FMEA To examine the 5 members: No FMEA was used A score of 1-10 was Failures with a RPN
2004 care impact of process paediatric intensivist, | information | to compare an used and each team of >150 were
children’s changes on the pharmacist, nurse, about how original drug member assigned considered the
hospital in reliability of epidemiologist & the team infusion process values and then the riskiest failures.
New Haven, delivering drug quality management worked with a redesigned | average scores was
USA infusions. administrator. together. process only. used to calculate the

RPN
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Authors | Setting Choice of | Objective/Use | Team Meeting | Outcomes RPN RPN
and year FMEA of FMEA members details calculations
approach
Capunzoet | Clinical FMEA To experiment with 13 members No Recommendations A score of 1-10 Improvement
al, 2004 laboratory in the application of including: information | were made and was used but actions were
Salerno, Italy. FMEA on three -3 MDs about how implemented. The unclear who designed ftor the 3
analytical processes -2 biologists the team recommendations scores were failures with the
in a clinical -3 technologists worked showed a reduction | derived among highest RPN. The
laboratory (analysis -5 clerical/ together in the risk priority the team members | RPN for the 3
of glucose, administrative & values. failures were again
cholesterol and total auxiliary compared after
bilirubin). personnel improvements
were made.
Fechter & Medical Centre | FMEA To conduct an 15 members from FMEA steps | Recommendations A scale of 1-4 Failures with a
Barba, 2004 | in San FMEA for the use of | different followed were made but was used. ‘A lot PRN >32 were
Francisco, USA infusion pumps departments such and the team | unclear if they of time was spent | addressed (11
as nursing, nursing | met for I- implemented. deciding what the | failures).
education, 1/2 hours on numbers should
pharmacy, nine be’
material services occasions
and clinical over four
engineering. months.
Nichols et Secondary care | FMEA An FMEA was No information No FMEA results No information No information
al, 2004 hospital in conducted to provided information | indicate that data provided provided
Massachusetts, determine the provided entry was
USA processes that could determined to be

lead to identification
of an error when
using point-of-care
testing (POCT).

the primary source
of error and
barcoding was seen
as the most suitable
solution.
Implementation and
testing were being
set up.
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Authors | Setting Choice of | Objective/Use | Team Meeting | Outcomes RPN RPN
and year FMEA of FMEA members details calculations
approach
Sempleand | Secondary care To evaluate the A team including The basic Actions A scale of 1-4 The highest three
Dalessio, hospital in FMEA current practice the director of FMEA steps | implemented for the | was used for scoring failures
2004 Waterbury, related to the nurses’ | clinical were top 3 failures but severity and were addressed.
USA responding to alarm engineering, the followed. the RPN was not probability scores
signals. unit manager, and | Meeting yet recalculated. and 1-5 for
3 nurses. were Finance department | detectability
conducted assisted the team to | scores. Initially
weekly but calculate the costs the team tried to
duration of of each resolution. score the failures
FMEA not individually;
stated. however, they
derived the scores
by consensus to
produce more
reliable data.
Singh et al, Primary care FMEA-like FMEA was used to Multidisciplinary The basic The authors A hazard matrix The top five
2004 practice in New | approach estimate the impact team including FMEA steps | compared the high | developed by the | failures before and
York, USA of an electronic physicians, nurses | were not priority failures authors was used | after the EMR was
medical record and administrative | followed. identified before and a descriptive | implemented were
(EMR) system. staff. No other Instead a list { and after the EMR | scale of 1-4 was highlighted but no
information of failures system was used. The average | actions or
provided. was compiled | implemented. of RPN was used | recommendations

and then each
staff member
was asked to
briefly
comment on
these failures
and
determine
their severity
and
probability
scores

to prioritise the
failures.

set. The RPN of
some failures
improved with the
implementation of
EMR, while the
RPN of others did
not.
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Authors | Setting Choice of | Objective/Use | Team Meeting | Outcomes RPN RPN
and year FMEA of FMEA members details calculations
approach . _

Uslan et a/, | Noinformation, | FMEA To conduct an No information No Failures were A scale of 1-5was | No information
2004 but the study FMEA to identify provided information identified and used for severity. | provided
was conducted potential failures in provided recommendations probability and

in West insulin pump were set but not detectability.
Virginia, USA functions and yet implemented.
prioritise design
improvements for the
blind and visually
impaired people.
Weeks et al, | Medical Centre | FMEA To conduct an No information Five basic Main outcome was | Severity and No information
2004 in North FMEA to identify the | provided steps the need to educate | probability scores | provided
Carolina, USA causes of patients’ followed nurses and were multiplied
falls and how to with no patients. together first then
avoid them details except | Educational the highest risk
that only material is written failures were
severity and now in a brochure accessed to see if
probability and distributed to they were
scores were the families and detectable
multiplied nurses.
together first
then the
highest risk

failures were
accessed to
sec if they
were
detectable
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Authors | Setting Choice of | Objective/Use | Team Meeting | Outcomes RPN RPN
and year FMEA of FMEA members details calculations
approach
Wehrli-Veit No specific FMEA FMEA was used to | 2 perfusionist No The FMEA Scale 1-5 used and | Mann-Whitncy
et al, 2004 information- evaluate the 6 2 manufacturer’s information. demonstrated RPN score reported | test was used to
butin different types of clinical specialist different levels of | as median values. rank the
Glendale, extracorporeal 2 physicians safety between difference in
Arizona, USA. circuits for evaluating 6 median RPN
cardiopulmonary different routine scores. A type |
bypass. and miniature error probability
circuit types. value of <0.10
was considered
statistically
significant.
Wetterneck Tertiary care, FMEA A qualitative study | Data was collected from open forum Challenges identified included: Problems with attendance.
et al, 2004 academic to report the discussions by team members at the time consuming process, level of details for failures was
medical centre challenges the end of the FMEA, recoding of debated, hazard score matrix used was not suitable.
in Madison, FMEA team faced | personal experiences of the facilitator | Recommendations: multidisciplinary team is essential as well
Wisconsin, when completing and team leader, review of meeting as an experienced facilitator. Define the scope of FMEA and
USA. an FMEA. minutes and post-FMEA structured limit the number of processes. Decide on the scoring scale
interviews with team members. that best suits the team.
Win et al, Medical centre | FMEA An FMEA was No information First four Identification of Severity and All failures
2004 in Sydney, conducted to provided steps of the possible risk probability scores identified (13
Australia identify the FMEA associated with the | only used on a failures) were
possible risks in a followed. No | use of the system. | scale of 1-3. given a hazard
health information actions score but not
system called recommended actions
MINET. at the end. recommended
for any failures.
Gowdy Medical centre | FMEA Conducting FMEA | No details who No details but | A number of ideas | No information No information
&Godfrey, in North along with fall risk | participated but team | it took one were developed, provided provided
2003 Carolina, USA assessment and was drawn from year for the piloted and
root cause analysis | rehabilitation completion of | implemented from
for fall prevention services, employce FMEA. combing 3
programme education, risk methods. No
management, specific
nursing and information on the

administration staff.

outcomes of
FMEA alone.
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Authors | Setting Choice of | Objective/Use | Team Meeting | Outcomes RPN RPN
and year FMEA of FMEA members details calculations
approach
Reiling et Secondary FMEA To apply FMEA in No information No Recommendations No information Team scored the
al, 2003 care hospital the design process of | provided information | following the provided failures as low
in West the new healthcare provided FMEA were medium or high (no
Bend, facility. implcmented in the numerical values
Washington, design process of were used). No
USA. the new healthcare information
facility. regarding the
failures that were
prioritised.
Burgmeter, Secondary FMEA To reduce risk in Representatives 2 Failure modes with | Scale of 1-10 used The team
2002 care hospital blood transfusions. from: consecutive | high priority risk and scores were established a cut-otf
in Ohio, USA -Risk all-day values were averaged and entered | point for RPNs.
management sessions addressed. The on the worksheet. Failure modes with
-Blood initially redesigned steps Wide discrepancy RPN 2 240 were
transfusion scheduled were further was discussed and addressed. (This
services followed by | flowcharted and was usually due to cut-oft was chosen
-Administration | 2 additional | analysed. confusion about the because the team
-Surgery days to scale. felt it could address
-Intensive care complete the top 7-10 failures
analysis 2 within the time
weeks later. frame set.)
Fletcher, Secondary FMEA To study the use of No information No Recommendations Scale 1-10 used. The | Calculated the RPN
1997 care hospital potassium chloride. provided information | were made but no mean scores for by taking the mean
in Ann provided information probability, severity of the severity
Arbor, regarding the effect | and detectability scores, probability
Michigan, of these were calculated and scores and
USA. recommendations. the 3 mean values detectability scores

were used to
calculate the RPN.

for a grand mean.
No further
information!
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Authors | Setting Choice of | Objective/Use | Team Meeting | Outcomes RPN RPN
and year FMEA of FMEA members details calculations
approach
McNally et Secondary FMEA FMEA was used to No information No USIPD system was | No information The 3 system
al, 1997 care hospital identify the problem | provided information | associated with provided. No aspects with the
in Perth, areas in the ward provided fewer errors than mention of following | highest potential for
Austraila. stock drug the ward stock the FMEA steps causing an crror
distribution system distribution system. | except for identifying | were given the most
and a unit supply failures attention ( No
individual-patient information
dispensing (USIPD) provided regarding
system. the RPNs)
Williams Secondary FMEA To address the top No information Basic Solutions have been | Scale of 1-10 used The 5 highest
and Talley, care hospital five medication- provided. FMEA steps | recommended for for severity, ranked RPN were
1994 in North process related followed. the top 4 failures probability and addressed based on
Carolina, failures the No other but not detectability scores. the theory that the
USA subcommittee information | implemented and The failures were solutions to the
brainstormed provided thus no ranked as a group highest ranked
regarding recalculation of the | then as subgroups of | failure modcs also
the meeting | RPN was carried physicians, nurses will be solutions to
details. out. and pharmacists. No the less significant

information on how
the groups derived
the scores was
provided.

failure modes.
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Ethics approval for reliability study
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Appendix 9: Choosing the FMEA topic
Kindly answer the following questions for the suggested processes of care.

Process of care

Is there risk of
patient harm in
this process?
Yes/ No/ Not
sure

Do failures in this
process affect
patients’
outcomes? Yes/
No/ Not sure

*Is the risk associated
with failures in the

process Catastrophic or

Major or Moderate or
Minor?

*Is the risk
associated to
patients Frequent
or Occasional or
Uncommon or
Remote?

Can the

steps of the process be
graphically mapped
out in a flow chart?
Yes/ No/ Not sure

Are there enough
experts within the
trust to be able to
map out the
process? Yes/ No/
Not sure

Is there potential for
improvements to decrease
failures? Yes/ No/ Not sure

Prescribing antibiotics in
renal failure (especially
vancomycin and gentamicin)

Monitoring vancomycin or
gentamicin (process of
monitoring levels and
changing the dose)

Prophylactic use of
antibiotics (preoperative)

Process of changing IV
antibiotics to oral

JAntibiotic use in the accident
and emergency department

Management of MRSA or
C.difficile patients

* Catastrophic: Failure could cause death or major permanent injury
Major: Failure causes a high degree of patient dissatisfaction Permanent lessening of bodily
functioning, disfigurement, or surgical intervention required.
Moderate: Failure can be overcome with modifications to the process, but there is minor

performance loss as increased length of hospital stay or increased level of care for 1 or 2 patients.
Minor: Failure would not be noticeable to patient and would not affect the delivery of the service.

*Frequent: Likely to occur immediately or within a short period (may happen several times in 1

year)

Occasional: Probably will occur (may happen several times in 1 to 2 years)
Uncommon: Possible to occur (may happen sometime in 2 to 5 years)
Remote: Unlikely to occur (may happen several sometime in 5 to 30 years)

*Adapted from the Veteran's Administration (VA) National Centre for Patient Safety (NCPS) (http://www.va.gov/ncps/SafetyTopics/HFMEA/HFMEAIntro.pdf)
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Appendix 10

Appendix 10: Letter for the antibiotic steering

group members to prioritise the FMEA topic

20"’ December 2006
Dear Colleague,

1am conducting research into ways to make the use of antibiotics safer,
and 1am asking for your help. The work forms part of my PhD at The
School of Pharmacy, University of London, and is being supervised by

The School of

Professors Nick Barber and Bryony Dean Franklin. Ph
armacy

University of London
BMA House-
Door A. Mezzanine

For the first part of my work, 1am planning to explore the use of Failure
Mode and Effect Analysis (FMEA) to improve patient safety relating to

a specific process. This is a team-based, proactive technique used with Tavistock Square
London WCIH 9.IP
United Kingdom
WWW.pharmacy.ac.uk

the aim of identifying and preventing problems before they occur.

lhe first step in performing an FMEA is to select a high risk process to

investigate. High risk processes are the ones in which a failure of some

kind is likely to threaten patient safety. It is in the selection of this topic
that 1would like to ask for your help.

Attached is a table including several possible topics and the criteria with
which the topic will be chosen. These topics have been identified from

published articles and national and international safety organisations.

You are kindly asked to fill in the table to help me prioritise the topic
that will be chosen for the FMEA. You can either E-mail me at
snada.shebl@pharmacy.ac.uk or send it by mail to the following freepost
address:

Nada Atef Shebl

FREEPOST EON 5212

fhe School of Pharmacy, University of London
29/39 Brunswick Square

WCIN 1AX

London Nada Shcbl
Department of
Practice  Policy
Mobile: 07796445466
questions or suggestions, please to do not hesitate to contact me at any Fax: 020 7387 5693

If you would like more infonnation regarding EMEA or have any

time. nada.shebl(fepharmacy.ac.uk

Thank you for your time and help. It is very much appreciated.

Kind Regards,

Nada Shebl.
PhD student
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Appendix

Appendix 11: Information sheet for participants

The Hammersmith Hospitals NHS

KHS Trust

REG Reference Number: 07/00401/14

PARTICIPANT INFORMATION SHEET Version 1.0 Dated
20/12/06

1. STUDY TITLE:

Promoting patient safety in antibiotic use using Failure Mode and Effect
Analysis (FMEA).

2. INVITATION:

You are being invited to take part in a research study. Before you decide it
is important for you to understand why the research is being done and what
it will involve. Please take time to read the following information carefully.
Ask if there is anything that is not clear or if you would like more information.

3. WHAT IS THE PURPOSE OF THE STUDY?

Traditional approaches to studying the causes of adverse events focus on
retrospective analysis of events that have already happened. However,
there are other techniques that allow risks to be analysed prospectively,
before an adverse event has actually occurred. One such technique that
has recently been introduced to healthcare is Failure Mode and Effect
Analysis (FMEA). However, the majority of reports of FMEA’s use are from
the USA, and we do not know how practical it is to use it in the NHS setting.
There has also been no work published on the validity and reliability of the
process.

The aim of this study is to conduct an FMEA for patients receiving
antibiotics in a UK hospital and to find out whether it is practical for use in
this setting. The validity and reliability of FMEA will also be addressed and
tested.

4. WHY HAVE | BEEN CHOSEN?

You have been chosen because we are particularly interested in applying
the FMEA tool for patients receiving antibiotics, and would like to involve the
staff such as yourself who are involved with the care of such patients.
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5. DO I HAVE TO TAKE PART?

It is up to you to decide whether or not to take part. If you do decide to take
part you will be given this information sheet to keep and be asked to sign a
consent form. If you decide to take part you are still free to withdraw at any
time and without giving a reason. This will not affect your job/ training in any
way.

6. WHAT WOULD I DO IF | TAKE PART?

You will be invited to attend up to 5 group meetings alongside the other
participants of the study. Meeting will be conducted weekly or fortnightly and
each meeting will last for about one hour. In these meetings you will be
asked to:

1. Graphically map out the process of care being studied using flow
charts.

2. Identify the potential failures that may occur in each step of the
process and the causes and effects of these potential failures.

3. Calculate the severity, probability and detectability of the potential
failures
(severity, probability and detectability score guides will be provided)

4. Make recommendations to decrease or eliminate these potential
failures.

You will be asked, along with the other group members, if you prefer to
attend meetings to calculate the severity, probability and detectability of the
potential failures and make recommendations to decrease these potential
failures or whether you prefer to do it outside of the meetings and send to
the researcher via E-mail.

To test the reliability of the FMEA, you will be asked to calculate the
severity, probability and detectability of the potential failures on two different
occasions.

We will be asking several groups to complete a similar process. We will then
compare the results to find out whether or not different groups draw the
same conclusions.

7. WHAT IF NEW INFORMATION BECOMES AVAILABLE?

If any new information becomes available about any aspect of the study we
will contact you. If you decide to withdraw you may do so, without any
reason. If you decide to continue in the study you will be asked to sign an
updated consent form.

8. WHAT ARE THE POSSIBLE BENEFITS OF TAKING PART?
There is no intended direct benefit to you from taking part in this study. The
results of the study may help improve the quality of care for patients
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receiving antibiotics and may benefit the future application of FMEA in other
processes of care within the NHS.

9. WILL MY TAKING PART IN THIS STUDY BE KEPT CONFIDENTIAL?
No personal data is required from participants in this study.

10. WHAT WILL HAPPEN TO THE RESULTS OF THE STUDY?

The results of the study will form part of my PhD project and the anticipated
completion date is February 2009, at which time you can obtain a copy of
the results. You will not be identified in any report/publication.

11.WHO HAS REVIEWED THE STUDY?
The Riverside Research Ethics Committee reviewed the study.

12.CONTACT FOR FURTHER INFORMATION
Your contact point for further information is:

Nada Atef Shebl.

The Department of Practice and Policy

The School of Pharmacy, University of London
Mezzanine Floor, BMA House

Tavistock Square

London WC1H 9JP

Tel: 07796445466

Fax: 020 7387 5693
Email: nada.shebl@pharmacy.ac.uk

YOU WILL BE GIVEN A COPY OF THE INFORMATION SHEET AND A SIGNED
CONSENT FORM TO KEEP.
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Appendix 12: Letter of invitation to
participants.

14 Februaiy 2007
Dear Colleague,

1 am conducting research into ways to make the use of antibiotics
safer, and 1 am asking for your help. The work fonns part of my
PhD at The School of Pharmacy, University of London, and is being

supervised by Professors Nick Barber and Bryony Dean Franklin.

For the first part of my work, 1am planning to explore the use of
Failure Mode and Effect Analysis (FMEA) to improve patient safety
relating to a specific process. EMEA is a team-based, proactive
technique used with the aim of identifying and preventing problems
before they occur.

The EMEA topic chosen is 'The use ofgentamicin and vancomycin
in an acute hospital setting. This topic has been chosen with the help
of the members of the Antibiotic Steering Group at Hammersmith
Hospitals NHS Trust.

You are being invited to participate in up to 5 group meetings to
help us conduct the EMEA about ‘The use of gentamicin and
vancomycin in an acute hospital setting. Meetings will be
conducted weekly or fortnightly and each will last for one hour.
With other participants, in these meetings you will be asked to:

1. Graphically map out the process of care being studied using flow
charts.

2. Identify the potential failures that may occur in each step of the
process and the causes and effects of these potential failures.

3. Calculate the severity, probability and detectability of the
potential failures (severity, probability and detectability score guides
will be provided)

4. Make recommendations to decrease or eliminate these potential
failures.

5. To test the reliability of the FMEA, you will be asked to calculate
the severity, probability and detectability of the potential failures on
two different occasions.

You will be asked, along with the other gioup members, if you
prefer to attend meetings to calculate the severity, probability and
detectability of the potential failures and make recommendations to
decrease these potential failures or whether you prefer to do it

outside of the meetings and send it to the researcher via E-mail.

The information sheet provided will provide you with further details
about the study and your participation.

If you would like more information regarding EMEA or have any
questions or suggestions, please to do not hesitate to contact me at

anytime.

375

Appendix

The School of
PharmacN

University of London
BMA House-
Door A. Mezzanine
Tavistock Square
London WCIH 9.IP
United Kingdom
www.phannacy.ac.uk

Nada Shebl
Departmen! of
Prac tice & Policy
Mobile: 07796445466
Fax: 020 7387 5693
nada.shebl(4/,phamiaey.ac.uk
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Appendix 13

Appendix 13: Consent forms for participating in the FMEA
meetings

The Hammersmith Hospitals

WHS Trust
Hammersmith Hospitals

Du Cane Road
London
W12 OHS

LREC Study Number:
Date: 26/11/06
Version: 1.0
CONSENT FORM

Title of project: Promoting patient safety with antibiotic use

Name of Researcher: Nada Shebl

1. Icont'irm that I have read and understand the infonnation sheet (version 1.0) for
the above study and have had the oppoiTunity to ask questions.

[l

2. lunderstand that my participation is voluntary and that the study is completely
anoinmious and for research puiposes only.

[

3. lunderstand that the results of this study will not afleet my working/ training
rights in any way.

O

4 .1agree to take part in the above study. i

Name of Participant Date Signature
Name of Researcher Date Signature
Nada Shebl
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Appendix 14: Presentation for

first meeting

Failure Mode & Effect Analysis
(FMEA) for the use of vancomycin &

gentamicin

Nada Shebl

The School of Pharmacy, University of London

10'h May 2007

FMEA steps:

I Defint tlit I-Vit A Topic: topic is usually alimh risk [iioccss.

STEP 2. Assemble the |cam: An FMEA team should be mullidiscipiman |his ensures that

different perspectives oi view(wints aie taken into consideration

_STE/ jl:Uraphically Describe the Process Flonchans are the most commonly used tool for
hdpinp teams understand the steps in aproecsss Identify the failiiies tlial can occur, then causes and

effats

STEP-I: Calculate the risk priority number (RPN'l: seventy \ probability ,\ detectability

+ Severity relates to the seriousness of the iniurg oi impact
that could ultimately result if an effect of a failure mode

The probability of occiincrice is the likelihood that
soinelhmu « ill hap(ieii

Detectability is the deprec to which soniethinu can be
discovered oi noticed

STEP 5: Actions and Outcome Measures File team then makes reconiniendatioiis to detiease or

eliminate the failure

Identify the failures that can occur, their causes and effects:

Potst* fidlvim ! Rotcrial Gl

Faloit Mo

VIR n
ot F*nichibefor®

wilh each sub

M therigh befiyc
<P{l) Uetle Dfinf keys
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the FMEA teams during the

Failure Mode and Effect Analysis: FMEA

*FMEA dates back mofe than 30 years.

*Was initially used in aerospace and automotive industries.

It is a team-based, systematic, proactive technique that is used to

prevent process problems before they occur,

*Has been used in the healthcare industry since the early 1990s.

*Has been widely used in the United States as its use is supported

by several patient safety organisations.

Graphically Describe the Process:

BExanple.
1Sian My Day
1 B
1) 1 M
Wake Up Take én»er GroomingrGet leave lo- Work
T T ’
e Alammgoes o« 2 Setat 3 07 hair 4a Pulonshoes
b M aooze tndergammenis %. Sylebar
i linen; 4b, Gab and
bullon ice 2b Gel dean linen; 2 ' py keysal
1c fumoriigtils 2c Tum cn shower Anliperspiranl
Id Gel oui ol bed 20 ISadesre:l 3d Brushleelh 4c lock hiNse
lenmperalure
le ReSTom " 3 G d esced 4d Sladcai
If. Tumor e 3 M'e-up 4e Dnvelowork
! VIV 2, Rinse 3g. FuccTeeand
2¢ Tum offshowe- IrgVIbreakiasi
2n 0,7 wilh lowel

Calculate the risk priority number (RPN):

Process Step and Process Step ID» ~ LEAVE FOR WORK ()

Record al potential
CBUVBtof each post\c
Isiure nods hers 4g(1) Umicb rmon!
rmode according bSevehly,
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Actions and Outcome Measu

LEAVE FOR WORK (4)

PROBABILITY
Rating Description Potential Failure Rale
10 Very High: Failureis  l4oie than one occurrence per day or a probability d
almost inevitable more than 1occurrence in every 2 events
9 One occurrence every three to lour days or a probability
ol 1in3
8 High: .Repealed One occurrence per week or a probabilily of 1m 8 i
Failures
7 One occurrence per month or a probability ol 1in 20 [
5 Moderate Occasional ~ One occurrence every three months or a probability of 1 1
failures in 80
5 One occurrence every si* months lo one year or |
probability ol 1in 400 H
4 One occurrence per year or a probabilily ol 1in2.000 |
3 Low: Relatively lew One occurrence every one to two years or a probability of i
1in 15.000.
) One occurrence every three to live years or a probability 1
oft in 150.000

Remote Failure is
unlikely

One occurrence mgreater than live years or a probability
oil in >150.000

Definitions (Spath 2003):

Failure mode and effects analysis: A procedure to identify and analyze each
potential failure mode in a system to determine

« the possible effects on the process.

« the severity of each potential failure mode

+ causes of the failure, and

« the actions to be taken to repair the failure.

Failure effect: The consequences of a failure mode has on the ensuing steps
and the ultimate outcome of the process. The effect is described in terms of what
the people involved in the process and/or the patient might experience

Failure mode: The manner in which a failure is observed: it generally describes
the way the failure occurs.

Detectability: The likelihood that detection methods or current process controls will
discover and correct a potential failure mode before a patient is harmed

Probability: An assessment of the likelihood that a particular failure mode will
happen

Severity: The consequences of a failure as a result of a particular failure mode.
Severity considers the worst potential consequence of a failure determined by
the degree of patient injury that could ultimately occur
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SEVERITY*
Rating Description Definition
10 Catastrophic Death of individual or complete system iailure
9
8 Major injury 1Major injury of individual or major effect on system
7
6 Minor injury 1Minor injury of individual or minor effect on system
5
Significant effect on individual or system with full
4 Moderate 9 4
recovery
3
2 Minor Minor annoyance to individual or system
1 None Would not affect individual or system
DETECTABILITY
Rating Description Likelihood ol Detection
10 Absolute Control cannot detect potential cause and subsequent laHiire
Uncertainty
Very remote chance the control will delect potential cause
Vi R
9 ery Remote and subsequent failure mode
Remote chance Ine control will detect potential cause and
8 Remote
subsequent failure mode
Ve I h: the trol will dete tential
7 Very Low ery low chance the control wi detect potential cause and
subsequent failure mode
5 Low Low chance the control will detect potential cause and
subsequent failure mode
Moderate chance the control will detect potential cause and
5 Moderate .
subsequent failure mode
4 Moderately High Moderately High chance the control will detect potential
cause and subsequent failure mode
3 High High chance the control will delect poteniial cause and
9 subsequent failure mode
2 Very High Very high cha.nce the control will delect potential cause and
subsequent failure mode
| will ial fail
1 Almost Certain Control will detect potential cause and subsequent failure
FMEA worksheet
Potential Cause Effect Severity Probability Detectability Risk Recommend-
Failure of of Priority ed action
failure  failure Number
(SxPxD)
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Appendix 15: Examples of flowcharts used for the FMEA
teams during the first meeting

Example:

"ow IStart My Day.

Waf(le) Up —)
_______ Boememnanes
la. Alarm goes off L.
Ib. Hit snooze
button twice 2b.
Ic. Turn on lights 2c.
Id. Get out of bed 2.
le. Restroom
If. Turnon k.
radio, 2f
2g.
2h.
T

Ofdfi is wrinerx
by it physician.

Was the oftkH
written on site?

1

! Chemotherapy
IS given

1 m a Timely mdniw
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0)
) Personal (4
Take Shower - Grooming/Get ~ —— » Leave for Work
Dressed
---------- fomnneees e s Bl LEre
Set out 3a. Dry hair 4a. Puton shoes
and coat
undergarments 3. Style hic
Gel clean linens , 4b. Grab keys and
3c. Deodorant any personal
Turn on shower Anliperspiranl effects
Set desired 3d. Brush teeth 4¢ Lock house
t t
peratite Je. Get dressed 4. Start car
Shampoo
RinseR 3L Make-up de Drive to work
mseRepeat 3g. Fix coffee and
Turn off shower light breakfast
Dry with towel
Order is lamed
) to tke organrzalxmL
Was the order Ho
trw
seen?
1

Ciet order signed
Chemotherapry
is delayed.
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Appendix 16: Group one FMEA worksheet

STEP 1: Decide if patient needs vancomycin or gentamicin (is the drug appropriate for the patient?)

Risk

Sub process

Potential Failure

Cause of failure

Effect of failure

Severity

Probability

betectability

Priority
Number
(SxPxD)

Recommended action

la-Decide on
individualised treatment

vanc or gent based on:
-culture and sensitivity
results

or

(according to doctor’s

plan for patient requiring

-Best empirical treatment

la-Inappropriate
treatment decision.
1b-Not checking
culture and
sensitivities (if
available) before
starting treatment.

la-Lack of
knowledge
1b-Different levels of
experience and
judgment.

la-Therapeutic failure

63

*Educate the doctors &
encourage them to ask
questions.

Jjudgment)

Sub process

STEP 2: Write prescripti

Potential Failure

Cause of failure

Effect of failure

Severity

[Probability

Detectability

Risk

Priority
Number
(SxPxD)

Recommended action

2a-Check renal function.

2a-Not checking
renal function

*No bloods available.

*Ignorance, not
knowing that renal
function needs to be
checked.

2a-Giving patient a
higher dose may lead to
renal failure or
worsening of renal

function or ototoxicity.

147

*All prescriptions to be
supervised by pharmacy.
*Education of medical
staff.
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2b-Identify treatment
guidelines to follow.

2b-Not following a
treatment protocol
at all.

*Not
communicating
with consultant or
other team
members.
*Selecting
inappropriate initial
treatment plan.

*Ignorance.
*Not finding the
treatment protocol

online or in the ward. .

*Junior doctors too
scared to
communicate with
consultant.

2b-Exposing patient to
wrong drug or treatment
plan but not necessarily
causing harm

108

*All prescriptions to be
supervised by pharmacy.
*Educate medical staff.
*Train doctors and
undergraduates.

2c-Find doctor to write
prescription.

2c-Not finding the
doctor.

2c-Doctor very busy
elsewhere.

2c-Delay in onset of
treatment

96

*Pharmacists to become
independent prescribing
specialists.

*More medical staff to
cover wards.

2d-Write prescription

*No infusion fluid
or rate mentioned.
*Wrong dose.
*Not considering
renal function (as
2a).

*Unclear
handwriting.

*Not using ideal
body weight in
dose calculation
(i.e. wrong dose).
*Not following the
right treatment
protocol (as 2b).

*Ignorance.

*Not finding the
treatment protocol
online or in the ward.

* Patient given drug
with wrong infusion
fluid or at the wrong
infusion rate.
#Patient given wrong
dose.

Patient treated

" according to unsuitable

protocol (as 2b).

*10
#5

N

NN

*40
#80

*All prescriptions to be
supervised by pharmacy.
*Use pre-printed specific
charts for vanc and gent
prescribing to
accommodate all
information and dose
changes.

*Dosing guidelines to be
more easily accessible and
available.

2e-Write/record
treatment plan on chart
or notes.

2e-Failure to
document treatment
plan in notes.

2e-Doctor very busy.

2e-Longer treatment
days than necessary.

108

*Train and educate doctors
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STEP 3: Administer drug

o, | Risk
. . . . 2z = Priority .
Sub process Potential Failure Cause of failure Effect of failure = 5 Recommended action
= = < | Number
5 8 2 | (SxPxD)
3 2| =
7] = =]
3a-Nurse not Ja-Delay in ﬁ.nc.lmg .
3a-Nurse becomes aware | | drug and administering ¥ .
- informed of new 3a-Lack of o . . Install and use electronic
of new prescription order S S it. *Delay in ordering 2 7 14 .
. prescription order communication . prescribing.
written. . drug from pharmacy if
written
out of stock.
3b-*Nurse unable
to read prescription
order. *Pharmacists responsible to
*Drug out of stock. update drug stock & tidy
3b-Nurse finds *Drug out of date. 3b-illegible 3b-Minor delay in 4 3 16 drug cupboards.
antibiotic. *Drug sent to prescription order. treatment *Nurses to inform
wrong ward. pharmacists about any
*Required drug missing stock.
concentration not
available. -
3c-No major effect on
patient if mix up of
3c-Using wron . diluents is between
diluent f%) - & saline and dextrose for *Train and educate nurses.
. R L 3c-Lack of example (but effect may *Clear labeling on bags.
c-Reconstitute antibiotic. | reconstitution. knowledge .be severe if diluent as 3 2 90 *Store different fluid bags

*Not using aseptic
technique.

lignocaine is used by
mistake- not considered
here because it is very
very rare)

separately.
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1*Giving drug to wrong
patient.

. .
.1 WTO“g patient 2#Delay in starting
identified. * ,
>#Patient not 1*Nurse doesn't - treatment.
cannulated check patient 3-6tDose may be given *Not likely to happen- but
34Wron ciose identification. twice or omitted reinforce checking or use
iven g 2#Doctor or completely. Giving *6 1 2 *12 barcodes for patients.
3d-Administer antibiotic. % TDo.se iven at the phlebotomist not patient a higher dose, #2 8 1 #16 #Train nurses to cannulate.
wron tirgn e available to cannulate | may lead to renal T4 5 5 1100 +Train nurses to follow
g time. patient. Nurse not failure or worsening of guidelines. Use pre-made
5tDose given at the . .
wrong rate trained to cannulate renal function or bags. Use pumps.
g ) patient. ototoxicity. Giving
61T Wrong route of . .
. . patient sub therapeutic
administration.
dose may lead to
therapeutic failure
3e-Failure to 3e-Dose may be given
recorded twice or omitted
administration data | 3e-Lack of completely.
3e-Record administration | on drug chart. communication *Makes it difficult to I
* . . . . 3 7 3 63 Training of nurses.
data. Wrong especially if nurse's interpret when levels

information
recorded (wrong
labeling).

shift changes.

were taken and
therefore affectss
monitoring.
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STEP 4: Monitoring

> | Risk
. . . . . ) = | Priority .
Sub process Potential Failure Cause of failure Effect of failure o = 3 Number Recommended action
P = 5]
5 £ S | (SxPxD)
] gl 3
15 B =]
. 4a-No 4a-No one taking 4a-Drugs and patient Drs/pharmacist should
4a-Doctor or pharmacists . i . not monitored. Patient . . .
o documentation of responsibility to write . write as per hospital policy
documents monitoring .. . . suffers from side effects 3 81 g
. . monitoring instructions (no L (that means clearly and
instructions. idelines specific policy) as decline in renal legibly)
gu ) p policy): function or ototoxicity. gIoty)-
. *All nursing staff should be
4E{i°ttﬁ£?sl?tgoa able to take bloods and
P oto . 4b-Delay in taking insert canulas as a basic
4b-Take blood from take the blood. 4b-No phlebotomist L . .
. . . patient's blood and thus 8 24 feature in their care.
patient. *Difficulty in present. . oo *Phl . "
ithdrawing blood delay in monitoring. P ebotqrmsts to have 2
;V' o patient rounds daily rather than
rom patient. just one in the moming.
4 ¥ _
4c-Filling in the 4c-Confusion with 4c-Sample sent to the *Esjallalr f&ﬁlll;d forms.
8 different forms wrong lab causing a 8 16 i

4¢-Fill lab form

wrong form

available.

delay.

computerised ordering or
requests.
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4d-Sample sent
down wrong
pneumatic tube.

. 4d-Lab does not receive

*Set a specimen book
where all specimens are
timed and dated before
sending them to the lab so
there is a record on the
ward that its been taken

-S * -
4d Senq sample to lab & Incorrect sarr_lple 4 d-Incorrect forms 3 7 ]34 and then sent. It would be
lab receives sample and form labeling. filled. sample. .
* . . difficult to manage but not
Delay in sending . >
very practical &time
sample at .
. . consuming.
appropnate time. *Install & use
computerised ordering or
requests.
STEP 5: Lab analysis
» > | Risk
Sub process Potential Failure Cause of failure Effect of failure E E Priority Recommended acti
P ;, _5 £l Number €Co €d action
s ) 2 | (SxPxD)
2 £ =
147} B =
5a-Two patients with d
the same name also
when the
Sa-Wrone labelin technician/nurse has Sa-wrong patient been *Use preprinted labels on
5a-Check for patient & & | not labeled the given wrong results. 3 8 24 request forms.

identification

on sample and/or
form.

specimen before
gathering another
sample from another
patient (Mislabeling
by sender).

*Sample may not be

analysed.

*Educate staff responsible
for sample collection.
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5b-Analyse the sample.

Sb-Samples
analysed in batches
at specific times,
therefore failure to
send sample at
appropriate analysis
time resulting in
delays.

Sc-Wrong form filled
resulting in delays.
*Analysis failure.

Sb-Delays in receiving

results. 3

*Repeating analysis.

24

*Repeat analysis.

5c-Report results via
phone oron the IT’
system

5c-Results not
reported.
*Computer system
not working

Sc-laboratory error or °

transcription error

S5c-Delays in sending 3

results

24

*Use computerised alarm
to inform doctors/nurses
whether or not lab received
sample and reported
results.

STEP 6: Doctor checks results

Sub process

Potential Failure

Cause of failure

Effect of failure "

Severity

Probability

Petectability

Risk

Priority
Number
(SxPxD)

Recommended action

6a-Doctor

receives/checks results.

6a-Doctor does not
receive results via
phone nor does
he/she check results
on the IT system

6a-Person receiving
results via phone does
not inform doctor.
*Doctor fails to check
computer system for
results.

6a-Patient treatment not 4

modified

168

*Text results to doctor's
pager if abnormal results.
*Results could be recorded
next to the record of the
specimen when it was first
sent.

*Encourage ward clerk or
nurses to record results in
notes if results were
received by phone.

6b-Doctor interprets
results

6b-Failure to
understand/interpret
reported results

6b-Ignorance.
*

Guidelines/monogram.

not available

6b-Patient treatment not 7

modified accordingly.

84

*Reinforce information &
education to doctors during
induction.
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STEP 7: Modify treatment

Sub process

Potential Failure

Cause of failure

Effect of failure

Severity

Probability

Detectability

Risk

Priority
Number
(SxPxD)

Recommended action

7a-Seek advice from

Microbiology/ infectious
disease consultant or

SpR/ or pharmacist.

7a-Failure to seek
advice.

7a-Lack of
knowledge.

. 7a-Patient treatment not

modified

wn

140

*Reinforce information &
education to doctors during
induction.

Tb-Write new

prescription if needed or

modify existing one.

7b-Unclear
changes, e.g. not
crossing out wrong
dose, not writing
correct changes
clearly.

*Failure to monitor
treatment changes

7b-DR in a rush not
seeing that the
previous drug needs
crossing off

7b-Can cause confusion
on the ward resulting in
double doses given or

no dose given at all.

*Patient treatment not

modified.

168

*Nurse giving medication
should be aware of this
occurrence and query Dr or
pharmacist.

*Have a specific section in
the drug chart for vanc and
gent prescribing to
accommodate the variable
doses and drug levels.
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STEP 8: Decide to Stop or continue treatment

>‘ »
2 = | Risk
5] = iori .
Sub process Potential Failure Cause of failure Effect of failure «; = g ;’:;:l:z. Recommended action
q) £ [
2 e > (SxPxD)
S &1 a
8a-Failure to stop 8a-No 1nformatlon
. recorded in notes,
treatment when it foll d X .
should be stopped. u(l)'xc(l)s;ru(‘))f troecatt(::lscnt 8a-Treatment failur *Reinforce education
Decide to Stop or *Failure to continue plan a::l patienteget: wofse 8 2 3 48 of medical staff.
ontinue treatment itori : . ' * * * *54 *
¢ © n ?::;:me‘:l?g * New drug chart *Adverse reactions. 6 3 3 Install and use

*Failure to continue
treatment

written but antibiotic
not written on new
chart accordingly.

electronic prescribing.
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Appendix 17: Group two FMEA worksheet
STEP 1: Decide to start vancomycin or gentamicin

Sub process

Potential Failure

Cause of failure

Effect of failure

Severity

Probability

Recommended action

]a-Check renal

function before first

dose

1a-Choosing wrong
dosing regimen.
*Renal function
checked but not
related to drug
prescribing

la-Lack of
knowledge

la-Renal function
deteriorates.

*Educate the doctors about:
basic prescribing information,
vanc & gent & other high risk
drugs, raise awareness of
protocols & how to access
them.

*Install & use electronic
prescribing. *Simplify
number of protocols and
guidelines available.

1b-Send sample for culture
& sensitivities & screen

for MRSA

1b-Not sending
sample for culture &
sensitivities or
screening for
MRSA.

*Delays in sending
samples.

*Samples get lost &
therefore not getting
any results back.

1b-Ignorance
*Sample lost
because lab is not
onsite.

*Difficulty to take
C&S. *Sample
requests not passed
on.

1b-Delayed sa%p]e
results.

*Treatment failure
(inappropriate
treatment)

3, Risk

= Priority
"% Number
g (SxPxD)
°

=

2 32

10 320

*Better documentation that
sample has been taken.
*Standardising
documentations for sample
requests.

*Use computerised request
orders.
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1c-Not following a

1c-No protocol for
specified patient
condition.

*No one checks
them.

*Protocols not

1c-No major effect
on patient but may
lead to sub

*Simplify number of protocols
and guidelines available.
*Improve search engine on the

- 1 *
1c-Follow local treatment ireatment prptocol. ac_cess1ble _No therapeutic or toxic | 4 8 3 96 Teust's intranet.
protocol Not following the printed copies. . £ )
e . doses prescribed Make protocols and
correct protocol. Time constraints. o s )
T (i.e. incorrect guidelines more easily
Clinicians base dosing) accessible
their treatment on & R
their judgment and
previous
experiences.
STEP 2: Prescribe Antibiotic
’ > Z | Risk Recommended action
. = 3 Priority
Sub process Potential Failure Cause of failure Effect of failure = £ £ Number
4 2 £ | (SxPxD)
W ~ 2
2] - a
2a-Time constraints * *Install &Use electronic
to find dosing prescribing. *Pharmacy
guidelines. 2a-Patient should be informed &
2a-Calculate dose required | 2a-Wrong dose *Ignorance. overdosed (toxicity) 5 3 4 160 notified.
for patient prescribed. *Using different or under dosed (sub *Educating the doctors.
references or therapeutic). *More frequent pharmacists
following previous available on weekends and out
Trust's guidelines. of hours.
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2b-Write prescription
empirically

2b-Failure to write
prescription
especially junior or
locum doctors.

2b-Doctor very busy
and forgets

2b-Patient doesn't
get the drug and
may deteriorate.

*Setting responsibilities
within the team by the
consultant.
*Documentation of plan in
patient notes, therefore
detecting that an antibiotic
prescription needs to be
written

2¢c-Write prescription
according to C&S

2c-Failure to write
prescription
especially junior or
locum doctors.

2b-Doctor very busy -

and forgets

2b-Patient docsn't
get the drug and
may deteriorate.

*Setting responsibilities
within the team by the
consultant.
*Documentation of plan in
patient notes, therefore
detecting that an antibiotic
prescription needs to be
written

2d-Write prescription
according to specific
treatment protocol

2d-Failure to write
prescription
especially junior or
locum doctors.

2b-Doctor very busy
and forgets

2b-Patient doesn't
get the drug and
may deteriorate.

-

5 80
5 80
5 80

*Setting responsibilities
within the team by the
consultant.
*Documentation of plan in
patient notes, therefore
detecting that an antibiotic
prescription needs to be
written
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STEP 3: Initial pharmacy review

.|z [Risk Recommended action
= = Priority
Sub process Potential Failure Cause of failure Effect of failure ey lg' j'§ Number
s 2 g | (SxPxD)
: |2 |
22} -9 =]

*Install &Use electronic
3a-Pharmacist not prescribing. *Pharmacy
available when ) should be informed &

3a-Check prescription 3a-Prescription not | prescription was iﬁi:f lr)seg)‘iz (lijlig 5 8 4 160 notified.
- . * : .
checked written (e.g. after is given to patient. Educating the doctors. _
pharmacy round or *More frequent pharmacists
on weekends) available on weekends and out
of hours.
STEP 4: Administer antibiotic ”
>, _%’ Risk Recommended action
= z Priority

Sub process Potential Failure Cause of failure Effect of failure *E = g Number

* @ < 2 (SxPxD)

o = 2
D | B a
*Set up a special IV team.
4a-Patient not 4a-Patient difficult *Train more nurses to
4a-Check patient has | cannulated. to cannculate-need - 4a-Delay in onset cannulate. *Improve
v *Patient is difficult some senior to do it. of treatment 6 8 5 240 feedback system between
access to cannulate *Nurses not trained nurses and doctors.
' to canulate patient. *Increase number of doctors
/ on wards.
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:tl:)-g(rug notin 4b-Lack of *Training nurses about the
* ) . communication 5 . i importance of giving the
4b-Nurse obtains drug bll?trﬁﬁr(s);dizrnzruen between pharmacy ilf)tzzlt?r)l,;:t onset 6 5 210 antibiotic on time.
informed (especiall and nurses or ’ *Introduce computerized
. P Y| doctors and nurses. prescribing.
during out-of-hours)
4c-Wrong amount of 4c;1:c;§:tcz)sllowmg *Training nurses.
4c-Calculate required drug | diluent. %Ililoteenou' h 4c-May result in 6 8 188 *Pharmacists should write the
concentration and diluent. | *Incorrect traini g phlebitis. dilution and concentration
calculations. cxperri]cgn(;:: details on drug chart.
4@-Usmg wrong 4d7N0F following *Training nurses.
diluent. guidelines. 4d-May result in *Pharmacists should write th
4d-Reconstitute drug *Not following *Not enough ay 6 8 288 o . ©
o .. phlebitis. dilution and concentration
reconstitution training or -
ey . details on drug chart.
guidelines experience.
*Emphasise importance of
. 4e-Nurses don't 4§—Onc patient » checking patient's ldentlty py
L . 4e-Wrong patient . might miss a dose nurses. Barcoding
4e-Check patient identity. check patient . 7 8 168 .
gets drug : : and another will patients. *If
identity. . .
take an extra one. possible, put name or hospital
number on top of each bed.
4f-Failure to -
:dmlzisttienr]grug at 4f-very busy wards- | 4f-Adverse drug
*%:ﬁure to give dru understaffed. reactions-if wrong
correctl (wgron ® | *Lack of knowledge | rate. *Use IV pumps
4f-Administer drug rate for )c/:xam 1 f) and nurses not *Inaccurate 8 8 576 *E ducatep nurﬁpe:
*Delays in iSin ’ knowing the drug's | monitoring levels if o
follow};n d(g) ses & properties and the drugs are given
. g ¢ effects. at the wrong time.
while waiting for
drug levels. /
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STEP 5: Pharmacy Review

o, | Risk Recommended action
z = Priority
Sub process Potential Failure Cause of failure Effect of failure 2 = = Number
p Rl
T = S | (SxPxD)
3 < S
25 -9 =]
Sa-Pharmacist not .
available when *Install and use electronic
o prescription was charts.. *Phanmacists to
5a-Prescription not written (c.g. after Sa.-El‘rors may be selectively scan patients that
5a-Check prescription ’ckhec!(ed. pharmacy round or missed before 2nd 6 3 126 are taking high risk drugs.
Patient and chart on weekends). or 3.rd dose of drug * Have another copy of the
not on ward *Patient goes for is given to patient. patient chart on the ward
procedure & drug incase the patient goes for a
chart is with patient. procedure or chart gets lost.
STEP 6: Monitor levels '
2 | Risk Recommended action
& = Priority
Sub process Potential Failure Cause of failure Effect of failure z Z§ j§ Number
- b o 2 (SxPxD)
5 £ >
[25) -9 =
6a-Delay in
. . . itoring d . .
6a-Delay in taking 6a-No phlebotomist {: 3;150nng g *Microbiology request forms
6a-Take blood l:};)lod. ivgllable. T evel results not 5 3 7 280 to have several carbon copies
ood taken at Time of last dose reliable if blood to keep track of request sent to
incorrect time. not stated. | withdrawn at the lab.
incorrect time.
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6b-Send sample to lab &
lab receives sample

6b-Wrong form
filled.

*Lab not onsite so
delay in lab
receiving sample.
*Incorrect labeling.

6b-Mixing up with
specific forms.

6b-Delay in
receiving drug

4 levels.

*Coordinate sample sending
with lab analysis times.

*Lab to be onsite- if not
possible then to improve
transportation of samples to
other labs).

*Porters to be educated about
the importance of transporting
the samples quickly &
efficiently to avoid delays as
much as possible.

—

6¢c-Lab analysis

6¢c-Wrong reference
range used.

*Delay in analysis
because samples are
run in batches at
specified times.

6¢c-Chemistry lab
not familiar with
correct reference
ranges.

*Time sample was
taken and last dose
given are not
recorded on the
request forms.

6¢-Delay in
receiving drug
levels.
*Results not
reliable.

*Staff not aware of out-of-
hours-services provided by
lab. *Train lab
personnel.

6d-Lab reports results

6d-Results not
reported via
telephone if toxic
levels.

*Time lag between
sending sample
&receiving results.
*Results not
accurate.

6d-Lab not onsite.
*Failure to record
time sample was
taken on request
form &therefore can
generate inaccurate
results.

-
6d-Delays in
receiving results.
*Results may not
be reliable or
accurate.

10

4 160
5 210
6 360

*Educating who takes blood
about the importance of
recording the time the blood
was taken.
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" .
6e-Results not 6e-No one taking Pharmacists to complete
checked. responsibility for . request foms'

" . . 6e-The patient *Pharmacists mark on the
Not acting upon checking results. . .
6e-Act upon results % continues to take 5 280 drug chart using a box-shape
results because Lack of knowledge e
unable to interpret in relation to dru the wrong dose! that a level is required.
s 3 i & *Educate staff involved in this
A & step. *Improve 1T used.
STEP 7: Review culture and sensitivity
>’ .
2 = | Risk
. . . : > = £ | Priority .
Sub process Potential Failure Cause of failure Effect of failure £ 2 = Recommended action
qx.: S g Number
(% E g (SxPxD)
*Education.
*Receiving handwritten
. . notes/fax from micro if it's a
7a-Check C&S requested | 5 cgq ,nq MrsA | /2NOone taking 7a-Inappropriate or ¢ positive result along with
earlier and MRSA responsibility for ineffective 5 240 o .
screenin, not checked. checking results antibiotic treatment MiCro's advice.

g & resutis. *If results are recorded on the
IT-record micro's advice as
well.

7b-Doctors very - N .
7b-Request new C&S if 7b-New C&S not busy. 7b-Treatment *Educatlon,
. . * continued without 5 210 Ensure enough staffing on
patient not responding requested. Understaffing on .
guide. wards.
weekends.
*Education
7¢c-No one taking *Receiving handwritten
responsibility for notes/fax from micro if it's a
7c-Not acting upon checking results. 7c-Inappropriate positive result along with
-A S s . .
7e-Act upon results results. *Lack of knowledge | antibiotic treatment. 6 %52 micro's advice.
in relation to drug ' *If results are recorded on the
monitoring. IT-record micro's advice as
well.
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STEP 8: Review biochemistry
= | & [Risk Recommended action
- = = Priority
Sub process Potential Failure Cause of failure Effect of failure = 2 g Number
g < £ | (SxPxD)
22} B a
8a-Not checking
renal function *- *Education.
. Renal function 8a-Lack of 8a-Renal function *Results appear on IT system
8a-Check renal function checked but not knowledge deteriorates. 8 7 3 280 and system flags it if abnormal
related to drug results to warn doctors.
_prescribing.
8b-$cnd U&E to lab & lab 8b-ch0rrect 8b-Forms filled in a 8b—Dc}ay in 4 6 4 9 *Make requests via IT.
receives sample labeling. rush. receiving results.
8c-Results not 8c-No one taking 8c-Inappropniate *Education.
8c-Check for results responsibility for treatment 5 6 4 120 *Use computers to alert
checked. . .
checking results. | continued. - doctors of results.
8d-Lack of 8 d-Inappropriate *Education.
R . . - * -
8d-Act upon results 8d-Not acting upon knoxyledge in treatments 7 5 5 175 Use computers to a}leﬂ
results. relation to drug . doctors of results with
. continued. : .
monitoring. recommendations for action.
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STEP 9: Review Clinical condition:

Risk Recommended action
2 _«E’ Priority
Sub process Potential Failure Cause of failure Effect of failure =z | B £ | Number
T & s (SxPxD)
s 15 | ¢
& e |8
*Better staffing during
weekends.
9a-Clinical *Nurses should be encouraged
9a-Doctors not deterioration if to contact doctor if patient
9a-Review patient check.ing on pgtient 9a-Understaffing Patiem not 9 6 4 )16 fic'teriorates. befides recording
response especially during improving. it in the patient's notes.
weekend. *Continuing using *Educate medical staff.
the wrong antibiotic *Using computerised
’ ‘ technology to help doctors
2 notice that there is a problem.
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STEP 10: Decide to stop or continue treatment:

> z Risk Recommended action
. = Z | Priority
Sub process Potential Failure Cause of failure Effect of failure 2 < £ Number
4 2 2 (SxPxD)
¥ - -4
7] By =]
10a-Patients may
not be adequately

10a-Stopping treated.

treatment 10a-1V access lost, *Increased risk of *Record stop dates on drug

inappropriately resistance, toxicity, | line infection if IV charts.

*Continuing side effects. access not required. a-8 a6 a5 2-240 *Recprd indication for using
10a-Decide to stop or treatment *Not reviewing *Increase patient %5 *g x5 ¥200 antibiotic on drug chart.
continue treatment inappropriately paticnt condition & | inconvenience if 45 43 45 4200 *Review treatment after a

#Failure to switch C&S. delayed discharge if specific time period.

from IV to oral *Not checking patient still on IV. *Encourage or promote [V to

antibiotic if patient's response. *Increase hospital oral switch policy.

appropriate. 1 costs if increased I

treatment time
without need.
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Appendix 18: FMEA failures and RPN.

Group one

Failures

1 Unclear changes, e.g. not crossing out wrong dose,
not writing correct changes clearly

2 Failure to monitor treatment changes (during
monitoring)

3 Doctor does not receive level results via phone nor
does he/she check results on the IT system

4 Not checking renal function (before prescribing)

5 Not considering renal function (when prescribing)

6 Failure to seek advice from Microbiology or 1D
consultant, registrar or pharmacist.

7 Selecting inappropriate initial treatment plan.

8 Not following the right treatment protocol

9 Not following a treatment protocol at all.

10 Not communicating with consultant or other team
members.

11 Failure to document treatment plan in notes.

12 Wrong route of administration

13 Wrong dose given.

14 Dose given at the wrong time.

15 Dose given at the wrong rate.

16 Not finding the doctor to write prescription.

17 Using wrong diluent for reconstitution.

18 Not using aseptic technique.

19 Sample sent down wrong pneumatic tube

20 Incorrect sample and form labeling (for levels).

21 Failure to understand/interpret reported level
results

22 Delay in sending sample at appropriate time (for

: levels).

23 No documentation of monitoring guidelines

24 Wrong dose prescribed

25 Unclear handwriting.

26 Not using ideal body weight in dose calculation
(i-e. wrong dose)

27 Inappropriate treatment decision.

400

RPN
168

168

168

147
147

140

108
108
108

108
108
100
100
100

100
96
90

90
84
84

84

84

81
80
80

80
63
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28

29
30
31

32

33

34
35
36

37

38
39
40
41
42
43
44
45
46
47
48

49
50

Not checking culture and sensitivities (if
available) before starting treatment.

Wrong information recorded (wrong labeling).
Failure to record administration data on drug chart
Failure to continue treatment

Failure to continue monitoring treatment leading
to adverse effects.

Failure to continue monitoring treatment leading
to treatment failure.

Failure to stop treatment when it should be
stopped.

No infusion fluid or rate mentioned.

Wrong labeling on sample and/or form (for drug
levels).

Samples analysed in batches at specific times,
therefore failure to send sample at appropriate
analysis time resulting in delays.

Resulits (for drug levels) not reported.
Not finding a phlebotomist

Difficulty in withdrawing blood from patient.
Computer system not working

Required drug concentration not available
Patient not cannulated.

Nurse unable to read prescription order.
Filling in wrong form

Drug sent to wrong ward.

Drug out of stock.

Drug out of date

Nurse not informed of new prescription order
written

Wrong patient identified.

Total

401

63

63
63
48

54
48

54
40
24

24

24
24
24
24
16
16
16
16
16
16
16

14

12
3589
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Group two

Failures

1 Failure to administer drug at correct time

2 Failure to give drug correctly (e.g. wrong rate)

3 Delays in giving following doses while waiting
for drug levels

4 Time lag between sending sample &receiving
results

5 Results not reported via telephone if toxic levels.

6 Results not accurate.

7 Not sending sample for culture & sensitivities or
screening for MRSA (before 1st dose is given)

8 Delays in sending samples (before 1st dose is
given)

9 Samples get lost & therefore not getting any
results back (before 1st dose is given)

10 Wrong amount of diluent

11 Incorrect calculations (for diluent)

12 Using wrong diluent.

13 Not following reconstitution guidelines

14 Results not checked (]evels).

15 Not acting upon results because unable to
interpret results (for drug levels)
Renal function checked but not related to drug

16 o . o
prescribing (during drug monitoring).

17 Not checking renal function (during drug
monitoring)

18 Delay in taking blood.

19 Blood taken at incorrect time

20 Not acting upon (C&S) results (for follow up)

21 Stopping treatment inappropriately

22 Patient not cannulated.

23 Patient is difficult to cannulate

24 C&S and MRSA not checked (for follow up).

25 New C&S not requested (for follow up).

26 Doctors not checking on patient especially during
weekend.

27 Wrong reference range used.
Drug order written but nurse is not informed

28 . .
(especially during out-of-hours)

29 Drug not in stock

402

RPN
576

576

576

360

360
360

320
320

320
288
288

288

288

280
280
280
280

280

280
252
240
240
240
240
210

216
210
210
210
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30

31
32
33

34
35
36

37

38
39

40
41
42

43

44
45

46

47

48

49
50

Delay in analysis because samples are run in
batches at specified times.

Failure to switch from IV to oral antibiotic if
appropriate
Continuing treatment inappropriately

Not acting upon results (for U &Es during drug
monitoring).

Wrong patient gets drug

Wrong form filled (for requesting levels)

Wrong dose prescribed

Prescription not checked (after 1st prescription is
written)

Lab not onsite so delay in lab receiving sample.
Incorrect labeling (for requesting levels)

Prescription not checked (2nd time- after drug is
administered)

Patient and chart not on ward

Results not checked (for U &Es during drug
monitoring).

Incorrect labeling (for requesting U &Es during
drug monitoring).

Not following a treatment protocol
Not following the correct treatment protocol

Failure to write prescription empirically especially
junior or locum doctors.

Failure to write prescription according to C&S
especially junior or locum doctors.

Failure to write prescription according: to a
specific treatment protocol especially junior or
locum doctors.

Renal function checked but not related to drug
prescribing (before 1st dose is given)

Choosing wrong dosing regimen

Total

403

210

200
200
175

168
160
160

160

160
160

126
126
120

96

96
96

80

80
80

32
32
11585
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Appendix 19: Ethics approval for validity study
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Appendix 20

Appendix 20: Reported incidents and their corresponding FMEA failures

Reported incident on DATIX Severity of Likelihood of Corresponding Severity of Likelihood of
reported recurrence FMEA failure FMEA recurrence
incident (probability) of failure (probability) of

reported FMEA failure
incident

1-Patient was written up for Minor- Unlikely- A-Not considering A-Severity A-Probability score 7

vancomycin 1g twice daily. His minimal expected to occur | renal function before | score: 7 (one occurrence per

renal function was 23mls/min and | harm, extra at least annually. | prescribing (group 1) | B- Group month or a

so this dose was not appropriate. observation OR 1&2: probability of 1 in 20

He received two doses. He should | or minor B-Wrong dose Severity B- Group 1& 2:

have been receiving 1g once only | treatment prescribed (Group 1 score: 5 probability score 8

doses, which are given only when | required. and 2) (one occurrence per

the levels are less than 10mg/1. week) or a

probability of 1 in 8
events.

2-Patient complaint of fast Minor- Rare- not Failure to give drug Severity Probability score 9

heartbeat with slight tightness of a | minimal expected to occur | correctly -for example | score: 8 (One occurrence

jaw, redness/rashes visible to most | harm, extra for years. wrong rate (group 2). | (Major every three to four
part of the body immediate after observation injury- Major | days or a probability

administration of vancomycin or minor injury of of 11n 3)

1 gram via bolus with just 20mls treatment individual or

normal saline. required. major effect

on system)
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Likelihood of

. Severity of | Likelihood of

Severity of recurrence Corresponding FMEA recurrence
Reported incident on DATIX .rep'orted (probability) of FMEA failure failure (probability) of FMEA

incident reported .

L F failure
incident

3-Noticed vancomycin injection | Minor- Possible- a-Failure to A-Severity | Group I: Probability
was administered on 10/03/07 at | minimal harm, | expected to occur | understand/ interpret | score: 7 score 3 (One occurrence
17:00 hrs in spite of extra at least monthly. | reported level results | B-Severity | every one to two years
vancomycin levels taken on the | observation or (group 1) score: 7 or a probability of 1 in
10/03/07 at 05:00 hrs being minor b-Not acting upon 15,000)
elevated. treatment results because Group 2: Probability

required. unable to interpret score 8 (One occurrence

drug level results per week or a probability
(group 2) of 1in 8).

4-A patient received 2g Minor- Unlikely- A-Not considering A-Severity | A-Probability score 7
vancomyecin (1g at 15:30 and 1g | minimal harm, | expected to occur | renal function before | score: 7 (one occurrence per
at 10pm on 26/4/07) within 6 extra at least annually. | prescribing (group 1) | B- Group month or a probability of
hours. This patient has a observation or ‘ OR - 1&2: 11in 20
creatinine clearance of 36.64 minor B-Wrong dose Severity B- Group 1& 2:
ml/min and therefore should treatment prescribed (Group 1 | score: 5 probability score 8 (one
have a dose of 1g once daily required. and 2) occurrence per week) or

(every 24hours) as per trust
policy.

a probability of 1 in 8
events.
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, Likelihood of . Likelihood of
. Severity of | recurrence Corresponding Severity of recurrence
Reported incident on DATIX rep.orted (probability) of FMEA failure FMEA failure (probability) of
incident reported .
.. FMEA failure
incident
5-Patient prescribed 750mg None-no Not recorded A-Delays in A-Severity score: | A- Probability score 9
vancomycin once daily. It was harm giving following 8- Major injury- | (One occurrence every
given late on 23rd and 24th April doses while Major injury of | three to four days or a
as staff assumed they had to wait waiting for drug individual or probability of 1 in 3).
for the results of the level to come levels (group2). major effect on B- Probability score
back. When level taken on 25th B-Level results system 10 (More than one
April, this was therefore only 12 not accurate B-Severity score: | occurrence per day or
hours or so after the previous dose, (group2). 6- Minor injury- | a probability of more
level therefore "artificially" high at Minor injury of | than 1 occurrence in
16.0. individual or every 2 events)
minor effect on
system
6-Vancomycin level out of range None-no Not recorded A-Failure to A-7 Group 1. Probability
significantly (level = 31.1 harm understand/interpr | B-7 score 3 (One

reference range 15-25). No change
to regime made by doctor, nor
prompted by nurse.

et reported level
results (groupl)
B-Not acting upon
results because
unable to interpret
drug level results

(group2)

occurrence every one
to two years or a
probability of 1 in
15,000)

Group 2: Probability
score 8 (One
occurrence per week
or a probability of 1 in
8).
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, Likelihood of . Likelihood of
. Severity of recurrence Corresponding Severity O.f recurrence
Reported incident on DATIX rep.orted (probability) of FMEA failure FMEA failure (probability) of
incident reported .
. FMEA failure
incident
7-Patient on vancomycin 1g once | None-no Not recorded Delay in giving Severity score: 8- | Probability score 9
daily at 20h00. Level was taken at | harm following doses Major injury- (One occurrence
incorrect time and pharmacy while waiting for | (Major injury of | every three to four
advised to do another level before drug levels (group | individual or days or a probability
dose and give next dose. Noticed 2). major effect on of 1in 3).
the next day that the dose of system)
vancomycin on the 16/02 had been
omitted, staff under the impression
level needed to be taken and come
back before dose given. No
problems with renal function and
no need to miss dose
8-Noted on Wed 11 October, that None-no Not recorded Neither groups
the intravenous vancomycin dose harm mentioned

was omitted in error on 10th
October.

omitting doses as
a failure.

409




- Appendix 20

9-This patient was under shared None-no Possible- Not Severity score: 4- | Probability score 9
care between the oncologists and harm expected to occur | communicating Moderate- (One occurrence every
acute medicine. at least monthly. | with consultant or | (Significant three to four days or a
It was suggested on 26/4 by an other team effect on probability of 1 in 3).
Intensive Care Unit consultant to members (group individual or

consider starting patient on 1) system with full

vancomycin. As the pharmacist, I recovery)

then documented in the notes that,
should this patient be started on
vancomycin they would need stat
dosing, with the next dose only
being given when the levels have
fallen to between 5-10mg/L (this
was because the patient had a
creatinine clearance of 25ml/min).

I later had a conversation with the
oncology senior house officer to
this effect and they prescribed 1g as
a stat dose which was given at S5pm.
The patient was then seen by the
acute medicine registrar and after
speaking to microbiology; they
prescribed 1g twice daily, with the
first dose to be given at 6am on
27/4. This dose was given,
resulting in the patient receiving 2g
of vancomycin within 13 hours.
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Severity of 1‘:1‘::‘2:1‘: of Severity of | Likelihood of
Reported incident on DATIX reported (probability) of C?rrespondlng FMEA FMEA recurrence
incident ted failure failure (probability) of
fneide reporte FMEA failure
incident
10-Vancomycin 1g twice daily None-no Rare- not Neither groups
prescribed regularly at 8am & 8pm for | harm expected to occur | mentioned omitting

this patient (for past 3 weeks).
Pharmacist required level to be taken
before dose this morning. Noticed that
drug was in treatment area (11am)
waiting to be drawn up and
administered. Chart was not signed.
Asked phlebotomist to take blood.
Asked nurse not to give dose until after
blood taken. I was informed by nurse
that dose had already been given.

This was not the case. Patient had
received meropenem that morning but
not vancomycin. At this point porters
had arrived to take patient to theatres.
Vancomycin must be given over
100minutes therefore no time to give
before theatre. Doctor informed.
Agreed patient should go to theatre
without dose

for.years.

| doses as a failure.
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Likelihood of

Severity of | recurrence Severity of | Likelihood of
Reported incident on DATIX reported | (probability) of | COTFesponding FMEA | FMEA recurrence
incident reported failure failure (probability) of
P! FMEA failure
incident
11-Patient was admitted with admitted | None-no Unlikely- Wrong route prescribed-
with infected leg ulcers. She was harm expected to occur | but this error was not
prescribed vancomycin 1g daily orally at least annually. | addressed by either
rather than intravenous. Two doses groups.
were not administered and the drug
chart endorsed as 4 (drug not available).
12-Patient who'd come in for None-no Unlikely- Wrong route prescribed-
pseudoaneurysm repair, written up for | harm expected to occur | but this error was not

prophylactic cefuroxime, metronidazole
intravenous but vancomycin written up
as 1g orally twice a day Vancomycin
oral not available as ward stock and not
appropriate for prophylaxis. Route of
administration was not queried and one
dose omitted.

at least annually.

addressed by either
groups.

412




~ Appendix 20

Likelihood of

Severity of | recurrence Corresponding iﬁg:y of Likelihood of recurrence
Reported incident on DATIX }'ep.orted (probability) of FMEA failure failure (p}‘obablllty) of FMEA
incident reported - ‘ failure
incident
13-On handover this morning it None-no Unlikely- Neither groups
was reported to me that the IV harm expected to mentioned omitting
vancomycin had not been given occur at least doses as a failure.
yesterday morning at 11:00 hrs. annually.
On investigation the drug had
indeed not been given
14-Patient prescribed vancomycin | Minor- Unlikely- A-Failure to A-7 A-Group 1: Probability
750mg twice daily from 6" May. | minimal expected to understand/interpret B-7 score 3 (One occurrence
Vancomycin level sent on the 8" | harm, extra | occur at least reported level results | C-6: Minor | every one to two years or
of May at 4 pm-level reported as observation | annually. (groupl) njury- a probability of I in
10.8mg/l On 9™ May. Vancomycin | or minor B-Not acting upon Minor 15,000)
level taken on 9" May was treatment results because unable | injury of B-Group 2: Probability
reported as 18.6mg/1 (reference required. to interpret drug level | individual | score 8 (One occurrence
range 10-15mg/1). High level, results (group2) or minor per week or a probability
drug should have been withheld- OR effect on of 1 in 8).
was given for further 2 days. C- Failure to stop system C- Probability score 3
treatment when it D-5 (One occurrence every
should be stopped one to two years or a
(group 1) probability of 1 in 15,000.
D-Continuing D-Probability score 8
treatment (One occurrence per week

inappropriately (group
2)

or a probability of 1 in 8).
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. Likelihood of Severity of | Likelihood of
.. Severity of recurrence Corresponding FMEA recurrence
Reported incident on DATIX .rep.orted (probability) of FMEA failure failure (probability) of
incident reported .

oo FMEA failure

incident
15-Vancomycin not given as any access | None-no harm | Possible- Neither groups
at 18:00 hrs. However access obtained at expected to occur | mentioned omitting
approximately 19:00 and at 23:00 hours at least monthly. | doses as a failure.
still not given when arrived to the ward.
16-Patient prescribed on admissions Minor- Possible- Not using ideal body | Severity Probability score
ward gentamicin 620mg q24h based on | minimal harm, | expected to occur | weight in dose score: 5 8 (One
actual body weight. The admissions extra at least monthly. | calculation (i.e. occurrence per
pharmacist had gone home. Patient was | observation or wrong dose) week or a
obese and dose should have been based | minor (groupl) probability of 1
on ideal body weight at 450mg q24h. treatment in 8).
A level had been taken after the first required.

dose; although time not recorded the
prescriber did write take 6-14 hours after
the first dose. If this was the case then it
was within range after the first dose.
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Severity of Likelihood of . Severity of | Likelihood of
Reported incident on DATIX reported (probability) of C?rresp onding FMEA FMEA recurrence
incident reported failure failure (probablll.ty) of
e FMEA failure
incident
17-Infectious diseases doctor Minor- Unlikely- Not using ideal body Severity Probability score
recommended the patient to be minimal harm, | expected to occur | weight in dose calculation | score: 5 8 (One
started on imipenem and given a extra at least annually. | (i.e. wrong dose) (groupl) occurrence per
stat dose of gentamicin 7mg/kg. observation or week or a
The patient was prescribed 651mg | minor probability of 1
stat, as the patient weighs 93kg. treatment in 8).
As the patient is obese, the dose required.
that the patient should have been
prescribed was 525mg (rounded to
520mg or 530mg), based on the
patients ideal body weight.
18-Gentamicin not given. Minor- Not recorded Neither groups mentioned
Prescribed on the 'once only' minimal harm, omitting doses as a failure.
prescription side of chart. extra
observation or
minor
treatment
required.
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Severity of f;i‘;:,‘i‘;"c‘z of ‘ Severity of | Likelihood of
Reported incident on DATIX | reported (probability) of fC‘.’”esP"“d'“g FMEA | FMEA recurrence
incident reported ailure failure (probablll.ty) of
.. FMEA failure
incident
19-Gentamicin prescribed at a Minor- Not recorded Unclear changes (for Severity Probability score
dose of 7mg/kg (500mg) on minimal harm, example not crossing out score: 7 8 (One
advice of microbiology. Thisisa | extra wrong dose, not writing occurrence per
once daily dose. Prescribed on observation or correct changes clearly) week or a
front of chart & given at 0745 on | minor {group 1) probability of 1
7/17. treatment : in 8).
Prescribed again for 0700 on 8/7 | required.

but date changed and given 1700
on 7/7. This is 2 doses in 12Zhours.
Also prescribed again for 0700 on
8/17.
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Likelihood of , Likelihood
. Severity of of
Severity of | - recurrence Corresponding FMEA recurrence
Reported incident on DATIX l:epf)rted (probability) FMEA failure failure (probability)
incident of reported
o of FMEA
incident .
failure
20-Patient was prescribed gentamicin 480mg IV. Minor- Likely- A-Unclear A-7 A& B-
Original dosing interval was 36 hourly, but after the | minimal expected to changes (for B-2: Minor: | Probability
Ist level was taken, the dosing interval was amended | harm, extra | occur at least | example not Minor score 8 (one
to 48 hourly. A dose was correctly given at 22:10 on | observatio | weekly. crossing out annoyance to | occurrence
26th May but another dose was incorrectly given n or minor wrong dose, not | individual or | per week) or
about 12 hours later at 09:30 on the 27th May. The treatment writing correct | system a probability
prescribing of the gentamicin on the drug chart was required. changes clearly) of 1in 8.

not very clear. "Give 48 hourly” was written on the
drug chart, but this was not in the frequency box on
the drug chart and the 8am time was still circled on
the drug chart even though the dose should not have
been given at 8am (only at 8pm). Gentamicin 480 mg
IV was prescribed in the drug chart. Frequency was
not written in the space provided. Doctors had just
encircle the time 0800 and 2000 and had marked
some X and squares in the prescription. I had the
impression that it was prescribed twice daily. It was
also given at 2000 on the 26/05/07.The prescription
is confusing. There was a square mark in the 0800
dose on the 27/05/07 so I checked the gentamicin
level taken on the 26/05/07 which is <1.0 and later
gave it. The level was also taken before I gave at
0930 of the 27th.

(group 1)

OR

B-Nurse unable
to read
prescription
order (group 1)
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Likelihood of

. . Likelihood of
Severity of recurrence Corresponding FMEA Severity of recurrence
Reported incident on DATIX reported (probability) of fail g FMEA failure babili f
incident reported arure (probabi 1.ty) °
. . FMEA failure
incident
21-Gentamicin dose not given, Moderate- Unlikely- Neither groups
prescribed as once only dose. short term expected to occur | mentioned omitting
Nurses prompted to give twice, harm-further | at least annually. | doses as a failure.
still not given 48 hours later. No treatment or :
reason why not. procedure
required.
22-The patient was prescribed None-no Possible- A-Dose given at wrong | A-Severity A- Probability
gentamicin 460mg intravenous harm expected to occur | time (groupl) score: 4- score 5 (One
once daily. The patient correctly at least monthly. | B-Failure to administer | Moderate- occurrence every
received a dose at 22:00 hours on drug at correct time (Significant six months to one
the 13th December. On the (group2) effect on year or a
morning of the 14th December, individual or probability of 1
the patient incorrectly received system with in 400)

another dose of 460mg
intravenous gentamicin (the dose
was due to be given at 22:00 hours
on the 14th December rather than
in the morning on the 14th
December) '

full recovery)
B-Severity
score: 8- Major
injury- (Major
injury of
individual or
major effect on
system)

B- Probability
score 9 (One
occurrence every
three to four days
or a probability
of 1in 3).
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Likelihood of

Severity of | recurrence Severity of | Likelihood of
Reported incident on DATIX reported (probability) of C?rrespondlng FMEA FMEA recurrence
incident eported failure failure (probability) of
tncicen reporte FMEA failure
incident
23-Patient did not receive a dose of | None-no Possible- Neither groups mentioned
gentamicin, written on the Stat side | harm expected to occur

of the drug chart so missed by
nursing staff. Renal function normal

at least monthly.

omitting doses as a failure.
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Appendix 21: Data collection sheet.

Date Pre, Level Time Time Time Form Are creatine Level Action
of post, normal sample lab level used for clearance, reported taken
level | random collected | receives | reported | request g weight and on chart?
sample < monitoring
by = ° guidelines on
O =
€ £ S chart?
5 | 2 5 2
(5]
o
E|l 2| B |e E £
ER RS S| 8| 3 2 2
z|lz |5 |2la e =
1
2
3
4
5
6
7
8
9
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Appendix 22: Handwritten microbiology request forms for
vancomycin and gentamicin
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Appendix 23: Computerised request forms
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Appendix 24

Appendix 24: Guidelines for prescribing and monitoring
gentamicin and vancomycin in the hospital

Intravenous Vancomycin

Wegt Reiul Function (CrCI) “bw egtlU cim tkM kfl ' Do*»ge R»gm <W kg j

5 >'DOmL'mn 1.25gM [ USgbd
61-100 mI'mln Ighd 750mg bd
i3 51-60 mifmip ?50mgbd 1 god
) 20-50 rflvmift Igod 1 750 mood
1 <20 rrymir -y SW 75C mg STAT
waitforlBvalbe'CDKpeit  wyt for level before ropoat

VWirt po&WWe pfitOtOti M ;i ICimmd Upn K-jnw1 dm; r wNefl lure! irkm

Aéminbltratwti and mvnuoring /fir ffixic/ry and r/flcacy

. fitttJiouoh levp before 3rd or "L.1DOSL atier jtan of therapy or foUominfi a chfige In
a35fr3 Iwwlfoactioo

* A-m for irtkUjh lei/els o' 1M 5 mg/L

' Iflevel end rengl /urwBor stab B. reoeal fovets Woe weekly

« AKCrCI*20 (nVarin do not routinely wall for levels before ediTilnistngticn or subsequar.i Otvo

¢ Adjust C5S(v"«3ue'cy of vancanyon using table beow

trough) irv*!(mgl) Action
>20 0-ni! one dote iitf move down on* ’stage’in dosing regime
16-20 Uovi down cr» 'stage mdosirg regime
10-15 ON TARGET repeat trough level Woe weeltfy
<10 Move up one stage' in dos ng regime
InlermillBni 1V infusion m260 nl chforfoe 0-9'iv or glucose 51;

Tbe Intjslon rrusl be given at a rato nc g'OBler than IDm gnh to pre/ani irvlujion related
adverse eAocts *.76 g IWJil M aomln.istenad over 125 ipirwles. 1 g must be
admmisfored over 1D0 rnhutes and 750 mg over 75 mhute*

Gentamicin
RtniifuncUon(CrCl) Doii*Rdyitne
» 40 [Ut/min 6 mg/kg* OD * 1-2 dw«» b« BTAT Rx
20-40 rntffrtn 3 mg/Kfl" OD X 1-2 dose» n STAT Rx
< 20 mifmin 1.5 my/kg' STAT

* norie p««na regjife a(cw' Ucm iqv phjriruc/ ur >« the doUrg *«|yil crfwlatiin ir Ifw txit
Ex(luiifin\ Enctocardits, sraphiylajtk (e.g urlna-y cathelpr foeeilicnV pregriir’jy, diiJroi.,
patterts w#i asciles, ma”r ourrw cystcfbrosip -seek snetalkladv::©

Admmxtrofivu and manitonng frv tiuidi)

e On<y give >46 hrs unda' direction "mm mlcro'JD

* Mor"nrwig is oily req-jlred Mgtveri for >46 hts Then aim ler boujri leive:

* IV infusion In 103 m sodiutr rhioticfo 0.9% or dwlrose 5% over 60 minute»

Oealitilfie dearuncc (CrCif

T>» 80f4 «pp««n withbommeey mult end oanbe vwd «t i (71xk oiiaaw for afoulruip inL# oosts
Anor» KOM* eetmair’ un U cttenwd IA-n; thr CoUtc%f G tjt egudten driM n**» 103 V'U»#',

CrClI fr'limlr) « N %4140 *bgt (yerb)| * WI**Qqj)
Serum crefllhlne (moll)
~fdtalBfld} Height OHH)

um BW Vifitiat wetjH > »20 % 16A
IBW (kg) » 50 kg (male) or 45 kg (feroals) ¢ 1 kg per cm cvet 152 cm

Dmc DacrwiHing H'tigk((DDHf
U»e DDW far Gentam -w end Arr.kactm pWKipbaiii it ectjsf booy twfcp! > IM ti bW
DDW (kg)' IBW ¢ 0.4 (Actual weight- IBW)
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Appendix 25: Publications
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