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ABSTRACT

Recently there has been much research in using intelligent techniques to assist 
decision making. It is noted, however, that most inteUigent techniques have lim ita­
tions, and tha t they are not universally apphcable to all decision making tasks. Each 
intelligent technique has particular computational properties making them suitable 
for certain tasks over others. Against this backdrop, this thesis puts forward a novel 
inteUigent hybrid systems approach for supporting financial decision making.

An im portant contribution of the thesis is the formulation of a new classifica­
tion scheme for intelligent hybrid systems, which takes into account factors such as 
functionality, processing architecture and communication requirements. The three 
proposed classes of hybrid systems are Function-Replacing, Intercommunicating and 
Polymorphic. This classification provides a mechanism to make qualitative assess­
ments of existing hybrid systems and also helps to guide the development of new 
hybrid architectures.

The key requirements of a financial decision support system have been analysed 
in-depth. It is argued tha t an ideal decision support system for financial decision 
making should satisfy a range of criteria including: the abihty to induce decision 
making knowledge from domain data; the abihty to process fuzzy relationships; the 
abihty to adapt to changes in the decision making environment; the abihty to provide 
explanations and the abihty to aUow decision makers to change and add new knowl­
edge. A hybrid system which demonstrates these com putational concepts, IN TEN T, 
is developed and its effectiveness dem onstrated in the complex decision making task of 
foreign exchange trading. INTENT combines expert systems, fuzzy systems, genetic 
algorithms and neural networks to produce an effective decision support system.

Ah decision models derived from the system have been criticahy evaluated by a 
domain expert. This provides a mechanism to assess the effectiveness of the approach 
in terms of its explanation capabilities and the ease of judgm ental revisions to decision 
models. The quantitative performance of the approach has been assessed against the 
decision-making performance of a human trader, and has also been compared with 
results in the trading systems hterature.

W ith respect to data  pre-processing, a novel clustering-based method for convert­
ing raw domain data  into symbolic Hnguistic descriptions is developed. This m ethod 
is further extended to convert raw domain data into fuzzy logic descriptions by find­
ing appropriate fuzzy membership functions. A method of using genetic algorithms 
to induce fuzzy models is also developed and its effectiveness is dem onstrated.

Based on the experiences obtained during this project, a prehminary scheme for 
hybrid systems development is proposed. This scheme draws upon our three hybrid 
classes and offers a set of guidehnes based on the problem domain and assessments 
of com putational properties of different inteUigent techniques.
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Chapter 1 

Introduction

This chapter presents: a brief introduction to A I  and decision making; 
the research goals o f the thesis; an overview o f the hybrid decision support 
systems and the contributions o f this work to intelligent decision support 
system s and intelligent hybrid systems.

1.1 A I and  D ec is io n  M ak in g

Most people regardless of whether they are doctors, investment analysts, urban 

planners or bank managers, spend a large proportion of their time making decisions. 
Many years of education and training at universities and workplaces have equipped 

these professionals with knowledge and skills to make effective decisions. Decision 

theory [76], has attem pted  to understand and formalise decision processes with the 

aim of improving the quahty of decision making. Increasingly, Artificial Intelligence 
(AI) methods are being used to understand, model, and build systems to aid decision 

making. This thesis, as discussed in detail in section 1.4 & 1.5, investigates the 

use of hybrid artificial inteUigence methods to support decision making. We have 
investigated the combination of Expert Systems, Fuzzy Systems, Genetic Algorithms 

and Neural Networks for making effective decisions.

The interaction between artificial intelligence and decision making is almost as 

old as the AI discipline itself. The work of one of the earliest pioneers of AI, Herbert 

Simon, is still after 30 years widely discussed in the management h tera ture [87]. His 

1960 book ‘The new science of management decision’ [113] still provides a cohesive 

framework to understand and model decision processes. Simon’s work in decision 

making developed from his research into computational models of hum an cognitive 

processes. These com putational models of human problem solving later led to the 

development of expert systems tha t now support a variety of decision making activities 

in domains ranging from medicine to finance. We begin our discussion on the nature 

of decision making by introducing Simon’s classification of decision making [113].

12
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1 .1 .1  P r o g r a m m e d  an d  N o n -p r o g r a m m e d  d e c is io n  m a k in g

Simon [113] classifies all decision making into two categories: programmed deci­

sions and non-programmed decisions. Programmed decisions are routine, repetitive, 

well-structured decisions for which definitive procedures exist. Examples of such de­

cision making include calculating salary paym ents, re-ordering office supplies and 

numerous factory floor decisions. A conventional com puter program can easily be 

written to autom ate this type of decision process.

Non-programmed decisions are by contrast, novel, unstructured, and ill-defined 

decisions with no clear-cut procedure for autom ation. This could be either because a 

particular decision situation has not previously arisen or because the precise structure 

of the problem is elusive. Examples of such decisions include diagnosing of diseases, 

investing in securities and evaluating company loans.

M itra [88] observes th a t programmed decision making is typically made by rel­
atively low-paid workers at the bottom  end of the corporate hierarchies, while non­
programmed decision making is done by senior executives. In addition, the frequency 

of decision making decreases on moving up the decision making hierarchy (see figure 

1.1) [88]. While programmed industrial control decisions are made as frequently as 
once every 10 seconds, for example, strategic decisions can be made once every year.

A u tom atin g  P rogram m ed  D ecision  M aking

Computers have been used in organisations primarily to autom ate programmed 

decision making. Tasks th a t clerks used to perform routinely have been autom ated 

with programs for inventory control, payroll calculations and custom er supply order­

ing. On advanced factory floors, robotic m anufacturing units have also autom ated 

much programmed decision making. In aU of these situations, the tasks or decision 

making procedures, can be clearly specified as a straightforward algorithm which can 

then be implemented in a com puter program.

A u tom atin g  N on-p rogram m ed  D ecision  M aking

Simon’s recipe for autom ating non-programmed decision making is to use heuristic 

AI methods [113]. He observes th a t programs such as the General Problem Solver
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Non-Programmed

Decisions

Programmed 

Decisions

Strategi
Planning

Tactical Planning^ 

O perations Control

Industrial.Control

Frequency

O n ce every year

O n ce every 10 se co n d s

Figure 1.1: Frequency of Decision Making (Adapted from M itra [1986])
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(GPS) [91] which incorporate expert ‘rules of thum b’ can reduce seemingly intractable 

problems into solvable sub-problems.

As further merit for the heuristic approach to problem solving, Simon [113] cites 

the failure of operations research methods, (such as linear programming), to  solve 

large optimisation problems (such as job shop scheduhng), and the success of heuristic 
methods in handling such problems. Expert systems, first introduced in the 1970’s 

[100], use some of these same heuristic problem solving methods. These systems are 

built by eliciting knowledge from domain experts concerning particular tasks, and 

have been used in a variety of decision making tasks ranging from medical diagnosis 

to credit evaluation. The expert knowledge embodied in heuristics provides short­

cuts in searching large problem spaces, thus enabling the solution of problems tha t 

are intractable by exhaustive search methods [100].

In the 1980s, expert systems were seen as providing an opportunity to autom ate 

a large proportion of non-programmed decision making, thus potentially autom ating 
a large num ber of white-collar professional tasks [36]. However, this did not occur 

for several reasons. A key issue was the difficulty in designing, implementing and 

maintaining expert systems.

Knowledge elicitation for expert systems is time consuming, expensive and poten­

tially unrehable [43]. Experts find it difficult to articulate particular types of ‘in tu ­

itive’ knowledge [94] and are sometimes unwilling to participate in lengthy knowledge 

elicitation exercises. Further problems include the possible existence of gaps in an 

expert’s knowledge and the correctness of an expert’s knowledge [63].

Furtherm ore expert systems do not have mechanisms to deal with any changes in 

their decision making environment — they cannot adapt and learn from changes in 

their operating environment. Thus the maintenance o f knowledge in expert systems 

is also time consuming and expensive.

Due to these problems inductive techniques, including neural networks and ge­

netic algorithms, have recently gained popularity. In expert systems, the decision 

boundaries — the bounds used to make particular decisions — are specified by a do­

main expert, while in inductive systems these decision boundaries are learned [127]. 

Changes in the operating environment cause the decision boundaries to be shifted or 

changed. Inductive systems can detect and adapt to these changes.
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1.2 In te llig en t H yb rid  S y stem s

There is now a full repertoire of intelligent techniques, inductive and non- 

inductive, th a t can be appHed for automating decision making. These techniques 

range from expert systems at the symbohc end to neural networks and genetic al­

gorithms at the sub-symbohc end (see figure 1.2). However not all techniques are 

equally apphcable to aU types of decision making tasks. Each inteUigent technique 

has particular strengths and weaknesses. The main motivation for creating inteUigent 

hybrid systems is to combine the com putational properties of different techniques to 

create superior reasoning systems [48].

Models of 
Intelligent 

Computation

Symbolic Sub-symbolic
Processing Processing

Expert
Systems

Rule
Induction

..... 1.........
Fuzzy
Logic

Classifier
Systems

Genetic
Algorithms

Neural
Networks

Figure 1.2: A Spectrum of InteUigent Com putation

For example, expert systems and fuzzy systems require the exphcit coding of 

knowledge by an expert. In contrast, neural networks and genetic algorithms are 

able to learn to  perform tasks they model directly from domain data. While expert 

systems, rule induction and fuzzy systems provide clear explanations of their rea­

soning process, neural networks do not. Expert systems and rule induction methods 

have difficulties in deahng with imprecise data  while fuzzy systems, neural networks 

and genetic algorithms are exceedingly good in deahng with such data.

There are considerable advantages in combining different inteUigent techniques 

for two principal reasons (see Chapter 3 for further details).

Firstly, Technique Enhancement: integrating different inteUigent techniques can 

help to overcome the weaknesses of individual techniques. For example by creating 

hybrids of fuzzy logic and neural networks, one can combine the abihty of fuzzy
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systems to deal with imprecise data, and the ability to generate explanations with a 

neural network’s ability to learn the fuzzy decision making rules.

The second argum ent for creating hybrids is the Multiplicity of Application sub- 

domains. Many complex domains have many different component problems each of 

which may require different types of intelligent processing. If there is a complex ap- 

pHcation which has two distinct sub-problems, say a ‘low-level’ signal processing task 

and a sericd reasoning task, then a neural network and an expert system respectively 

can be used for solving these two separate tasks.

Recently there have been many applications of hybrid systems in areas such as 

industrial control [129], veterinary diagnosis [109], legal reasoning [103] and cognitive 

modelling [6]. However currently there is no coherent m ethod to make qualitative 

assessments between different hybrid systems and there are no guidehnes for their 

development. In C hapter 3 we present a novel classification scheme for hybrid systems 

which provides a framework for quahtative comparisons and takes into account factors 

such as functionahty, processing architecture and communication requirements. In 

C hapter 9 we present a sketch of a methodology for hybrid .systems development 

based on concepts introduced in the classification scheme.

1.3  K n o w le d g e  B a se d  F in a n c ia l D ec is io n  M ak in g

There is currently an upsurge of interest in applying AI techniques for financial 

decision making [122], [99], [65]. A significant num ber of these studies have con­

centrated  on financial trading and portfoho managem ent. Further, there have been 

several apphcations of AI techniques in mortgage evaluation, credit authorisation 

and m arketing of financial products. AU of these apphcations are in areas where 

non-programmed decision making is employed.

Trading in financial m arkets is a complex decision making activity. PrincipaUy, 

there are three types of decisions to be made: the decision to buy securities, the 

decision of how long to hold these securities, and the decision to seU them. Market 

analysts and traders use a wide variety of techniques and tools to help them  make 

these decisions. There are two main types of knowledge tha t m arket professionals use 

for trading: fundam ental analysis knowledge [80] and technical analysis knowledge 
[38].
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1 .3 .1  F u n d a m e n ta l A n a ly s is  K n o w le d g e

In the fundam ental analysis approach to financial trading, an attem pt is made 

to calculate the ‘intrinsic’ value of a financial instrum ent by using inform ation pub- 

hshed in sources such as company annual reports, and by making assessments on 

future supply and demand factors [80]. For example, when analysing individual com­

pany stocks, the future earnings can be seen as dependent on factors such as the 

company debt proportion, the value of assets, and the m arket for its products. A 

commonly used method in choosing stocks for investm ent is the exam ination of the 

price/earnings (P /E ) ratios of stocks [80]. Fundam ental analysts believe th a t a low 

price/earnings ratio is an indication of a company which is ‘healthy’, and is hkely to 

be a good performing stock.

The prediction of commodities and currencies using fundam ental analysis also 
follows the same approach of modelling factors of supply and demand. For example, 

in a forecasting model of the Yen/Dollar exchange rate the following variables may be 

included: the amount of foreign reserves, balance of paym ents, overseas investm ent, 
industrial production and interest rates. In a fundam ental model to forecast cocoa 

prices, variables such as weather prospects, fertiliser price changes, past dem and for 

cocoa and anticipated future demand for cocoa may be used. Linear regression is 

by far the most common method for modeUing these relationships in fundam ental 

analysis models [119].

1 .3 .2  T e c h n ic a l A n a ly s is  K n o w le d g e

Technical analysts study the dynamics o f the market rather than the factors tha t 

affect the supply and demand for financial instrum ents [13],[ i l l] .  The philosophy 

behind this approach is tha t aU demand and supply dynamics are reflected in market 

indicators such as price, volume, and open interest, and the extraction of patterns 

from these movements alone is sufficient for making trading decisions.

The m ajority of the technical analysis techniques can be categorised into two 

broad categories, price pattern  recognition and trend-foUowing [119]. Practitioners of 

price pattern  recognition, popularly known as ‘chartists’, claim tha t they can predict 

the future movement of financial m arkets by identifying simple geometric formations 

such as triangles, rectangles, and ‘head-and-shoulder’ patterns in price movements 

[38]. It is claimed for example tha t if the m arket ‘breaks o u t’ of a head-and-shoulder
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pattern , then a market wiU raUy in the direction of the breakout [119]. There is a 

strong element of subjective judgm ent in interpreting these pattern formations which 

can require a long training period, and people trained in different ‘schools’ may arrive 

at different interpretations of the same data  [119].

The trend-following form of technical analysis involves tracking the movements of 

trading indicators [67]. Indicators are typically transformations of the original price 

series such as moving averages. These indicators are combined to construct rules for 

making trading decisions. Example of such rules are: ‘if the 10 day average becomes 

larger than the 20 day average then BUY (the price is likely to move up)’, ‘If the 

price is declining and open interest is increasing and volume is increasing then SELL 

(the m arket is likely to fall)’, and ‘If open interest is high, volume is low and volatility 

is high then BUY (m arket is likely to rise)’.

The linguistic categories in these rules such as ‘high’, ‘low’, ‘increasing’ do not 

have precise meanings but are typically defined subjectively by domain experts. The 
use of subjective Hnguistic categories is common in many areas of expertise [56], 

and this imposes heavy demands on expert assistance in the development of syiçtems 
to autom ate non-programmed decision making tasks. In Chapter 5 we address this 
issue by introducing an autom ated clustering based m ethod to produce Hnguistic 
descriptions from domain data.

Another issue that needs to  be addressed in autom ating financial decision making 
is the dynamic nature of the operating environment. As with many complex decision 

making environments the arena of financial m arkets is one th a t is constantly changing 

and evolving and usually particular trading methods have only Hmited Hfe-spans. 

Any decision making approach tha t is static would not survive in the long-run, and 

it is therefore vital to have mechanisms to generate new trading rules, to constantly 

monitor them , and to adapt them  to new trading conditions.

1.4 A im s and  M o tiv a tio n s

The principal aim of this research is to design, implement and evaluate inteUigent 

hybrid systems for financial decision making. The domain of financial trading is 

chosen because of several reasons. These are:

• availabiHty of objective criteria for performance evaluation



20

• availability of domain data

• access to domain expertise

• and the complexity of decision making process.

Although the effectiveness of our approach is dem onstrated in financial trading 

decision making, it is sufficiently general to be apphed to other areas of financial 

decision making such as loan evaluation and is also potentially apphcable in areas 

such as medical diagnosis and urban planning.

There are several goals that the techniques designed and implemented in this 

research aims to satisfy:

L e a rn  th e  D ecision  M ak in g  K n o w led g e : The system should not rely totally on 

ehcited expert knowledge. It should be able to induce decision making knowl­

edge from domain data.

B r i t t le n e s s :  The decision system should be able to handle many types of data. In 
particular, it should be able to cope with noisy data which is characteristic of 

much real-world data.

E x p la n a tio n  o f th e  re a so n in g  p ro cess : As decision makers typically need to de­

fend their decisions, the reasoning process underlying machine generated deci­

sions must be understood. In some areas such as loan granting, for example, 

providing explanations of the reasoning process can be a legal requirement [60].

A ccess ib ility  to  D ecision  M a k e rs : It is im portant tha t decision makers can eas­

ily understand the final results and recommendations of the system. Ideally, 

therefore, the system should convey its results in a form at closer to natural 

language than an obscure m athem atical format.

M o d e l ch an g es  by  D ecision  M a k e rs : A decision maker should be able to mod­

ify any machine generated knowledge, and also add new knowledge. This is 

im portant in increasing the effectiveness of decision making in many domains 

[24],[23],

A d a p t  to  ch an g es  in  th e  d ec isio n  m a k in g  e n v iro n m e n t: If there is a change 

in the decision making environm ent, the system should be able to detect such 

changes and adapt accordingly.

In the course of this research it was realised th a t the above requirements could 

not be satisfied by the use of a single intelligent technique. Therefore a hybrid
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approach combining several intelligent techniques was developed and its effectiveness 

successfully dem onstrated.

A central contribution of this thesis is the development of a theoretical framework 

to view hybrid systems. A classification scheme for hybrid systems which takes 

into account functionality and processing architecture is developed. This allows a 

qualitative evaluation of existing hybrid systems and provides a frame of reference to 

relate this research to other work. By using this framework, an attem pt is also made 

to sketch a methodology of intelligent hybrid systems development.

The im plem entation of the above concepts is done in a program called INTENT 

(INteUigenT DEcisioN SupporT Hybrid System). The INTENT system consists of 

six main modules: the Expert System, the Fuzzy System, the Genetic Algorithms, 

the Neural Networks, Decision Combination and the Decision Evaluation system.

• The E x p e r t  S y s te m  module stores and manipulates trading knowledge elicited 

from an expert trader. A production rule format is used to represent and 

activate the technical analysis trading knowledge. This module also contains 

a clustering mechanism which converts raw data into a symbolic format tha t 

corresponds to the expert descriptions.

• The F u zzy  S y s te m  module contains an algorithm to derive fuzzy membership 

functions autom atically from raw domain data. This is an extension of the 

method used for converting raw data into symbolic descriptions. Once the 

fuzzy memberships are obtained, fuzzy rules obtained from expert traders are 

used to infer trading decisions. The fuzzy rules are represented using the same 

syntactic structure as the production rules used in the expert system.

• The G e n e tic  A lg o r ith m  module induces decision making rules in two modes: 

symbolic and fuzzy. In the symbohc mode it will induce rules and perform infer­

ences using symbohc data  analogous to the operation of an expert system. In 

the fuzzy mode it wiU induce rules and perform fuzzy inferences using fuzzihed 

data analogous to the operation of a fuzzy system. The genetically induced 

rules have the same syntactic structure as the rules in expert and fuzzy systems 

thus allowing a range of feedback mechanisms between these modules.

• The N e u ra l N e tw o rk  module learns decision patterns using either symbohc 

data or fuzzified data. Selection of variables for the neural network is done by 

the genetic algorithm. T hat is, variables th a t feature in highly ‘fit’ decision rules 

induced by the genetic algorithm are used as inputs for the neural networks.
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• The D ecision  C o m b in a tio n  module aggregates the decisions of all the dif­

ferent decision modules and produces composite decisions. The mechanisms 

in this module are motivated by recent research suggesting the superiority of 

consensus decision making over individual models and approaches.

• The D ecis ion  E v a lu a tio n  module evaluates the decisions made by the differ­

ent modules using domain specific performance evaluation criteria. In the case 

of financial trading decisions, several criteria are used including the percentage 

of correct trading decisions, average gain per trade and the volatihty of returns. 

Similarly, if the system is used for medical decision making, then this module 

will include measurements of the effects of decisions in terms of patient recovery 

times and infection rates.

The contribution of this thesis can be stated as follows:

• A classification scheme for Intelligent Hybrid Systems is proposed. This clas­

sification scheme takes into account factors such as functionality, processing 

architecture and communication requirements. This provides a coherent frame­

work to view existing hybrid systems and allows the possibihty of quahtative 

comparisons of this research.

• A sketch of a methodology for the development of hybrid systems is presented. 

This is based on our classification scheme and attem pts to provide developers 

of hybrid systems with a set of guidehnes to help them  make choices in using 

different hybrid architectures.

• The dem onstration of the apphcabihty of using genetic algorithms to  induce 

fuzzy models. This method provides an autom ated way to construct fuzzy rule 

bases, which is otherwise a tim e consuming, trial and error process, typically 

done by a domain expert.

• A new data pre-processing m ethod for converting raw data into symbolic de­

scriptions has been developed and its effectiveness dem onstrated. This provides 

an autom ated mechanism for producing hnguistic descriptions of data  (e.g. low, 

medium, high) using raw domain data. This clustering based method is evalu­

ated by producing symbohc descriptions of trading data  which corresponds to 

descriptions used by trading experts.

• The symbohc data-pre-processing method is extended to pre-process the raw 

data into fuzzy  descriptions. The fuzzy memberships derived by this process
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have also been dem onstrated using trading data  and subsequently verified by 

domain experts.

The dem onstration of the advantages of using production rules to communicate 

knowledge between expert systems, fuzzy systems and genetic algorithms. The 

benefits include: the comprehensibility of the decision models, the allowance 

of judgm ental revisions to models, and the augm entation of machine generated 

knowledge with expert specified knowledge.

A multiple-model approach for producing decisions by combining different in­

telligent decision making modules is developed. It is shown th a t this m ethod 

produces superior results than in the case of using individual techniques. These 

results have confirmed the usefulness of multiple-model approach in intelligent 

systems which have been used elsewhere in apphcations such as protein struc­

ture prediction [130].

1.5 T h es is  O rgan isa tion

The remainder of this thesis is organised into nine chapters, covering: a review 

of inteUigent decision systems for financial trading, an examination of the arguments 

for inteUigent hybrid systems and a new classification scheme for hybrid systems, 

the design of the IN TEN T system, the expert system and decision evaluation, the 
fuzzy system module, genetic algorithms, neural networks, decision combination and 

evaluation, and conclusions.

• C hapter 2 begins by examining the different types of trading decision making 

knowledge. Recent efforts in using inteUigent techniques for financial trading 

decision making are then reviewed. The use of expert systems, rule induction, 

fuzzy systems, genetic algorithms and neural networks for financial trading are 

examined and their relative merits are discussed.

• C hapter 3 examines the arguments for inteUigent hybrid systems and introduces 

a new classification scheme for these systems. It is argued tha t the combination 

of different inteUigent techniques can both help to overcome the weaknesses 

of individual techniques and also help to solve complex problems tha t would 
otherwise be unsolvable.
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• Chapter 4 discusses the design considerations of the IN TEN T system. The 

rationale for adopting the particular hybrid architecture is discussed and the 

functioning of each module within this framework is described.

• Chapter 5 describes the expert system and decision evaluation. It examines 

knowledge elicitation from experts, the representation of the expert knowledge, 

the use of the clustering m ethod to derive linguistic descriptions of knowledge 

and the design of the production rule system. Details of the validation of the 

hnguistic descriptions by the domain expert are also presented. This chap­

ter also discusses the criteria used for evaluating the effectiveness of decisions. 

The decision evaluation module apphes several industry standard  criteria to 

evaluate trading decisions generated by the expert system and other modules 

in INTENT. Finally, simulated trading results for the British Pound and the 

German Deutschmark are presented.

• Chapter 6 describes the Fuzzy System module. It examines the use of clustering 

techniques to obtain fuzzy membership functions, the representation of fuzzy 
rules, and fuzzy reasoning methodologies. The vahdation of the fuzzy m em ber­

ship functions by the domain expert is also discussed. Simulated trading results 

for the British Pound and the German Deutschm ark are presented.

• Chapter 7 describes the Genetic Algorithm modules. It examines the use of 

genetic algorithms to induce rules, the representation of these rules, the use of 

clustered and fuzzified data  for rule induction, and the feedback mechanisms 

to the expert and fuzzy knowledge bases. The genetic algorithms are tested on 

the same financial market data used to test the expert and fuzzy systems. The 

advantages of the hybrid genetic algorithm approach in terms of explanation 
capabilities, and the assessment induced genetic rules by domain experts with 

respect to their quality of decision making is also discussed in detail.

• Chapter 8 describes the Neural Networks. It examines the choice of neural 

network architectures and param eters, and the use of symbohc and fuzzy data. 

This chapter also describes the variable selection mechanism using genetically 

induced rules. The results of the neural network module are then discussed with 

respect to other approaches. Expert evaluation of the results and the hm itations 

of the approach in term s of explanation capabihties are also discussed.

• Chapter 9 describes further integration of the modules and overall evaluation 

of performance. A multiple-model approach for making decisions, by combin­

ing decisions of all different modules is presented. The m ethod and results of
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an empirical investigation into the effectiveness of actual human trader perfor­

mance is also reported. The overall performance of all the decision modules is 

then compared with pubhshed trading systems results and the performance of 

the expert human trader. Finally a sketch of a methodology of hybrid systems 

development is presented and its strengths and weaknesses are evaluated.

• Chapter 10 presents the conclusions drawn from the work and discusses future 
research.



Chapter 2 

Intelligent System s for Financial Trading

This chapter presents: an introduction and evaluation o f the different 
intelligent techniques used fo r financial decision making, and a survey of 
the application o f these systems in financial trading.

2.1 In tr o d u ctio n

This section reviews the apphcations of inteUigent techniques in financial trading. 

Techniques include expert systems, rule induction systems, fuzzy systems, neural 

networks and genetic algorithms. In each section we briefly introduce the technique 
and then review the financial trading applications. We begin by examining expert 

systems which is a weU understood and widely apphed technique in financial decision 

making.

2.2 E x p ert S y ste m s

The roots of Expert Systems can be traced to models of human expertise first 

developed in the early 1970’s [17]. Underlying many expert systems are knowledge 

bases tha t are typically represented as production systems. A production-system is a 

set of logically independent condition-action rules, or productions. A production, is an 

if-then pair: i f  the condition is satisfied, then the action is executed. Currently there 

are many commercially successful expert systems in domains ranging from banking to 

manufacturing to education [36] [55] [125]. We now briefly review the main concepts 

in expert systems.

• K now ledge acquisition

AU expert systems embody knowledge either obtained from hum an experts or 

other knowledge sources such as books. The process of acquiring the knowledge 

from an expert — knowledge acquisition — typically involves a series of in ter­

views and the careful recording of observations when the expert is performing 
tasks [68].

26
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Figure 2.1: Expert System Organisation (A dapted from Harmon and King [1985])

•  K now ledge representation

Once the knowledge is acquired from an expert, it is represented in a structured 

form th a t enables reasoning operations to be performed. A wide range of knowl­

edge representation schemes have been developed including rules, frames and 
semantic networks, but production rules are by far the most common format.

• T h e In terp reter  and C ontrol M echanism s

The inference engine or interpreter is the control mechanism tha t drives the 

reasoning process. When the conditions of the rules are matched against in­

puts from the operating environment, the interpreter selects and executes the 

appropriate actions of the rules. If more than one rule is appHcable for a given 

input, a ‘conflict resolution’ mechanism is used to select a single rule [63]. A 

commonly used conflict resolution strategy is the use of specificity [63] where a 

rule which has more matching conditions is chosen in preference of rules which 
have lesser matching conditions.

• E xp lanation

Most expert systems have rudim entary explanation capabihties which provide 

‘traces’ of rule firings. The provision of such explanations, is crucial both for
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user acceptance of results and also to aid refining the expert system knowledge 

base. Some systems [112] have simple natural language interfaces which allow 

users to interrogate the reasoning process by issuing simple commands. A 

bm itation of producing rule traces is that they can be verbose and sometimes 

difficult to understand [63].

2 .2 .1  E x p e r t  S y s te m s  a n d  F in a n c ia l T ra d in g

The m ajority of expert systems used for financial trading use production rules as 

the chosen knowledge representation scheme [65],[78], [40]. There are two main ad­

vantages in using rules in this domain: (1) experts can easily specify and understand 

the rules and (2) explanations of the reasoning process can be given to justify any 

investm ent decisions made.

Lundberg and Barna [78] provide one of most comprehensive examples of the use 
of expert systems for trading commodity markets. Their system which is used for 

trading soybeans is based solely on the use of technical indicators. The forty relevant 
technical indicators and rules were elicited from a single trading expert. Protocol 
analysis [39] was used to  facilitate this knowledge ehcitation process.

The technical analysis knowledge Lundberg and Barna used can be separated into 
three categories: moving averages (averages of price), oscillators (indicators tracking 

the ‘overbought’ status of the m arket) and single step changes (large one day move­

m ents in price or volume). The reasoning is performed in three stages, each stage 

comprising a higher level of abstraction. At the first level the rules process the raw 

m arket data to detect short-term  up or down trends. The second level tries to infer 

the longer term  movement of the m arket, and the final level provides the user with 

advice on buying and selling with an explanation of the associated risks. However, 

Lundberg and B arna’s study, characteristic of many of the expert system studies in 

this area, provides h ttle  detail on its performance. No results on historical data are 

provided and they do not comment on the stabiHty of the rules. O ther expert systems 

which use technical analysis knowledge for making trading decisions can be found in 

(131] [53].

K andt & Yuenger [65] describe an expert system which uses both technical and 

fundam ental analysis. The fundam ental analysis part of their system is based on the­

ories of the business cycle — the expansion and contraction of the economy and its
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effect on interest rates. A chain of reasoning in the system proceeds as follows: busi­

ness contraction reduces the demand for funds and consequently interest rates fall. 

The lower cost of borrowing then encourages consumers to spend and a resurgence 

of business investment occurs. This lifts the economy out of a recession into expan­

sion; the stock m arket rises. A booming economy, however, places a great demand 

on funds which cause interest rates to rise. W hen the interest rates rise, business 

and consumers are discouraged from spending. This results in a slowing economy; 

company earnings will fall, and the stock m arket falls.

In addition to the above fundam ental analysis rules, K andt h  Yuenger also use a 

range of technical rules which include 10 day and 28 day moving averages.

In this study too, however, there are no details of any performance tests on histor­

ical or hve data. K andt & Yuenger also do not discuss the issue of knowledge main­

tenance — the modification of rules by domain experts to account for any changes 
in m arket conditions.

2.3  R u le  & T ree In d u c tio n  S y s te m s

Rule induction systems generate decision rules from domain data. The induction 

process is a process where a given data  set is subdivided with respect to a set of 

features (and logical operations on these features). Tree structures from tree induction 

systems can be converted easily into rules [96], which can then in turn  be used as 

rule bases in expert systems.

A key advantage tha t rule induction offers over other inductive methods is the 

transparency of its rules. As they are in a form th a t can be easily understood by 

hum ans they are more Hkely to be accepted than  numeric or statistical explanations 
given by a model [127]. Rule induction systems have had many successes in a vari­

ety  of classification tasks, including the diagnosis of soybean diseases [85] and fault 

diagnosis [77].

A critical part of tree induction systems is the evaluation of features for building 

classification trees. Typical systems such as Q uinlan’s ID3 system [96] use measures 

based on entropy to select features. This involves an assessment of the degree to 

which a particular feature wiU be able to spHt the data  set most effectively [127]. 

The IDS algorithm iteratively subdivides a given data  set with respect to the given
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features until all data items are correctly classified. Sometimes this process results in 

trees that are overfitted to the training data, so measures to stop the tree generation 

process at appropriate points have to be adopted for real world practical learning 

tasks.

2 .3 .1  R u le  In d u c t io n  a n d  F in a n c ia l T r a d in g

Braun and Chandler [19] used the IDS algorithm to learn the weekly m arket 

movements of Dow Jones industrial average using data  from 20 technical analysis 

variables including the 10 day moving average of the Dow Jones, put-caU ratios 

(options market related variables) and the volume of transactions. The task was to 

classify the movements of the m arket in the following week — w hether it would be 

higher, lower, or at the same level as the previous week.

The program induced rules from data  over a period of 54 weeks, and the generated 

rules were then tested on unseen data over a period of another 54 weeks. The decision 

trees tha t were generated had an average length of 22 nodes and were able to predict 

the market 64.4% of the time. The system performed shghtly better than  the human 

stock market expert (predictions were 60.2% correct) who had helped to identify the 

relevant variables to be used for the rule induction system.

However it must be noted th a t the test sample used was quite small (1 year) and 

it is difficult to generalise on the effectiveness of this approach from this experim ent 

alone. The trading systems h terature suggests th a t a testing period of approxim ately 

5 years is needed to have sufficient confidence in the results [10]. This is the reason 

why our INTENT system (see Chapters 4-9) is tested over a five year period.

Another difficulty with Braun and Chandler’s results is the use of single partition 

of the data. T hat is, they separate all the data  into a training set and test set — 

induction of trees is done using the training data  and then they are applied to the 

test data. However it is not clear how many times the param eters of the algorithm 

were adjusted based on the performance on the training data  as well as the test data, 

thus ‘indirectly’ training on the test data  [127]. A more credible approach would have 

been to partition the data  into three sets -  training, validation and testing, where 

the algorithm param eters are adjusted based on the performance of the training and 

vahdation sets and the where the testing data is used only after aU param eters are 
fixed.
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2.4  F u zzy  S y ste m s

Fuzzy Logic provides a means for reasoning with imprecise linguistic concepts 

such as ‘small’, ‘big’, ‘young’, ‘old’, ‘high’ or ‘low’. The central concept behind this 

form of information processing is the notion of a fuzzy set which was first developed 

by Zadeh in 1965 [132]. Fuzzy sets can be contrasted with conventional Boolean sets 

which have ‘crisp’ or ‘clean’ demarcations. Instead their membership to a particular 

set is a gradation function. Once the membership function is defined, fuzzy logic 
operations can be applied on these data  representations. Recently this approach of 

decision making has a ttracted  attention in the area of control engineering, handw rit­

ing recognition and loan evaluation [83].

There are four main features of a fuzzy reasoning system.

• D efin in g  m e m b e rsh ip  fu n c tio n s  involves the conversion of a given set of 

values into fuzzy membership functions which corresponds to a given hnguistic 

variable (e.g. high). Typically these hnguistic variables have a range between 0 

and 1. The shapes of these functions are usually specified by a domain expert. 

D ata th a t have been converted into fuzzy membership functions are referred to 
as ‘fuzzified’ data.

• F u zzy  in fe re n ce  ru le s  specify the relationships among the fuzzy variables. 

The fuzzy rules are in the production rule (If/Then) format. They too are 

usually specified by a domain expert.

An example rule is: IF interest rates are high AND industrial production is low 

THEN the market falls

• F u zzy  re a so n in g  is the process of deriving conclusions from a given set of 

fuzzy inference rules acting on fuzzified data. In contrast to conventional expert 

systems where only one rule is activated in response to its antecedents being 

true, in fuzzy inferencing all rules whose antecedents are true or partially true 

will contribute to the final result. Because of this result aggregation process, 

collections of fuzzy rules (fuzzy rule bases) can contain partially contradictory 

rules and facihtates an inferencing process where the hypotheses of all rules 

are considered, even if the relevance of a particular rule in a given situation is 
small.

• D e fu zz ifica tio n  is the process of converting the result inferred by fuzzy rea­

soning system back into the range of the original data  values. There are several
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popular methods for defuzzification, the ‘centre of area’ [11] and ‘mean of m ax­

im um ’ [11] being two of the most widely used.

2 .4 .1  F u z z y  S y s te m s  a n d  F in a n c ia l  T ra d in g

At present there are very few reported applications of fuzzy logic in financial 

trading. Yuize et al [52] describe a fuzzy reasoning system for foreign exchange 

trading (the Yen against the Dollar). This system is primarily based on fundam ental 

analysis, and is unusual compared w ith other systems in th a t it makes inferences 

based on economic news events th a t affect the currency markets.

The system  is divided into several levels of processing. The lowest level processes 

the numerical data  (interest rates, stock prices etc.) of the US and Japan  into fuzzy 

values (uer^ low, low, more or less high, high, very high). The shapes and ranges 
of the fuzzy membership functions are specified by domain experts. At the next 

level of the system, news reports are converted into a fuzzy format for reasoning. 

This conversion process is done manually by domain experts. For example the news 
report,

“The US Secretary of State announced in the afternoon tha t economic 

growth, fuelled by m oderate inflation, is expected to continue and tha t 

there is a conservative a ttitude  towards any increases in official interest 
ra tes.”

can be converted into the following fuzzy variables,

official discount rate = 0.6/no pressure, 0.4/som e pressure to rise 

US. price trend = 0.3/low, 0.7/reasonable level

(0 .6/no pressure indicates th a t there is a 0.6 confidence for no pressure 

to increase the official discount rate)

Both the fuzzified news reports and price data are used by the fuzzy rules to make 

the final predictions. These rules are also elicited from domain experts. Examples of 
such rules are:
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R u le  1:

IF the US official discount rate has a high pressure to rise, AND the financial 

poHcy of the federal reserve board is tight THEN official discount rate will rise

R u le  2:

If the US official discount rate has high pressure to fall, AND the financial policy 

of the Federal Reserve Board is loose, THEN the US official discount rate has a high 

pressure to fall

Yuize et al [52] say tha t the system is being used to forecast currencies daily, but 

stiU on a trial basis. They do not provide results of any trading recommendations of 

the system.

2.5 N eu ra l N etw o rk s

Neural networks [7], [12] are a class of computing techniques which have some 

similarities to the function of nerve cells in the brain. They are composed of many 
parallel, interconnected computing units. Each of these performs a few simple com­

putations and communicates the results to its neighbouring units. Neural networks 

can learn to recognise patterns by a process of iterative training and have been used 

successfully in a variety of classification, prediction and optimisation problems [29].

There are four main considerations in the design and execution of a neural network 
[99]:

• N e tw o rk  A rc h ite c tu re  specifies how processing units are connected to each 

other. Processing units are typically organised into several layers. In each layer 

the units can be connected to other processing units in one or several other 

layers.

• L e a rn in g  a lg o rith m  determines how the connection strength (weights) be­

tween units is changed to learn the relationships in the training data  sets. The 

Backpropagation algorithm [105] and its variants are a popular choice of learn­

ing algorithms.

• T h re s h o ld  fu n c tio n s  are applied at each processing unit after all the inputs to 

th a t unit have been summed. Typically, sigmoid or hyperbolic tangent functions
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are used. There is some empirical evidence to suggest tha t hyperbolic tangent 

functions can yield faster convergence compared with sigmoid functions [74].

• G ra d ie n t d e scen t p a ra m e te r s  determine the rate at which the network will 

converge to a possible solution. The mom entum and learning rate are two main 

param eters which influence the magnitude of weight change in the network [99].

Neural networks provide a relatively easy way to model and forecast non-linear 

systems [73], [126]. This gives them  an advantage over many current statistical 

modelling methods used in economics and finance which are primarily linear. They 

are also very effective in learning patterns in data th a t is noisy, incomplete and which 

even has contradictory examples [7]. The ability to handle such imprecise data makes 

them  very effective in financial information processing.

2 .5 .1  N e u r a l N e tw o r k s  an d  F in a n c ia l T ra d in g

Recently there has been an explosion of interest in applying neural networks for 

trading in financial markets [118], [28], [108], [99]. While the m ajority of these systems 
are at an experimental stage, a few are reported to be trading on a daily basis [99], 
[28],

Refenes [99], for example, describes a neural system for trading bonds. The aim 

of the system is to make monthly asset allocation decisions between the bonds of 

six different countries (Japan, UK, Germany, USA, France and Canada) in a way 

th a t will maximise the total return. There are six neural networks corresponding 

to each country, each of which makes a prediction for returns of the bonds for that 

given country. Each neural network is trained using fundam ental analysis data such 

as interest rates, oil prices and the ratio of precious to non-precious metals. The 

distribution of funds among the markets is proportional to the predicted returns 

(m arket A expecting twice the return  of market B will be allocated twice as much 

as B). There are also global constraints on the allocation of assets; the maximum 

allowed in Japan is 50%, UK 30%, Germany 30%, Canada 20%, France 20% and 

Australia 10%. The system has been tested with data  between 1989 to 1992 and the 

system is claimed to achieve returns of 125% while a benchm ark similar to the JP  
Morgan index achieves a return of 34% in the same period.
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Kimoto et al [118] have used a back propagation algorithm to predict the move­

ments of the Tokyo Stock exchange index, TOPIX. The network was trained on four 

years of previous data which included technical indicators such as interest rates, for­

eign exchange levels, and turnover levels. The output of the network was a weekly 

buy or sell decision. The trading recommendations of the network were tested over 

a period of three years from January 1987 to December 1989. If the TO PIX  index 

was considered to have a value of 1.0 in January 1987,-at the end of 1989 the neural 

network would have generated a value of 1.98 compared to 1.67 if a buy-and-hold 

strategy had been used.

A general concern about neural networks in financial trading is the issue of expla­

nation. Due to their poor explanation capabilities some financial decision makers are 

sceptical of their use because decisions often need to be defended to shareholders and 
others [60]. Further, as the decision makers cannot understand the decision process, 

this does not allow any judgm ental revisions to the decision models (which is vital 

in rapidly changing environments). We return to this issue of explanation in decision 
models in Chapter 4.

2 .6  G en e tic  A lg o r ith m s

Genetic Algorithms (GAs) [30], [32], [59] are efficient probabilistic search algo­

rithm s inspired by the mechanisms of biological evolution. GAs have produced very 

good solutions for complex optimisation problems th a t have large numbers of param ­

eters. Areas where these have been applied include imaging, VLSI circuit layout, gas 

pipeline control, and job shop scheduling [30], [32].

The main idea behind a genetic algorithm is to s tart with a population of solutions 

to a problem, and then attem pt to produce new generations of solutions tha t are 

be tte r than the previous ones. GAs operate through a simple cycle consisting of 

the following stages: population creation, reproduction, chromosome alteration and 
evaluation (see figure 2.2).

Classifier systems [59] are machine learning systems tha t can be viewed as a 

com bination of production rules and genetic algorithms. In classifier systems, the 

classifier rules have the same production rule format found in expert systems. These 

classifier rules are modified by a genetic algorithm which uses crossover and m utation
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Figure 2.2: The Genetic Algorithm Cycle

operators. In a classifier system, rules which contribute towards solving the problem 

at hand are ‘rew arded’, while rules which are unsuccessful are penahsed.

There are four main considerations in the design and execution of a genetic algo­

rithm .

• C hrom osom e rep resen tation

Solutions to  the current problem are encoded in a structure called a ‘chromo­

some’. Typical chromosome representations use either binary or real-valued 
fixed-length strings.

• C hrom osom e evaluation

This involves assessing how ‘fit’ or good a given solution is at solving the prob­

lem at hand. This aspect of the algorithm is always domain specific. For 

example in the case of financial trading decisions, a chromosome which has a 

higher correct percentage of trades or has a lower volatihty of returns will have 

a higher fitness than  a chromosome which makes less correct trades and has a 

higher volatihty of returns.

• C hrom osom e se lec tion

This is the process of selecting solutions from the solution population for fur­

ther breeding. The roulette wheel selection procedure [30] is a commonly used 

procedure, where the chances of reproduction is directly proportional to the 
fitness of the solutions.
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# C hrom osom e a ltera tion

There are two main methods for changing the structure of the chromosomes 

— crossover and mutation. The crossover operator is analogous to sexual re­

production in nature where new chromosomes are created by the swapping of 

genetic material.

For example, consider the crossover operation in figure 2.3 where elements of 

strings A1 and A2 are swapped to produce the new strings, B l and B2

The point at which the crossover occurs in the strings (in this example, the 

fourth element of the string) is chosen randomly.

A l:

A2:

B l; 1 0 0 0 1 1

B2: 1 1 1 1 0  0

Figure 2.3: The Crossover operation

The other genetic operator, mutation^ causes small random changes in the el­

ements of the strings. This causes the algorithm to introduce variation in the 

search process. In figure 2.4, the m utation operator is applied at the second 

element of the string. In the second example, it is applied at the fourth element 

of the string.

C l : 1 o 1 1 D l: 1 0 1 1

C2: 1 0 0 D2: 1 0 0 1

Figure 2.4: The M utation operation

Recently there have been several new developments in the use of novel repre­

sentation schemes in genetic algorithms. The genetic -programming paradigm where 

symbolic structures such as LISP tree structures are used for representing problems
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Figure 2.5: Inducing Equations using Genetic Algorithms

is now being applied in problems as diverse as economic forecasting and control prob­

lems [72]. In the European Community funded PAPAGENA project, tree structured 

genetic algorithms have been used to induce complex m athem atical formulae [37]. 

This system devised by Haasdijk et al has been apphed in credit evaluation tasks. 

We are not aware of any apphcations of this technique in financial trading.

Figure 2.5 shows the crossover operations in this system. The parent tree A 

represents {x- \ -y)*3  while the tree B represents x  — 2y,  and the resulting child trees 
are C and D.

A part from novel representation schemes, recently there have also been significant 

developments in the paraUehsation of genetic algorithms. Parallel genetic algorithms 

where distributed processing is used for implementing genetic algorithm models has 

two main approaches [79]. These are:

• The island model where several isolated sub-populations evolve in parallel peri­

odically migrating their best individuals with the neighbouring sub-populations.

• The fine grained model (or neighbourhood model) where a single population 

evolves, each individual of which is placed in a cell of a planar grid. Selection 

and crossover are appfied only between neighbouring individuals on the grid 
(according to a pre-defined negihbouring structure).
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The UCL genetic algorithm programming environment GAME [44] provides a 

convenient method to implement parallel genetic algorithms over clusters of worksta­

tions and PCs. Such parallel implementations can speed up the execution of genetic 

algorithms considerably. As discussed in Chapter 7, the genetic algorithm component 

in our IN TEN T system is computationally very intensive and takes a very long time 

to produce good decision models, A genetic algorithm environment such as GAME 

can be potentially used to parallelise INTENT over a network of machines thus help­

ing to increase its performance in terms of speed. However, due to time limitations 

we could not explore these possibilities as part of this thesis.

2 .6 .1  G e n e t ic  A lg o r ith m s  an d  F in a n c ia l T r a d in g

One reported application of genetic algorithms is the creation of an ‘artificial stock 
m arket’ by A rthur et al at the Santa Fe institute [9]. In this project, classifier systems 

were used as ‘artificial traders’ to learn the dynamics of this artificial stock market. 

The aim of the classifier systems was to learn how to make the most am ount of profit 
by trading — to buy when the price is low and to sell when the price is high.

The classifier rules were started with random settings and after about 1000 gen­

erations (run for about a day on a workstation) they had formed rules about trading. 

They generated rules such as to buy when ‘the price earnings multiple is low’, and 

they also formed simple rules about price trend movements.

An interesting aspect of the simulation is th a t the classifier rules not only formed 

rules from m arket data such as prices and moving averages, but they also evolved 

rules according to the actions of other artificial traders (other classifiers). It appeared 

th a t if a large number of artificial traders believed the fact th a t ‘prices wiU go up 

when the market index reaches the 2100 level’, this will cause stock prices to rebound 

at the 2100 price level — it wiU be a self-reinforcing belief. Similarly, the competing 

belief, ‘prices wiU fall if the market index reaches 2100’ might tu rn  out to be true if 

it a ttrac ted  enough followers. These results provide some justification for a variety 

of technical analysis methods which are widely believed to work because of their 

self-reinforcing nature.
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Figure 2.6: .Decision Tree for financial planning

2 .7  D ec is io n  T h eo re tic  M eth o d s  and P ro b a b ilis ­

t ic  R ea so n in g

Decision theoretic models are frequently used to support a variety of financial 

decision making tasks including corporate planning and investment decision making 

[128], [20], [90]. A common method in decision analysis is the use of decision trees 

[20]. Miller [86] provides an example of the  use of decision trees for making corporate 

investm ent decisions.

The decision tree in figure 2.6 represents the possible impacts of a decision on 

whether or not to expand the production of a new product, a toy called Victor Vole, 

by its producing company. As a new product, Victor Vole does not have a well 

estabhshed pattern of demand and can only be produced in limited quantities at 

a small production facibty. If demand for Victor is at or above the average for a 

product of its type, production using the existing facilities will not be able to keep up 

with dem and. Production capacity can be expanded greatly, however, by autom ating 

much of the assembly of Victor Vole. The cost of expanding the production facilities
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is $50,000. Demand can be characterised as fading into one of three categories 0- 

10,000 units, 10,000-20,000 units, more than 20,000 units. The first category has a 

subjective probability of 40 percent, the second category 30 percent and the final 

category 30 percent.

If the level of dem and is less than  10,000, then expansion is not necessary to 

meet demand and the gross maximum profit generated is $30,000. W hen the level of 

demand is greater than 10,000 units, expansion is necessary if the maximum profits 

are to be obtained. W ithout expansion, profits of $80,000 are all th a t can be achieved 

if demand is greater than 10,000 units. W ith expansion, gross profits are $230,000 for 

demand greater than  20,000 units and $130,000 for demand between 10,000-20,000 

units, but remain at $30,000 for a demand in the range of 0-10,000 units. Considering 

the expansion cost of $50,000 gives net profits of $180,000, $80,000 and -$20,000 for 

the three options respectively. These values are represented alongside the decision 

paths in figure 2.6.

The mechanism for arriving at the particular decision involves the calculation of 

the expected monetary values for each of the chance nodes (SI and S2). At node 81, 
the expected value is computed as follows:

V[S1] =  P[T1] v[Tl] -f P[T2] v[T2] 4- P[T3] v[T3]

=  0.3 (180,000) 4- 0.3 (80,000) -f 0.4 (-20,000)

=  70,000

where v i s a  function tha t gives the value of the tree at a node and P i s a  function 

th a t gives the probability of the node being reached. Similarly, the expected value of 

node S2 is computed as follows:

V[S2] =  P[T4] v[T4j -f P[T5] v[T5]

=  0.6 (80,000) +  0.4 (30,000) =  60,000

The value of the root node, R l is computed as:

v[Rl] =  Max[ [v[Sl], v[S2]l =  Max [70000, 60000]= 70,000

which implies th a t the SI branch or the expand option is the most profitable.

Similar decision tree methods are also used in other areas of financial decision

making such as options trading [128]. However, in our h tera ture survey we did not
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find any references of their use in foreign exchange trading. Further, we are not aware 

of any financial trading apphcations tha t process technical analysis knowledge using 

such decision trees.

We now turn  to a completely different technique. Bayesian methods are a class 

of probabihstic reasoning th a t is used in a variety of expert systems [100]. Bayes’ 

Theorem provides a m ethod of computing the probabihty of a particular event given 

a set of observations.

The theorem states:

P(E\Hi )  * P(Hi)
P{Hi \E)  = EL: * P{H,.)

where, P[ H\ E)  = the probability tha t Hypothesis Hi  is true given evidence E.

P[E\Hi )  = the probabihty tha t we will observe evidence E given th a t hypothesis 

I  is true.

P{Hi) = the a priori probabihty tha t hypothesis I  is true in the absence of any 

specific evidence. These probabihties are called prior probabilities.

k = the number of possible hypotheses.

This type of reasoning has been deployed very successfully in the expert system 

PR O SPEC TO R  which was used for mineral prospecting [101]. In this system, infer­

ences on the hkehhood of finding minerals are made with the Bayes formula using 

the prior probabihties of finding various minerals and the probabihties of a particular 

mineral being present given certain observed physical characteristics.

In our h tera ture survey we have not come across the use of Bayesian reasoning 

for trading decision making.

In one part of our IN TEN T system, the genetic algorithm in the symbohc mode 

(see section 7.2.3), a simple probabihstic approach is used to  compute the ’goodness’ 

of the decision models. This is Packard’s [93] genetic model fitness estimation pro­

cedure. In other parts of the INTENT system, as in the genetic algorithm in the 

fuzzy mode (see section 7.5), fuzzy reasoning is used for making trading decisions. 

A prim ary reason for adopting fuzzy descriptions and fuzzy reasoning is its inherent 

use of hnguistic descriptions such as low, medium  and high. This provides us with 

a mechanism to construct models tha t use the bf same hnguistic descriptions that 
experts use to describe trading decisions. This in turn  makes the vahdation of the
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IN TEN T models by an expert trader much easier. Section 7.8 describes the vabda- 

tion of genetic-algorithm-induced decision models by an expert trader. The other 

main consideration for inducing fuzzy decision models was the availabibty of other 

case studies of using fuzzy systems for trading foreign exchange [52]. This allows 

us to make qualitative comparisons between the decision support mechanisms in the 

IN TEN T system with th a t of other fuzzy decision support systems used for financial 

trading.

2 .8  In te llig en t H yb rid  S y ste m s

As briefly mentioned in Chapter One, there are two primary reasons for using hy­

brid systems: (a) Technique Enhancement: integrating different intelligent techniques 

can help to overcome the weaknesses of individual techniques and (b) M ultiplicity of 
Application sub-domains: using different inteUigent techniques to handle different 

aspects of a complex problem. In Chapter Three we wiU examine these issues in 

detail and evaluate several hybrid systems. The next section briefly reviews financial 

trading applications of hybrid systems.

2 .8 .1  I n te l l ig e n t  H y b r id  S y s te m s  a n d  F in a n c ia l T r a d in g

There are very few reported applications of hybrid systems for financial trading. 

Bergerson & Wunsch [14] describe a commodity trading model where the neural 

network is used to learn the patterns of trading, and an expert system is used to 

manage the investm ents according to rules. The neural network used in this system, 

in contrast with other neural financial trading systems, is trained on data  items tha t 

have been marked as profitable situations by an expert trader. In other words the 

network is emulating the decision processes of the expert rather than trying to extract 

a model from the raw domain data. The expert system contains encoded knowledge 

of risk management which enables one to limit losses from incorrect predictions and 

let profits accrue if correct predictions are made.

The system has been used to predict the S & P 500, a US stock m arket index, 

using training data  from 1980-1988. The system was tested from 1989 to 1991, and 

Bergerson and Wunsch [14] claim th a t a capital growth of 660% would have resulted 

if the system had traded during the two test years.
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An example of a genetic algorithm and neural network hybrid in financial predic­

tion is a neural network used for trading in a simulated double auction market. A 

double auction is a type of trading institution which is used by, among others the 

New York Stock Exchange and the Chicago Board of Trade. In 1989, a tournam ent 

was organised by the Santa Fe institu te  where th irty  com puter programs traded with 

each other in a computerised double auction m arket [62]. Dallaway and Harvey’s [62] 

entry for this tournam ent was a recurrent neural net which made decisions to buy or 

sell the ‘tokens’ in this artificial m arket. A genetic algorithm was used to evolve the 

connection strength param eters in the network, based on how well the network was 

performing over a series of trading periods. Simulated trading performance figures 

for this hybrid system are not given.

2.9  C o n c lu sio n s

In this chapter we have reviewed the appHcation of inteUigent techniques in fi­

nancial trading. These techniques have been appUed in many of the m ajor markets 
including government bonds, currencies and stock index futures. There are probably 

many other pieces of work on building systems for financial trading where similar 

experience exists but because commercial secrecy their experience has not been pub­
hshed.

One of the main points th a t emerges from the h tera tu re  is tha t the m ajority of 

the systems use technical analysis knowledge. A possible explanation for this is tha t 

most systems discussed are for short term  trading and the fact tha t technical analysis 

is biased towards such trading. An additional explanation may be the difficulties in 

obtaining appropriate data  for fundam ental analysis and the complexity of mecha­
nisms needed to process such data. As much of fundam ental analysis information is 

reported through news reports with associated subjective assessments, it is difficult 

to produce autom ated methods to construct decision models. Yuize’s study [52] using 

fuzzy logic is the only a ttem pt to use such news data, bu t here it is difficult to make 

an assessment of the m ethod due to the lack of any performance results.

A m ajor lim itation of many of the studies is th a t they do not provide performance 

figures for either simulated or real trading. This is most probably due to the fact 

tha t many of the published studies relate to prototype systems.
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For the purposes of selecting an optimum intelligent technique for trading, the h t­

erature also has drawbacks in tha t there are no comparisons of the different techniques 

using the same data. There are significant differences in the character of different 

m arkets with respect to variables such as volatihty and trading volumes which makes 

the comparison of trading systems across markets very difficult.

Another concern with the h tera ture is the possibihty of researchers overfitting the 

decision models in order to obtain good results. The m ajority of the studies which 
detail results appear not to keep the test data strictly ‘hidden’, but instead appear to 

use the test set for model param eter adjustm ents as well. As Weiss [127] points out, 

this is a common error in many modelhng exercises which tends to produce errors 

th a t are lower than the true error rate for tha t given sample. Ideally all param eters 

of the model should be adjusted using the training data  and a validation data  set and 

the test data should be presented to the decision model only when all the param eters 
are fixed.

Further, the hterature does not discuss the effort required to build these different 

systems (in term s of man-months), thus making it difficult for researchers to choose 

a particular technique on the basis of time and cost. An assessment of the scale 

of involvement of expert traders is very much needed as expertise in this domain is 
generally very expensive.

It is only Braun &: Chandler’s rule induction study tha t compares system perfor­

mance with th a t of expert trader performance. It is desirable to have comparisons 

with expert performance for several reasons. Firstly, from a trading organisation 

viewpoint it provides an objective measure for assessing the usefulness of these new 

technologies for automating tasks th a t are currently performed by humans. Secondly 

through the analysis of the relative performance of the expert and the inteUigent sys­

tems, it may be possible to identify periods and conditions under which each approach 

has particular merits.

It is also im portant to have domain experts to evaluate decision models to guard 

against the possibility of induced models capturing behaviour of the operating en­

vironment from past data th a t is no longer valid. Further, if the induced decision 

model does not foUow a particular ‘logic’ or Une of reasoning th a t the expert can un­

derstand and rationalise it may not be accepted for use in th a t organisation. Drawing 

a parallel from the appHcation of induction methods in medicine, Evans [42] reports 

th a t in the domain of dysmorphology different experts can hold completely different
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interpretations of the same data depending on whether (say) the expert is a clin­

ical geneticist or a specialist in radiology. The acceptance of a particular decision 

making system would therefore depend both on its ‘objective’ performance as well as 

its conformance to a particular set of theories or ideologies tha t are in place in tha t 

organisation or discipline.

As will be discussed in detail in C hapter 4, this research adopts an intelligent 

hybrid approach to financial trading and gives performance comparisons of different 

techniques using the same data. Technical analysis knowledge is used in this research, 

and the techniques are dem onstrated using foreign exchange trading data. In Chapter 

9 we present results of an empirical investigation into expert trading decision-making 

and evaluate our IN TEN T system results (presented in Chapters 5, 6, 7, 8 and 9) 

against the expert trader performance.



Chapter 3

Intelligent Hybrid System s : Issues and
Classifications

This chapter presents: a critical examination o f the computational prop­
erties o f different intelligent systems; arguments fo r  the need fo r  hybrid 
systems; and a novel classification scheme fo r  intelligent hybrid systems 
with example systems.

3.1 P ro p er tie s  o f  In te llig en t R ea so n in g  S y ste m s

The previous chapter introduced different intelligent techniques in the context of 
decision support systems for financial trading. Each individual inteUigent technique 
has particular strengths and weaknesses, and cannot be apphed universaUy to every 

type of problem. The central justification for trying to create hybrid systems is that 

by integrating different techniques we may be able to overcome the hm itations of 

individual techniques.

In order to discuss how such integration can be fruitfuUy made, we need to examine 

more closely the key factors th a t characterise different inteUigent systems. These 

factors are brittleness, knowledge acquisition, higher and lower level reasoning, and 

explanation. We evaluate these factors with respect to the inteUigent techniques 

introduced in the previous chapter and then examine hybrid systems which attem pt 

to overcome the hm itations of individual techniques.

3 .1 .1  B r it t le n e s s

Although there are notable successes of expert systems, almost aU of these systems 

operate in very narrow domains under hmited operational conditions. HoUand [58] 

caUs this phenomena brittleness:

‘The systems are brittle in the sense tha t they respond appropriately only 

in narrow domains and require substantial human intervention to com­

pensate for even shght shifts in dom ain.’

47
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An operational view of the brittleness problem can be seen as the inability of an 

intelligent system to cope with inexact, incomplete or inconsistent knowledge. Causes 

of this Brittleness Problem are twofold — inadequate representation structures and 

reasoning mechanisms. In symbolic systems, knowledge is represented in atomic 

symbolic constructs and reasoning consists of logical operations on these constructs.

In contrast to symbohc reasoning where only one operation is active at a given 

m om ent, neural networks have many com putational units th a t process information. 

Reasoning in neural networks involves the numeric aggregation of representations over 

the whole network [12]. As Smolensky [114] points out,

“Each connection represents a soft constraint; the knowledge contained in 

the system is the set of all such constraints. If two units have an inhibitory 

connection, then the network has the knowledge tha t when one is active 

the other ought not be. Any of the soft constraints can be overridden 
by others, they have no implications singly; they only have implications 
collectively. ”

This distributed representation and reasoning allows these systems to deal with 

incomplete and inconsistent data and also allow the systems to gracefully degrade 

[104]. T hat is, even if parts of the network are made non-operational, the rest of 

the network will function and attem pt to give an answer. This type of inherent fault 

tolerance strongly contrasts with symbolic processing systems which usually fail to 

function even if a single processing part is non-operational.

A t present most expert systems are susceptible to the brittleness problem because 

of their strict, logical reasoning structures as well as their symbolic representations. 

This manifests itself in many ways, particularly as problems in the maintenance of 
large, complex knowledge bases [82].

Symbolic rule induction systems such as ID3 are also susceptible to the problems 

of brittleness. They have difficulties in inducing relationships in data  which has 

contradictory and incomplete examples [46]. However, recent enhancements of the 

ID3 algorithm have overcome some of the limitations with respect to its handling of 
noisy data [97].

Fuzzy logic deals with the problem of brittleness by adopting novel knowledge 

representation and reasoning methods. Fuzzy sets, the form in which knowledge is 

represented, diffuses the boundaries between concepts. There are no sharp divisions
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where one concept ends and the next begins. This fuzzy data  representation in 

conjunction with fuzzy reasoning mechanisms allows a reasoning mechanism that 

can process data which are non-exact or partially correct [135].

The key argument for Genetic Algorithms being able to cope with brittleness is 

put forward by Holland [58]. Holland argues tha t it is the maintenance of a population 

o f solutions which makes genetic algorithms and classifier systems non-brittle. Each 

rule in the classifier system population contains a relationship describing the system 

being modelled. The system ’s flexibility arises from the rules representing a wide 

range of competing, conflicting hypotheses. The selection of the appropriate rule to 

fire is dependent on its past performance — a statistical aggregation of its ‘correct’ 

performance. Similar to neural networks, it is this statistical reasoning property, 

based on past performance th a t gives genetic algorithms their abihty to cope with 

brittleness.

3 .1 .2  K n o w le d g e  A c q u is it io n

Knowledge acquisition is a crucial stage in the development of intelligent systems. 

As a process, it involves eHciting, interpreting and representing the knowledge from 

a given domain [68].

As mentioned in Chapter 1 expert systems suffer from problems in knowledge 

elicitation and representation. These tasks are often time consuming, expensive, and 

potentially unreliable [43].

Because of these problems, several symbohc learning systems have been apphed 

to the autom ation of the knowledge acquisition process. Rule induction systems 

as introduced in Chapter 2 have been used to learn rules and decision trees from 

‘raw ’ domain data  and have been apphed successfuUy in industrial and commercial 

domains [96], [85]. Fuzzy systems, similar to Expert Systems, require a domain expert 

to acquire the necessary domain knowledge.

Neural networks and genetic algorithms have the abihty to learn from domain 

data, and to form their own ‘internal model’ of th a t domain [26]. Through the 

processes of gradient descent learning in the case of neural networks and stochastic, 

randomised search in the case of genetic algorithms, they induce relationships in the 
environment they operate in.
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3 .1 .3  H ig h e r  an d  L ow er L e v e l R e a so n in g

For a complete theory of cognition, there need to be explanations of how we can 

do ‘low level’, parallel, pattern  recognition tasks as well as how we perform sequential, 

‘high level’ cognitive tasks.

Although symbolic techniques have provided plausible models to describe ‘high 

level’ cognitive tasks such as language generation and comprehension [18], and goal 

directed reasoning [18] , their ability to  explain ‘low level’ pa ttern  recognition type 

tasks has been limited. In contrast, sub-symbolic techniques such as neural networks 

offer the exact complementary ability. They are very good at modelling pa ttern  recog­

nition tasks such as visual processing and m otor control but are not well equipped 

to model sequential, high level cognitive tasks. Because of these limitations, some 
researchers have criticised neural networks as inadequate models of cognition [45].

An analogue to cognitive modelling can be found in complex real world industrial 
and commercial problems. T hat is, most complex real world tasks are easily decom­

posed into logical, sequential operations and parallel, pattern  recognition operations 

[54]. For example in industrial robotics, neural networks are good candidates for 

performing low-level signal processing tasks, while symbolic systems are good can­

didates for higher-level path planning tasks [120]. Similar tasks which have mixed 

signal processing/high-level reasoning sub-problems can be found in many industrial 

control and financial data  analysis.

3 .1 .4  E x p la n a t io n

The ability to provide users with explanations of the reasoning process is an im­

portant feature of intelligent systems [27]. Explanation facilities are required both 

for user acceptance of the solutions generated by an intelligent system, and for the 

purpose of understanding whether the reasoning procedure is sound [31]. Good ex­

amples of this requirement can be found in medical diagnosis, loan granting, and legal 
reasoning.

There have been fairly successful solutions to the Explanation Problem by symbolic 

systems such as expert systems and case based reasoning systems. In expert systems 

and rule induction systems explanations are typically provided by tracing the ‘chain 

of inference’ during the reasoning process [115]. In Fuzzy Logic, although one cannot
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trace a ‘chain of reasoning’ as the effects of all the rules are aggregated, one can 

nevertheless inspect the rules and understand the hypotheses the rules hold.

Genetic Algorithms, especially in the form of Classifier Systems, can build reason­

ing models in the form of rules [59]. As in the case of Expert Systems, it is possible 

to trace a chain of reasoning and provide some degree of explanation of the reasoning 

process.

Explanation in Case-Based Reasoning systems is provided by retrieving cases 

(from case databases) tha t are most similar to the current set of observations or inputs 

from the operating environment [70]. In areas such as legal reasoning, explanations 

in term s of past cases or histories is commonly used by domain experts.

In contrast, in neural networks it is difficult to provide adequate explanation facil­

ities. This is due to neural networks not having expbcit, declarative knowledge rep­

resentation structures but instead having knowledge encoded as weights d istributed 

over the whole network [33]. It is therefore more difficult to find a ‘trace of reasoning’ 

which can be used for producing explanations.

There is now a small but growing num ber of researchers who are attem pting to 

provide neural networks with explanation facibties by extracting rules from their 
internal weight structures [47]. Additionally there has also been progress in using 

‘feature significance estim ation’ methods tha t identify the most im portant variables 

in a given neural network model [110].

3.2  T h e  C ase for H y b rid  S y s te m s

We now put forward three central arguments for producing inteUigent hybrid 

systems: Technique enhancement, the Multiplicity o f Application suh-domains and 

the Demonstration of Computational principles.

(1) Technique Enhancement: this is the integration of different techniques to over­

come the limitations of each individual technique. Creating this type of hybrid can be 

viewed as taking a technique th a t scores low in a particular property (see table 3.1) 

and combining it with a technique th a t scores high on th a t particular property. For 

example, fuzzy systems score high in their ability to deal with brittleness and in their 

ability to provide explanations, but score low in their ability to acquire knowledge
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(the membership functions and rules have to be manually specified). A neural net­

work tha t scores high on knowledge acquisition can therefore be potentially used to 

create a hybrid with fuzzy systems to overcome the hm itation of fuzzy systems. Re­

cently, there have been several examples [71], [83] of such fuzzy logic/neural network 

combinations used in this fashion.

Computational Properties

Technologies Knowledge
Acquisition

Brittleness High-level
Reasoning

Low-level
Reasoning

Explanation

Expert
Systems

y y y

Rule
Induction

yyyy yy yyy yy yyy

Fuzzy
Systems

y yyy yyyyy yyy

Neural
Networks

y y

Genetic
Algorithms

yyy yyy yyy yyy

Figure 3.1: The Properties of Different InteUigent Techniques

(2) M ultiplicity o f Application suh-domains: The reason for creating these hybrid 

systems is because no single technique is appUcable to the many sub-problems tha t 

a given appUcation may have. Most real world domains have both ‘logical’, static 

components (tha t can be easily handled by symboUc techniques) and fuzzy, dynamic, 

poorly understood components (which can be handled by sub-symbolic techniques).

The aim therefore is to m atch techniques tha t score high on particular properties 

with tasks th a t may require such properties. For example if a particular application 

has say two distinct sub-problems, a ‘low-level’ signal processing task and a serial 

reasoning task then a neural network and an expert system respectively can be used 

for these tasks. Many complex real world tasks can be broken down into distinct 

sub-problems each of which can be solved by distinct intelligent techniques.

(3) Demonstration o f Computational principles: The motivation for creating these 

hybrid systems is to dem onstrate particular computational principles, mainly cogni­

tive mechanisms, where a particular technique is used to emulate a different intelligent
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technique. The prime example of such systems is the use of neural networks for sym­

bol processing, dem onstrating the cognitive principle that connectionist networks can 

be used for serial reasoning [6], [117].

3 .3  T h ree  H y b r id  C lasses

In this section we propose a classification scheme for inteUigent hybrid systems, 

drawing from the above analysis. This classification scheme (see figure 3.2) takes 

into account factors such as functionality, processing architecture and communication 

requirements.

^ 3

FUNCTION-REPLACING INTERCOMMUNICATING POLYM ORPHIC

Figure 3.2: Three Proposed Hybrid Classes

Although we have limited our discussion to hybrids of intelligent techniques, the 

proposed hybrid classification is also apphcable to hybrids of other numeric and sym- 

boHc techniques (e.g. statistical clustering, regression techniques, hnear programming 
etc.).

3 .3 .1  F u n c t io n -R e p la c in g  H y b r id s

Function-Replacing Hybrids address the functional composition of a single intel­

ligent technique. In this hybrid class, a principal function  of the given technique is 

replaced by ano^^er intelligent processing technique. The motivation for these hybrid 

systems, is the technique enhancement factor discussed above.
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The motivation for replacing these principal functions could either be to increase 

execution speed or enhance reliabibty. Examples of principal functions include p a t­

tern matching in an expert system, weight changing in a neural network and crossover 

operations in a genetic algorithm.

M ontana and Davis [89] provide an example of a function-replacing hybrid. They 

replace the backpropagation weight-changing mechanism of a neural network with 

genetic algorithm operators. The genetic algorithm takes the existing weights of the 

neural network and then applies m utation and crossover operators on these weight 

values to obtain new weights. The weights of the network are encoded in a list struc­

ture (see figure 3.3), Crossover and m utation operators are performed on these lists 

representing the weights. The performance of this genetic weight updating m ethod 
was compared with back-propagation [104] on a sonar pattern  recognition task. The 

hybrid m ethod outperformed back propagation by taking a much smaller num ber of 

iterations to converge to a good solution [89].

0.3 -0.4

0.7

-6.3

-0.3 - 0.1

encoding
------------► (0.3, -0.4, 1.2, 0.8, -0.3, -0.1, 0.7, -6.3)

Figure 3.3: M ontana & Davis [1989] Neural Network Chromosome Encoding

Another good example of a function replacing hybrid is the K arr’s [66] work on 

using a genetic algorithm for replacing the task of manually defining fuzzy m em ber­

ship functions. The definition of a membership function is usually done manually by 

a domain expert who uses his or her subjective judgem ent to specify the shapes and
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values tha t the membership function may take. Typically this is a very time consum­

ing trial and error process tha t takes the largest amount of time in the development 

of fuzzy systems.

K arr uses a genetic algorithm to design fuzzy membership functions in a fuzzy 

system for controlling cart-pole balancing. There are four condition variables each 

having three linguistic variables. Karr uses triangular shapes in the fuzzy membership 

definition (see figure 3.4), and the aim of the genetic algorithm is to find the optimal 

‘anchor points’ in these triangles. Bit strings were used to represent the possible 

positions of these anchor points. After having viewed only a small portion of the 

search space (approximately 32000 of the 2^^  ̂ possible points), the genetic algorithm 

was able to learn membership functions th a t were much better at controlling the 

cart-pole than  the membership functions defined by the author.

POSITIVE /  
/

NEGATIVE

Degree of 

Membership ZERO

0

•3 •2 1 0 4-2 -H34-1

Figure 3.4: K arr [1991] Fuzzy Membership Definitions

3 .3 .2  I n te r c o m m u n ic a t in g  H y b r id s

Intercommunicating Hybrids are independent^ self contained, intelligent process­

ing modules tha t exchange information and perform separate functions to generate 
solutions.

If a problem can be subdivided into distinct processing tasks, then different inde­

pendent inteUigent modules can be used to solve the parts of the problem tha t they
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are best at. These independent modules which collectively solve the given task are 

co-ordinated by a control mechanism.

For example, if a particular task has sub tasks of pattern  recognition, serial rea­

soning and optimisation, then a neural network, an expert system and a genetic 

algorithm can be made to perform these respective tasks. These independent mod­

ules can process sub-tasks either in a sequential m anner (where the control can be 

provided in the rules of the expert system) or in a competitive-co-operative frame­

work such as a blackboard problem solving architecture (where the control is in a 

distinct control component).

An example of an intercommunicating hybrid is Schreinemakers and Touretzky’s 

system for veterinary diagnosis [109]. In their system, a rule based expert system 

performs serial inferences, and calls neural networks to find patterns in the data as 

part of the diagnosis. The system uses a particular set of 0PS5 data  structures called 

Working Memory Elements (WMEs) for communication between the neural network 
and the expert system.

For example a typical rule in the system is,

(p FEED-COW-TO-MASTITIS-NETWORK

( subgoal (goal type diagnose-cow number n )

( cow-wme (cow-descriptor number n)

(call invoke-network mastitis-net cow-wme)

(remove subgoal))

If the neural network mis-diagnoses a particular case, then the expert system acts 

as ‘knowledge m anager’ by allowing a domain expert to inspect the mis-classification 

and to change the associated training data if such data is found to be incorrect. 

The authors claim th a t the system achieves a classification rate of 87%, which is 

comparable to the performance of an expert veterinarian.

A further example of this type of intercommunicating hybrid is given by Dunker et 

al [35] who describe a co-operative environment for integrating neural networks and 

knowledge based systems. The principal aim of this system is to decompose large 

complex reasoning tasks into manageable sub-problems and to process them  via a 

blackboard architecture. The agents of the blackboard system are several ‘neural
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problem solvers’, each concerned with modelling a particular aspect of the problem 

domain. A neural problem solver consists of a neural network and a symbolic control 

mechanism. Each of these neural problem solvers pass and receive messages to and 

from the central blackboard. If all the conditions for a neural problem solver are met 

(checked by the symbohc control mechanism) then tha t particular neural network 

agent wiU be used to process the data. Once the processing has been completed, it 

will pass information to the blackboard indicating tha t the sub-task is finished and 

will post the relevant processed results. Another neural problem solver now can use 

these results for further processing. Dunker et al are planning to use this system in 

banking for the analysis of investment opportunities.

3 .3 .3  P o ly m o r p h ic  H y b r id s

Polymorphic Hybrids are systems that use a single processing architecture to 

achieve the functionality of different inteUigent processing techniques. The broad 
motivation for these hybrid systems is the demonstration o f different computational 
principles within particular computational architectures. These systems can func­
tionally mimic or em ulate different processing techniques. These might be viewed as 

being ‘chameleon-hke’ systems which can change their functional form.

Examples of Polymorphic hybrids are neural networks th a t attem pt to perform 

symbolic tasks such as step-wise inferencing and also neural networks which function 
as if they were doing genetic search.

Ajjanagadde and Shastri [6] demonstrate a Polymorphic hybrid system  where a 

neural network achieves the functionality of a symbohc reasoning system. This system 

addresses the symbohc variable binding problem (how to dynamically represent vari­
ables and their role bindings) by propagating rhythmic patterns of activity wherein 

dynamic bindings are represented as in-phcLse firings of appropriate nodes in the net­

work. This aUows a rule-hke chain of inference and reasoning to be present within 

a neural architecture. The prim ary motivation for this model is to dem onstrate the 

cognitive principle of how serial processing can be achieved with a neural processing 

mechanism.
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3 .4  D isc u ss io n

In this chapter a novel classification scheme for hybrid systems has been intro­

duced and example systems discussed. Currently the word ‘hybrid’ has acquired 

several interpretations within the context of inteUigent systems [48]. This confusion 

has been clarified by this scheme and since this work was first reported several re­

searchers in the field have adopted it to  describe their own research [50] [107] [106]. 

Madey [50] classifies his hybrid of a neured network and an expert system based simu­

lation system (used to model a m anufacturing task) as an intercommunicating hybrid. 

Scherer et. al. [107] also use the intercommunicating classification to describe their 

blackboard system based neural network and expert system hybrid. This hybrid is 

being apphed in the area of investment decision analysis.

However as with any classification scheme there are certain hmitations. The dif­

ficulties are in what may be term ed as ‘border-hne’ cases which can appear to fall 

into more than  one category. For example there can be particular hybrid systems 

which are function-replacing but which nevertheless contain quite distinct, separate 

processing modules th a t intercom m unicate their results thereby appearing to satisfy 

the definition of an intercom m unicating hybrid. For example, a genetic algorithm 
th a t replaces the function of finding the weights in a neural network where the ge­

netic algorithm and neural network intercommunicate their results (say running on 

two separate machines) may appear as being both intercommunicating and function- 
replacing.

In order to resolve these situations, emphasis must be shifted from the communi­

cation of results to the natu re of the apphcation domain. As detailed in the definition 

of intercom m unicating hybrids, they are characterised by both the multiphcity of the 

apphcation domain (use of different techniques for different parts) as well as their 

intercom m unication of results. The above mentioned example of conflicting cate­

gories only arises if the communication aspects of the intercomm unicating hybrids is 

emphasised. If on the other hand it is viewed from the viewpoint of examining the 

characteristics of the apphcation domain, then the above mentioned genetic-neural 

system is clearly not an intercom m unicating hybrid as it does not solve different parts 

of the apphcation. This hybrid is a function-replacing hybrid despite the fact that 

there is a strong element of intercomm unication of results between the two techniques. 

Although the m ajority of hybrid systems clearly fah into one of three classes, in a
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small num ber of cases such a detailed analysis of the defining characteristics of the 
classes will be required.

A general comment regarding the  proposed classification scheme is the limited 

num ber of examples in the Polymorphic category. The m ajority of the Polymorphic 

hybrids are examples of neural networks used for symbohc reasoning and there is one 

example of using neural networks for im itating genetic search procedures [4]. However 

it is possible to speculate the possibihty of Polymorphic hybrids of say fuzzy systems 

behaving as if they were neural networks, and neural networks as if they were fuzzy 

systems because of the similarities in their processing of imprecise concepts. It is 

hkely th a t many more examples of such Polymorphic hybrids will be developed as 

more researchers studying different inteUigent techniques begin to understand the 

parallels between the different approaches.

To our knowledge there is one other hybrid systems classification scheme which 

has been developed by Medsker and Bailey [84]. This scheme was published after 

we reported our classification scheme [49] and is concerned with classifying expert 

systems and neural network hybrids. There are five categories in Medsker and Bailey’s 

scheme: stand-alone models, transform ational models, loose-coupling models, tight- 

coupling models and fuU-integration models.

S tand alone models are defined as systems which have neural networks and expert 

systems solving a particular task completely independent of each other w ithout any 
exchange of information. Medsker and Bailey cite cases where one system maybe 

used as a parallel ‘backup’ system in case the other inteUigent system breaks down. 

However w hether this type of system can be regarded as a hybrid system is debatable. 
We beUeve th a t some notion of information exchange has to be present in systems 

tha t are regarded as hybrid systems. Medsker and Bailey also seem to share our 

reservations on this category by declaring “stand-alone models are a degenerate case 

for integration purposes” [84].

M edsker and Bailey’s second category is transform ational models. There are two 

forms of transform ational models: expert systems th a t are transformed into neural 

networks, and neural networks tha t m etamorphose into expert systems. They say, “ a 

neural network can be developed to identify trends and relationships within sales data 

and then the neural network can be used as the basis for an expert system. An expert 

system is useful to verify the knowledge and to provide justification capabiUties” .
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They say tha t expert systems can also be transformed into neural networks by “using 

an expert system to set the initial conditions for the neural network learning” .

Medsker and Bailey provide no example systems for this category and it is not 

difficult to see why. In order for such neural netw ork/expert systems transform ations 

to occur, there needs to be significant development in our understanding of knowledge 

representation and manipulation in neural networks. The closest to such transform a­

tions is the use of neural networks to extract rules [47] which can then be used by 
expert systems. However the issue of transforming an expert system into a neural 

network appears to be well outside the capability of current technology. Medsker and 

Bailey themselves acknowledge the difficulty in this category by saying, “Limitations 
to transformational models are significant. There is no fully autom ated way of trans­

forming an expert system into a neural network and vice versa. In fact, there is no 

known method for accurately and completely performing the transform ation” .

The third Medsker and Bailey category is loosely-coupled models which is defined 

as separate neural network and expert system components th a t communicate via data 

files. Typical examples cited are when neural networks are used as pre processors or 

post-processors for expert systems. This category on first inspection appears to be 
similar to our intercommunicating class but there are differences which we wiU discuss 

after detailing the next category.

The only difference between the fourth category, tightly-coupled models, and the 

loosely-coupled models is tha t the tightly coupled models use resident data  structures 

as opposed to external data files. Similar to loosely-coupled models, tightly-coupled 

models also consist of separate processing models th a t exchange inform ation and 

typical examples include neural networks as pre-processors for expert systems.

We believe that making a distinction between two hybrid classes purely on the 

basis of using files as opposed to resident memory structures for information exchange 

is not very useful. We believe tha t the defining properties of hybrid systems should 

be made on the basis of broad functional properties and benefits, and not on the 

basis of im plem entation details. It is only by having a functional viewpoint of hybrid 

systems th a t users can conceptuaHse and understand the benefits of such systems 

and begin to ask relevant questions (e.g. W hat lim itations of the technique can be 

overcome by hybridisation ? Are there different sub-problems th a t can be solved by 

separate techniques ?)
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Both the Medsker and Bailey loosely-coupled and tightly-coupled categories fall 

into the intercommunicating hybrid class in our scheme. A key definition of the 

intercomm unicating class was the multiphcity of apphcation sub-domains, and both 

of the above categories fail into this category regardless of whether they use files or 

memory structures for exchanging information.

The only Medsker and Bailey category tha t is congruent to one of our classes is 

their fifth category — fully-integrated models. The fully-integrated models are expert 

system /neural network models that share data structures and knowledge represen­

tations. Communication between the different components is accomphshed via the 

dual nature (symbohc and neural) of the structures. This category is the same as our 

polymorphic category.

Medsker and Bailey have completely missed the notion of a function-replacing 

hybrid. This is because their definition of hybrids has been heavily biased towards 

im plem entation and communication issues (e.g. file handhng) and less towards func­

tional distinctions.

In conclusion, our classification scheme is simpler (3 categories, as opposed to 5) 
and it does not contain redundant classes (e.g. transform ational category) thereby 

helping users of the scheme to classify systems more easily. We also beheve our 
scheme is more useful to users as it defines systems based on the functional aspects 

of hybrid systems (e.g. benefits of using one technique to overcome the hm itations 

of another) rather than making distinctions based on detailed im plem entation issues. 

Finally, in our opinion, it is the functional definition of our classification th a t allows 

the possibility of formulating a general methodology for hybrid systems. A sketch of 

a methodology for hybrid systems based on our classification scheme is presented in 
Chapter 9.



Chapter 4 
The INTEN T System

This chapter presents: the requirements o f our decision support system  
fo r  financial trading; the design considerations o f the IN T E N T  system; 
the IN T E N T  architecture; and the functioning of the different knowledge 
processing components.

4.1  R eq u irem en ts  o f  our d ec isio n  su p p o rt s y s te m  

for fin an cia l tra d in g

Before we outhne the design of our hybrid system we detail the specific properties 

of the financial trading domain. The properties th a t our system attem pts to satisfy 

are: the abihty to acquire trading knowledge, the abihty to cope with brittleness, 

continuous learning, transparency of decision model and the abihty to incorporate 

hum an knowledge. As we have discussed the issue of knowledge acquisition previously, 
we start with the brittleness criteria specific to financial trading.

• A b ility  to  cope w ith  B r ittlen ess

Financial market data are typically very noisy [67]. A good financial decision 

support system should be robust enough to find patterns in such data. In finan­

cial systems it is rare th a t a particular set of conditions (say, particular values 

of m arket indicators), if observed again, wiU produce the same future market 

behaviour. Because of this non-deterministic nature of financial m arkets, strict 

deterministic rules wiU fail to perform well in this domain. For example, if by 

observing past data one induces a rule th a t if the Pound/DoUar exchange rate 

is 1.546 and the volume of contracts traded is 23898 then the market wiU rise, 

it is probable tha t because of these very specific conditions the future mar­

ket data will never m atch these conditions exactly. It is therefore vital tha t a 

good trading decision system should have the capabihty to induce patterns in a 

fuzzy or statistical manner. The patterns they induce should be robust enough 

so tha t they perform well even when there are shght shifts in the operating 

environment; in other words to be able to cope with brittleness as discussed in 
the previous chapter.

62
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• C ontinuous Learning

A key feature of financial markets is that they evolve over time [15]. As financial 

traders know, the characteristics that define a particular m arket can change 

significantly over a relatively short time period. For example, for a few months, 

rises in interest rates may strengthen a currency, while it is possible tha t in 

following months, rises in interest rates may actually weaken a currency [92]. 

M arket practitioners are very aware of such character changes in markets and 

can quickly adjust to these.

A good example of changes in financial systems behaviour is the recent failure of 

‘value investing techniques’ in the US stock m arket [2]. Buying ‘value’ shares - 

those with low prices relative to, say, earnings and dividends - has until recently 
produced returns tha t beat the stock m arket average [61]. This technique has 

worked well in all of the major stock markets (US, UK, Japan, France) for 
the last th irty  years. Recently, however, there are signs tha t this strategy is 

failing in the United States due to the Clinton A dm inistration’s interventionist 
policies in the health care, tobacco and energy industries [2]. T hat is, even 

shares which appear to have good ‘value’ have recently found their share prices 

declining dramatically due to US Government pobcies. A prime example of this 

phenomenon is the collapse of health care stocks due to the proposed reforms 

of the industry.

Because of these changes of character in financial systems, a trading decision 

support system should, ideally, have the abihty to adapt to such changes and be 

able to make successful trading recommendations before and after such changes. 

In order for this to happen, the trading decision support system should have the 

capabihty to learn continuously from the market. T hat is, it should constantly 

induce new relationships, test them, and then present them  to the user.

• T ransparency o f D ecision  M odel

When financial trading decisions involve large amounts of money, reassurance 

as to the soundness of the decision-making procedure is needed. The abihty to 

cite the exact conditions and reasoning of a trading decision, is often required 

by senior managers in financial organisations. As computer assisted decision 

making is stiU relatively uncommon, most managers do not entirely ‘tru s t’ m a­

chine generated trading decisions and require an understanding of the decision 

process in a format th a t they can understand. Because of this factor, some
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investment managers remain suspicious of the use of neural networks and other 

‘black box’ techniques for making trading decisions [1].

It is also im portant to have an understanding of the reasoning process in order 

to improve the model. For example, if a trading model ceases to work for some 

reason, it can only be corrected if the reasoning processes are understood. On 

the other hand, if a black-box trading system ceases to make good trading 

decisions, then it will be very difficult to understand as to what is causing the 

system to make incorrect decisions.

A b ility  to  incorporate hum an know ledge

Judgm ental forecasting, where domain experts use their experience alone to 

make predictions, is widely used in a variety of domains ranging from weather 

forecasting to predicting sales figures [24]. There is now evidence to suggest 

tha t sometimes expert or judgm ental forecasting has particular advantages over 

quantitative methods [24]. These advantages are particularly evident under 

special circumstances such as in the case of extraordinary competitive develop­
ments [64].

Judgm ental forecasting procedures are also used as a method of enhancing 

predictions derived from quantitative models [24]. The predictions of macro- 

economic models are often subjected to such revisions by domain experts [41].

Bunn and Wright [24], in their review of judgm ental forecasting, identify two 

reasons for such revisions in econometric models.

1. Specification Error. If the model has not been performing well recently then 

it is quicker to perform an ad hoc adjustm ent to the output rather than to 

re-specify the model.

2. Structural Change: Some external factor or a background assumption is 

likely to influence future events. These adjustm ents are also known as ‘broken- 

leg cues’ an analogy which says tha t one might adjust a statistical model of a 

person’s mobility on learning that the person has broken his leg.

In our financial trading domain we would also like to be able to have the abihty 

to perform judgm ental revisions on our models. Financial markets frequently 

undergo significant character changes and often have ‘tem porary shocks’. Judg­

mental forecasting can therefore potentially play a role in increasing the accu­

racy of trading decisions in such situations.
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4 .2  T h e  S y ste m  D es ig n  C o n sid era tio n s

The main goal in the design of our decision support system was to satisfy as many 

of the above outhned requirements as possible. In order to construct our ‘ideal’ 

system, we started  with a systematic evaluation of the many available intelligent 

techniques. Parts of the results of this survey and evaluation have been presented 

in the two previous chapters, and we now briefly summarise these findings in the 

context of choosing techniques for our system. The resulting evaluation suggests tha t 

there is no single technique tha t has all the desired properties for a decision support 
system for financial trading.

As discussed in chapters 2 and 3, Expert Systems have hmitations of not being able 

to autom atically acquire trading knowledge, not being able to cope with brittleness, 

and not being able to adapt to changing m arket conditions as they cannot learn 

continuously. On the positive side, their reasoning is transparent and they allow the 

incorporation of judgm ental knowledge.

Rule Induction systems have the abihty to autom ate the knowledge acquisition 

process, can learn continuously and humans can inspect and understand induced 
rules. Because of their rule-based representation, judgm ental knowledge can also 
in principle be incorporated. However, they usually have problems with inducing 

relations in noisy data. This is a main consideration in the case of financial trading.

Fuzzy Systems cannot acquire trading knowledge in an autom ated fashion, and 

cannot learn continuously. But they are exceedingly good at coping with brittleness, 

and their knowledge bases, which in a rule-based format can be examined and under­

stood by a human expert. The rule based format also facihtates the incorporation of 
judgm ental knowledge.

Neural Networks can learn the trading knowledge, can learn continuously and can 

cope with brittleness. However they are ‘black box’ reasoning systems tha t provide 

h ttle  in terms of explanation of trading decisions. It is also difficult to see how any 

exphcit judgm ental knowledge can be incorporated into a neural network.

Genetic Algorithms can automaticaUy acquire the trading knowledge and can 

learn continuously. They are good in coping with brittleness and decision models 

derived using GAs are transparent.
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Desired Properties of a Financial Decision Support System

Technologies Automated
Trading

Knowledge
Acquisition

Ability to cope 
with 

Brittleness

Continuous
Learning

Providing
Explanations

Incorporation 
of Judgmental 

Knowledge

Expert
Systems

y y y

Rule
Induction

y y y y yy y y y y y y y y y y y

Fuzzy
Systems

y y y y y y y y

Neural
Networks

y y y y y y y

Genetic
Algorithms

y y y y y y y y y y y y y y y y y y

Figure 4.1: Evaluating InteUigent Techniques for Decision Support Systems

We summarise this assessment in table 4.1. This table has similarities with 

the table in the Chapter 3 which evaluated general com putational properties but is 
specific to the properties of the trading domain.

After this evaluation was completed, we assessed ways of combining different 

techniques to obtain aU of our desired properties. We wanted to have,

• the knowledge acquisition and continuous learning abihties of either rule induc­

tion, neural networks or genetic algorithms

• the ability to cope with brittleness hke fuzzy logic or neural networks

• the decision model transparency of expert systems or rule induction systems

• the ability to incorporate judgm ental knowledge like fuzzy systems, expert sys­

tems or rule induction systems

4 .2 .1  K n o w le d g e  C o m m u n ic a t io n  a n d  S y s t e m  D e s ig n

After assessing the desired property Ust, we decided to create a hybrid of expert 

systems, fuzzy systems and genetic algorithms. Between these three techniques, they 

seem to have all the desired properties (autom ated knowledge acquisition, ability to 

cope with brittleness, ability to  generate transparent decision models, and the abihty
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to incorporate judgm ental knowledge). However the crucial question was how to 

combine them in a way tha t knowledge could be communicated between the systems 

in a manner tha t satisfied our goals. If one wants to integrate different techniques, 

then one needs to find a common knowledge communication protocol or platform 

th a t allows the communication of results and partial results between the different 
intelligent techniques. If for example a Frame system [100] was used to represent 

knowledge in the expert system, then it is not clear how a genetic algorithm  can 

fruitfully use tha t knowledge, or how a genetic algorithm can induce knowledge in a 

frame format in order to create the expert system  knowledge base.

A solution to this problem was to adopt production rules as our common knowledge 

representation format. Both expert systems and fuzzy systems use production rules 

and we saw no problems in implementing both  systems having rules with the same 

syntactic structure. Classifier systems, genetic algorithms th a t induce production 

rule systems, were also a potential candidate for the remaining part of the hybrid 
system.

There was also another strong argument from the financial trading literature to 
adopt rules as our base knowledge representation scheme. As discussed in chapter 2, 

there is a large body of Hterature supporting the use of technical analysis knowledge 

for trading decision making, and most of this knowledge is inherently rule-based.

However, there was a problem in choosing a representation scheme for the genetic 
algorithm. Most classifier systems and genetic algorithms are represented using bi­

nary strings [59], and it was not clear how such a representation scheme would fit well 

with the expert system and fuzzy system rule representations. We therefore decided 
to use production rules, encoded as symbolic list structures, as the representation 

scheme for solutions in our genetic algorithm. The genetic production rules in our 

system have the same syntactic structure as the rules in the expert and fuzzy systems.

Recently similar symbolic representation schemes (as opposed to binary bit 

string representations) have become popular w ith Koza’s [72] Genetic Programm ing 

paradigm where LISP hst structures are used to  derive com puter programs. Due to 

the heavy rehance on list processing in our system, we have used POP-11 [98], an 

AI hst processing language, to implement our system. POP-11 provides a variety 

of in built pattern  matching mechanisms which helps users to construct symbohc 
reasoning systems fairly quickly.
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4 .3  T h e  IN T E N T  A rch itec tu re

Our decision support system, IN TENT (IN telligenT DEcisioN SupporT Hybrid 

System), consists of three separate hybrid systems, which we refer to as different 

strands of the system.

The first strand is called the e x p e rt- fu z z y -g e n e tic  s t r a n d  and is a function- 

replacing hybrid according to our classification scheme. This integrates an expert 

system, a fuzzy system, and genetic algorithms for making trading decisions. As 

we shall explain below, this combination of techniques aUows us to satisfy all of the 

previously specified requirements.

The second strand is called the g e n e tic -n e u ra l s t r a n d  and it is an intercommu­
nicating hybrid. This hybrid combines neural networks and genetic algorithms.

The third strand, the m u ltip le  m o d e l s tr a n d ,  is also an intercommunicating 

hybrid. Here the results of all of the different modules (expert system, fuzzy system, 

genetic algorithms and neural networks) are combined.

We now provide a very brief introduction to the three different strands of process­

ing. The design, im plem entation, experiments and results of each processing module 

wiU be presented in detail in the following five chapters.

4 .3 .1  T h e  E x p e r t  - F u z z y  - G e n e t ic  S tr a n d

This strand is a function replacing hybrid system. Here intelligent techniques are 

combined with the aim of overcoming the hmitations of individual techniques. The 

inteUigent techniques tha t are combined are an expert system, a fuzzy system and 

a genetic algorithm (see figure 4.2). The genetic algorithm acts as a rule induction 

mechanism for the expert and fuzzy systems, thereby replacing the task of manuaUy 

specifying rules by a domain expert.

S y m b o lic  d a ta  P re -p ro c e s s in g

The starting point for this strand of processing is the pre-processing of raw m arket 

data. The raw market data consists of three variables — price, open interest and 

volume. As discussed earher in the chapter we do not want to induce rules from
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Figure 4.2; The Expert-Fuzzy-Genetic Strand
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raw m arket data  (e.g. price 1.54, volume 456875 and open interest 67678), as rules 

induced will be so specific tha t these conditions may not recur. Additionally, trading 

rules elicited from domain experts typically contain linguistic conditions such as price 

high, volume low and not specific numeric price values.

In order to overcome this problem we have developed a m ethod based on a clus­

tering algorithm (the Single Linkage algorithm) to ‘symbolise’ the raw data. T hat is, 

we convert the raw data into groupings of data, where the boundaries of these group­

ings are determined by the distribution of past data  (details are given in chapter 5). 

The clustering method thus transforms raw m arket da ta  (e.g. 78789 open interest, 
20,000 volume) into ‘symbolic’ linguistic categories such as ^high open in terest’ and 

‘/oiy volume’ (see figure 4.3).

This cluster selection algorithm also forms the basis of the fuzzy data  pre­

processing operations which are discussed later.

Volume 36473

Price 1.5455 Open Interest 6776

Symbolic Pre-processing

Price LOW Open Interest HIGH

Volume MEDIUM 

Figure 4.3: Symbolic Pre-processing
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T h e E xpert System

The Expert System module stores and m anipulates technical trading knowledge 

obtained from two sources: knowledge elicited from an expert trader and knowledge 

obtained from books in the application domain. Knowledge elicitation from the 

trading expert was conducted primarily through a series of interviews which were 

recorded. The knowledge elicited from both the trader and knowledge contained in 

technical trading books, falls into six types of technical trading strategies. These 

are: open interest and volume methods, trading range breakout strategies, moving 

average strategies, oscillator methods and volatility methods (for further details see 

chapter 5).

A production rule format was used to represent all trading knowledge in the expert 

system. A typical technical trading rule in the expert system knowledge base is:

IF the open interest is high^ the volume is m edium  and the price is increasing 

THEN Buy.

The corresponding representation of this rule in our system is a hst structure 

which contains a hst of hsts (in POP-11). The above rule wih be represented as,

[[E17 [open-interest [high]] [volume [medium]] [price [increasing]] [action 
[BUY]]]

Variables within a rule are always connected by a conjunction (AND) operation, 

while disjunction (OR) operations apply over the whole rule base. The item ‘E17’ 

is an identifier indicating th a t it is the 17th rule in the expert system knowledge 
base. The antecedent variables of the rule (e.g. price) are represented as hsts and 

each contains a condition th a t needs to be satisfied (e.g. increasing). A condition 

containing an em pty hst (denoted as []) indicates tha t a particular variable is not 

being considered in the evaluation of the rule. The consequent in the rule always has 

the ‘action’ string foUowed by the specified decision in a hst.

T h e D ecision  E valuation  sy stem

Once the expert system module makes a decision, this decision is then  sent to the 

decision evaluation system to assess its effectiveness. This involves evaluating the 

buy and seU decisions th a t the expert system makes. The same decision evaluation
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module is also used to evaluate decisions made by all of the other processing modules 

in the INTENT system.

The effectiveness of the decisions will be evaluated against the same criteria 

traders use to evaluate the effectiveness of their trading decisions. These criteria 

include the financial gains/losses of each trade, the volatility of the gains/losses, the 

longest string of good/bad trading decisions, largest gains and largest losses etc. (de­

tails of the evaluation process can be found in chapter 5). The adoption of such 

evaluation criteria allows us to compare the performance of our system with th a t of 

human traders and published studies tha t assess the effectiveness of technical trading 

strategies.

We assess the performance of the different decision modules by making trad ­

ing decisions using past price data for two currencies - the British Pound and the 

Deutschmark. As the actual outcome of the past currency movements are known, 
the effectiveness of the trading decisions can be evaluated in financial term s and the 

stabihty of the decision procedures can be assessed.

Fuzzy data P re-p rocessin g

In order for fuzzy reasoning operators to be apphed, the data has to be converted 
into a suitable format. We have developed a method to produce such ‘fuzzified’ 

data by building upon the previously mentioned clustering algorithm th a t produces 

symbohc descriptions of data. The fuzzification process can be thought as ‘diffusing’ 

the hard boundaries th a t were produced by the symbohc clustering algorithm (for 

details refer to chapter 6). Now instead of having sudden jum ps of memberships 

between class or hnguistic categories, one has a gradation ianciioiv th a t smoothes the 

membership from one class to another.

We adopt a normalised fuzzy representation format [5] so tha t the sum of all the 

membership values is 1. This allows the subsequent computations to be im plem ented 
in an easier manner.

An example of a ‘fuzzified’ data item is the foUowing representation of volume 

— the raw figure is 36473 contracts, the symbohc representation is medium  and the 
fuzzy representation is,

[volume [low 0.2] [medium 0.7] [high 0.1]
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Volume 36473

Price 1.5455 Open Interest 6776

Fuzzy Pre-processing

Price [LOW 0.8] [MEDIUM 0.2] [HIGH 0.0]. Open Interest [LOW 0.0] [MEDIUM 0.1] [HIGH 0.9]

Volume [LOW 0.2] [MEDIUM 0.7] [HIGH 0.1]

Figure 4.4: Fuzzy Pre-processing

This means tha t this particular value of the volume variable is low with 0.2 confi­
dence, medium with 0.7 confidence and high with 0.1 confidence. Each fuzzified data 

item  is represented as a Hst of Hsts where the first item is the name (e.g. volume) 

followed by the Hsts which contain the membership name (e.g. medium) and degree 
of membership (e.g. 0.7).

T h e Fuzzy S ystem

The fuzzy system is composed of the fuzzy knowledge base containing decision 

making knowledge, and fuzzy reasoning procedures tha t act on the fuzzified data. 

The decision making knowledge is the same technical trading knowledge th a t is rep­

resented in the expert system which was obtained from expert traders and technical 

books. This knowledge is represented using production rules tha t have the same 

syntactic structure (a Hst of Hsts in POP-11) as the expert system rules.

Although the decision making knowledge is the same as the expert system, the 

use of a different representation scheme (fuzzified data as opposed to symboHc data) 

and a different reasoning scheme (fuzzy inferencing as opposed to symboHc reasoning) 

produces quite different results.

An example of a fuzzy knowledge base is,

[ [FIO [ open-interest [high] ] [price [increasing] ] [action [BUY] ] ]
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[ [Fil [ open-interest [low] ] [price [decreasing] ] [action [SELL] ] ]

[ [F12 [ volume [medium] [price [neutral] ] [action [BUY]]]

[ [F13 [ volume [high] [price [increasing] ] [action [SELL]]]

The rule FlO means th a t if open interest is high and the price is increasing then 

buy. ‘FlO’ is an identifier indicating th a t it is the 10th rule in the fuzzy knowledge 

base. The independent variables within a rule are connected by conjunction (AND) 
relations, and the disjunction (OR) relations apply over the whole set of rules.

We foUow Mamdani and Assilian [81], and use their compositional rule of inference 

to perform the fuzzy reasoning operations. We also use the centre o f area method 

[11] as the defuzzification procedure to obtain the final result. The detail description 

of the im plem entation of these operations can be found in Chapter 6.

Fuzzified data  

1

D ecision Threshold

Defuzzification

Fuzzy Inference Engine

Final D ecision  

Figure 4.5; Fuzzy Processing A rchitecture

Once the fuzzy reasoning algorithm produces the final result, a threshold is apphed 

to obtain the final trading decision. Trading decisions generated by the fuzzy system 

are evaluated by the decision evaluation module applying the same criteria used to 
evaluate expert system decisions.
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T he G enetic  A lgorithm

The genetic algorithm is the primary mechanism for acquiring knowledge in the 

INTENT system. The genetic algorithm induces decision making knowledge in the 

form of rules obeying the same syntactic format used in the expert and fuzzy systems. 

It induces rules in two modes: symbolic and fuzzy. In the symbolic mode it induces 

rules and performs symbolic inferences using the symbolic data analogous to the 

operation of the expert system. In the fuzzy mode it wiU induce rules and perform 

fuzzy inferences using fuzzified data analogous to the operation of the fuzzy system. 

As the genetic algorithm replaces the principal function  of knowledge acquisition with 
respect to the expert and fuzzy systems, this hybrid, according to our classification 

is a function-replacing hybrid.

The genetic algorithm we use is based on Packard’s genetic algorithm for complex 
data analysis [93]. Packard’s genetic algorithm attem pts to solve complex problems 

by searching a large space of models to find a set th a t captures the underlying re­

lationships of the data  being analysed. The models are represented by the use of a 

particular set of codes. We substitute a production rule representation scheme for 
Packard’s code representation.

We also extend Packard’s system to induce production rules tha t can operate using 

symbolic data and reasoning, and also to induce rules tha t operate using fuzzified 

data and fuzzy inferencing. In the symbolic mode, the data is pre-processed using 

the clustering algorithm described earlier. This data  is of the same type as used in the 

expert system. W hen the genetic algorithm is inducing fuzzy models, it uses data  

obtained from the fuzzification process described in the fuzzy data-pre-processing 
section.

The genetic algorithm maintains a population of production rules. The aim of the 

genetic algorithm is to  search through the large space of possible production rules to 

find good decision making rules. The genetic algorithm, as described in Chapter 2, 

is an iterative algorithm where each cycle consists of evaluating the models, selecting 

good models for alteration, and applying the genetic operators crossover and m utation 

to create new models. This process is repeated until a satisfactory set of decision 
making rules is discovered.

In the trading decision making application, the task is to find decision rules tha t 

wiU make good trading decisions. This process can be viewed as an optimisation
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procedure where one attem pts to find relationships between combinations of technical 

indicators (independent variables) and good buy/sell decisions (dependent variables).

In the symbolic mode, the genetic algorithm operates in the following way. Raw 

trading da ta  and derived trading indicators are firstly ‘symbolised’ using the above 

described clustering method. The task of the genetic algorithm is to use these sym­

bolic representations of past trading data to leam  good trading rules.

Firstly a population of rules is initialised with random values for the production 

rule conditions. The genetic algorithm evaluates the decisions made by each produc­

tion rule separately — the decisions made by the rules are compared with the known 

m arket behaviour and the fitness of each rule is calculated accordingly. The rules 

are then ranked in term s of their fitness, and m utation and crossover operations are 

performed to produce new rules (after retaining a small number of the fittest rules). 

After a num ber of iterations, the majority of the population wiU consist of highly 
effective decision rules.

At each iteration, we select a particular number of the fittest rules, which we 

refer to as our genetic (symbohc) rule base. This rule base is then sent to the expert 

system interpreter to perform inferences on the symbohc data. If there is more than 

one apphcable rule for the given data, then this conflict is resolved using the specificity 

strategy mentioned previously (for details see Chapter 7).

An example of a genetically derived rule base is,

[[ma-diff-l-20 [positive]] [oi-rsi-14 [high]] [action [UP]]

[volume-diff-1-10 [positive]] [oi-diii-14 [high]] [action [UP]]

[ma-diff-l-20 [negative]] [oi-rsi-14 [low]] [action [DOWN]]

[volume-diff-1-20 [negative]] [oi-diff-14 [low]] [action [DOWN]]

[ma-diff-l-20 [positive]] [oi-rsi-14 [medium]] [action [UP]]

[ma-diff-l-20 [neutral]] [oi-rsi-14 [medium]] [action [DOWN]]

[volume-diff-1-20 [positive]] [oi-diff-14 [medium]] [action [UP]]

[volume-diff-1-20 [neutral]] [oi-diff-14 [medium]] [action [DOWN]] ] ]

In the fuzzy mode, the genetic algorithm is used to induce good fuzzy rule bases. 

The data  used for this operation are data that have been ‘fuzzified’ using the fuzzy
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data  pre-processing algorithm. The same fuzzy reasoning procedures that are used 

in the fuzzy system are used for evaluating the genetically induced fuzzy models.

In contrast to the symbolic mode where the population members consist of indi­

vidual rules, in the fuzzy mode the population members are rule bases, where each 

rule base consists of an R  number of rules where R  is specified by the user. The ge­

netic algorithm therefore evaluates combinations of rules rather than individual rules.

' The rationale for optimising fuzzy rule bases as opposed to individual fuzzy rules is 

because it is the interaction of several fuzzy rules tha t gives the fuzzy approach its 

advantage in dealing with brittleness [11]. The Crossover and M utation operators 

are modified to account for operations across rule bases (see Chapter 7 for details).

The following is a part of a fuzzy rule base; it consists of three population members 

each of which contain four fuzzy rules.

[ [[ma-diff-l-20-fuzzy [positive]] [oi-rsi-14-fuzzy [high]] [action [UP]]

[ma-diff-l-20-fTizzy [negative]] [oi-rsi-14-fuzzy [low]] [action [DOWN]]

[ma-diff-l-20-fuzzy [positive]] [oi-rsi-14-fnzzy [medium]] [action [UP]]

[ma-diff-l-20-fTizzy [positive]] [oi-rsi-14-fTizzy [high]] [action [UP]] ]

[[ma-diff-l-20-fTizzy [neutral]] [oi-rsi-14-fuzzy [high]] [action [DOWN]] 

[ma-diff-l-20-fTizzy [negative]] [oi-rsi-14-fuzzy [high]] [action [DOWN]] 

[ma-diff-l-20-fuzzy [neutral]] [oi-rsi-14-fuzzy [high]] [action [UP]] 

[ma-diff-l-20-fTizzy [neutral]] [oi-rsi-14-fuzzy [high]] [action [UP]]]

[[ma-diff-l-20-fuzzy [negative]] [oi-rsi-14-fuzzy [high]] [action [UP]] 

[ma-diff-l-20-fuzzy [negative]] [oi-rsi-14-fuzzy [low]] [action [DOWN]] 

[ma-diff-l-20-fuzzy [negative]] [oi-rsi-14-fuzzy [low]] [action [DOWN]] 

[ma-diff-l-20-fTizzy [negative]] [oi-rsi-14-fTizzy [low]] [action [DOWN]]] ]

The genetic algorithm cycle in the fuzzy mode operates as follows. The population 

is firstly initialised with a random collection of fuzzy rule bases. At each iteration, 

each fuzzy rule base wiU make fuzzy inferences on fuzzified data. The final results are 

then passed through a threshold and the final trading decisions are obtained. These 

decisions are then compared with the known ‘best’ decisions using the past trading
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data, and the fitness of rule bases are calculated accordingly. The fuzzy rule bases are 

ranked in terms of their fitness, and afterwards m utation and crossover operations are 

performed to produce new rule bases. Over tim e this procedure produces a collection 

of highly effective fuzzy rule bases.

T h e S eed in g  M echanism

The genetic algorithm also allows the use of ‘seeds’ to start off the genetic search 

process. T hat is, an expert derived rule or rules (in either symbohc or fuzzy mode) 

can be used as starting points for the genetic rule discovery process. If one considers 

the very large search space of possible decision making rules, given the set of variables 
and all of their possible states, then one can hypothesise th a t expert specified rules 

may be near a good region of this large search space. It can be argued tha t the 

success of experts in a given field is the finding of such good patches or regions in a 

large decision space through trial and error over a very long period of training and 
experience. Therefore, by using expert trading rules as ‘seeds’ to start off the genetic 

search process, one may arrive at be tte r solutions quicker than  by using a random 

starting point.

Feedback to  P erm anent K now ledge B ases

We have also im plemented a simple feedback mechanism whereby the genetically 

derived rules can be added to the expert trader specified expert and fuzzy knowledge 

bases. Such an augm entation of machine derived knowledge with expert derived ' 

knowledge is possible because of the common knowledge representation scheme th a t 
is being used.

The mechanism we have proposed to do this is as follows: firstly the genetic 

algorithm induces rules either in the symbolic or in the fuzzy  mode. The rules can 

then be tested over a test data  sample (data  outside the training set). Rules tha t 

perform weU in this test set are then selected for possible feedback to the perm anent 

expert or fuzzy rule bases. Rules from this set th a t are most dissimilar to rules tha t 

already exist in the perm anent expert or fuzzy rule base are given a higher chance 

of being added. The heuristic rationale behind such a selection is tha t it encourages 

a diverse rule base which may respond well to a variety of different conditions (see 

C hapter 7 for further details).
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4 .3 .2  T h e  G e n e t ic  - N e u r a l  S tr a n d

The main knowledge processing components in this strand of hybrid, are the ge­

netic algorithms and neural networks (see figure 4.6). In this hybrid system the 

genetic and neural components perform distinct tasks and intercomm unicate their 

results, w ithout any function replacement. This hybrid is considered an intercommu­

nicating hybrid system  according to our classification scheme.

Raw Data

Symbolic Pre-processing

Fuzzy Pre-processing

Selected variables
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Algorithm
(Symbolic
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r  ^ 
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Figure 4.6: The Genetic - Neural Strand
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The starting point for this strand of processing is the pre-processing of raw data 

using the symbolic and fuzzy data pre-processing modules. These stages of processing 

are the same as described above under the expert-fuzzy-genetic strand.

A central issue in the training of neural network models is the selection of good 

inputs for the network. Most successful applications of neural networks have involved 

either judgm ental selection of variables or the use of techniques such as principal 

components analysis to select predictive variables [7], [124]. We use the genetic 

algorithm in our system as a mechanism for selecting inputs for the neural network. 

We make an assumption tha t the variables present in the highly fit rules or rule 

bases have predictive value as they have been validated against past da ta  and hence 

are good candidate variables for neural network model building (for details of this 

selection algorithm refer to chapter 8).

The neural networks, as in the case of the genetic algorithms, are used in two 

modes : symbolic and fuzzy. In the symbolic mode, the data  are in a symbolic 

form at (as used by the expert systems), and the relevant variables are identified from 

the genetically induced ‘fit’ symbolic rules. In the fuzzy mode, the data  are in a fuzzy 

form at (as used in the fuzzy systems), and the relevant variables are identified from 

the genetically induced fuzzy rule bases.

As in the case of the genetic algorithm, the neural network is used to learn the 

mapping between the independent variables (technical indicators) and the optim um  

decisions (buy/seU) using past trading data. We use a feed-forward multilayer per- 

ceptron which uses a backpropagation algorithm [104] to learn the weights in the 
network.

4 .3 .3  T h e  M u lt ip le  M o d e l  S tr a n d

This hybrid strand can be considered as a superset of the two previous strands. 

In this hybrid model the decisions of all the modules are aggregated (see figure 4.7). 

T hat is, it combines the decisions made by the expert system, fuzzy system, genetic 

algorithm (symbolic), genetic algorithm (fuzzy), neural network (symbolic) and neu­

ral network (fuzzy). In our classification scheme this is an intercommunicating hyhiid  

as there are separate intelligent processing modules th a t com municate their results 

to a central (decision combination) module.
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Figure 4.7: The Multiple Model Strand

This hybrid is inspired by the recent evidence suggesting th a t combining forecasts 

of several models can yield better results than using results of a single forecasting 

model alone [3]. The advantages of such combinations is particularly apparent when 

there is a negative correlation between the models [22].

We use a very simple approach to combining the decisions. The user specifies a 

consensus threshold, C , and only if there are greater than  C identical decisions being 

made by the different modules is tha t decision executed (see Chapter 9 for details). 

For example if C is set to 4, then only if at least four of the modules m ake the same 

decision is th a t decision implemented. The higher the value of C  the more stringent 

the criteria becomes with the result of less trades being made for a given data  set. 

We have empirically evaluated the effect of increasing the value of the consensus 

threshold and its effect on the quahty of decisions. In Chapter 9 we also discuss 

the im phcations of this decision combination m ethod with respect to the quahty of 
explanation of decisions.

We have been able to use a simple approach for decision combination because the 

outputs of the different decision modules is of the same type (i.e. either buy or sell). 

In apphcations where the modules contain knowledge of different sub-domains and
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have different types of outputs, more complex approaches to decision combination will 

be required. In such situations, knowledge negotiation methods [16] where inteUigent 

agents inter-communicate their results to arrive at consensus decisions can potentially 
be very useful.

4 .4  S u m m ary

This chapter identified key properties of an ‘ideal’ decision support system for 

financial trading and outlined the IN TEN T system design tha t attem pts to satisfy 

these requirements. The overall system consists of three strands of hybrid systems 

which correspond to different types of hybrids according to our classification scheme.

A key consideration in producing a successful hybrid system consisting of expert 
systems, fuzzy systems and genetic algorithms is the choice of a common knowledge 

communication platform. A list based production rule format tha t has a common 

syntactic structure is used thus facilitating knowledge interchange between the mod­
ules.

In the expert-fuzzy-genetic strand, the expert system and the fuzzy system con­
tains rules tha t have been elicited from expert traders and technical books in the 
area. While the expert system uses symbolic data  and symbohc reasoning, the fuzzy 

system uses fuzzified data  and fuzzy reasoning. The genetic algorithm acts as a 

knowledge induction system where it induces rules using either symbohc data and 
symbohc reasoning, or fuzzy data and fuzzy reasoning.

The second strand of the IN TEN T module, the genetic-neural strand, has been 

m otivated by the need for autom ated mechanisms for selecting variables for neural 

decision systems. In this intercommunicating hybrid, variables tha t appear in highly 

‘fit’ rules induced by the genetic algorithm are used as inputs for the neural networks.

The th ird  strand of the system, the multiple model strand, combines the results 

of all the different decision modules in the system. This is motivated by recent results 

indicating the advantages of the multiple model combinations for forecasting tasks. 

This intercomm unicating hybrid aggregates the results of the expert system, fuzzy 

system, genetic algorithms and the neural networks to produce composite trading 
decisions.
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It has to be stressed that the above hybrid architectures tha t will be detailed in 

the next five chapters are general purpose architectures that can be applied to au­

tom ate many types of non-programmed decision making tasks. For example, it has 

clear apphcations in the area of medical diagnosis where hnguistic categories are used 

to describe medical conditions and where the apphcation of both inductive techniques 

and domain expertise is required. For example in the field of cardiology, Roiger [102] 

reports the use of hnguistic categories such as moderate, normal, mild for describ­

ing readings of cholesterol, blood pressure, maximum heart ra te  and others. For all 

these variables raw data  in terms of readings from measuring instrum ents are also 

available (e.g. m ax-heart-rate 180, blood pressure 130, cholesterol 219). The previ­

ously mentioned symbohc pre-processing mechanism (detailed in the next Chapter), 

provides a mechanism to convert such raw instrum ent readings into descriptions tha t 

are congruent to expert medical descriptions.

Once data has been converted into this format then the above described genetic 
algorithm can be used to induce decision making rules from known past medical case 

histories. Such an inductive approach also has particular advantages in the medical 

field as experts with different training backgrounds can often come to completely 

different conclusions by examining the same data [42]. Rules which have been induced 

by this genetic algorithm approach can be examined by medical experts and can then 

be subsequently modified if they do not completely agree with the hypotheses the 
rules hold.

H art [56] provides further examples of domains where experts use linguistic con­

cepts such as good, fa ir  or poor in their descriptions. In the domain of undergraduate 

admissions assessment, the domain experts used such qualitative references and they 

found it difficult to precisely articulate any quantitative definitions of these attributes. 

In H art’s case study which involves the use of ID3 to derive decision rules, no attem pt 

is made to derive the qualitative descriptions from raw domain data  such as exam 

marks. Instead, the raw data is pre-processed by an expert manually labeUing such 

categories. The architecture we have presented provides a mechanism for both such 

symbohc pre-processing and the subsequent induction of decision rules.



Chapter 5 
The Expert System and Decision  

Evaluation

This chapter presents: the knowledge elicitation methods used to construct 
the expert system; the types o f trading decision making knowledge elicited 
and represented; a novel method to pre-process data into symbolic repre­
sentations; the architecture and conflict resolution strategies of the expert 
system; the criteria to evaluate performance o f trading decisions; 2nd fi­
nally test results fo r  simulated trading in two currency markets.

5.1 K n o w led g e  E lic ita tio n

The decision making knowledge for the expert system was ehcited from two 
sources: from an expert trader, and from technical trading books. There was some 

overlap in the knowledge contained in both sources.

The trader is at a medium-sized securities firm which specialises in trading futures. 

They trade in a variety of futures contracts including foreign currencies, bonds, stock 

index futures and oil futures. Trading is conducted primarily in the US, at the 

Chicago futures exchange, while a smaller proportion of trades are executed through 
the London Futures exchanges.

The knowledge ehcitation from the expert trader was conducted primarily through 

a series of interviews tha t were recorded and subsequently transcribed. The knowl­

edge ehcitation process was conducted over a period of six months. W hen we first 

started  the knowledge ehcitation process, the first m onth or so was spent in under­

standing the basics of trading - the types of contracts traded, how a trade is conducted 

and who buys and seUs, and for what purpose etc. General knowledge of this sort 

was also obtained from books in the area.

The next stage was an attem pt to formulate an approach for making autom ated 

trading decisions. The trader uses technical trading knowledge as his prim ary method 

to make trading decisions. He beheves tha t ah information related to the supply and 

dem and for a commodity is reflected in market indicators of a commodity such as 
price, volume and open interest.

84
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We therefore examined technical analysis approaches to making trading decisions, 

and conducted a series of interviews with the expert trader. There were several groups 

of technical trading strategies, and the expert trader was primarily interested in a 

group of methods known as open interest and volume methods. In the following 

sections we detail the different types of trading knowledge tha t are represented in the 

expert system.

5.2 T ech n ica l T rading S tra teg ies

The expert system contains several commonly used technical trading strategies. 

These strategies comprise open interest and volume methods, moving average m eth­

ods, trading break methods, relative strength index methods and volatiHty based 
methods. We first describe these trading strategies and then describe the data pre­

processing methods used to convert the raw m arket data into a ‘symbohc’ format 

tha t is congruent to expert descriptions of market behaviour.

5 .2 .1  O p e n  I n te r e s t  and  V o lu m e  M e t h o d s

In technical analysis, there is a group of methods which attem pt to make trading 

decisions based on the movement of open interest and volume of commodity [119]. 

The descriptions of these trading strategies were obtained from the expert trader. 
They were found to be consistent with descriptions of these strategies in two technical 

trading books [13], [ i l l ] .

In the futures markets Volume refers to the aggregate num ber of contracts traded 

in a given period; it is a measure of the combined m arket supply and demand for th a t 

period [119]. Open Interest is the total of purchase commitments outstanding. At 

any time, the purchase commitments or number of contracts “long” is equal to the 

sale com mitments or number of contracts “short” , (see figure 5.1 indicating price, 
volume and open interest)

The expert trader beheves that the changes in the levels of open interest and 

volume acts as a barom eter of the current ‘m ood’ of the m arket, and can be used to  

forecast the future price changes.
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Figure 5.1: Price, Volume and Open Interest for the British Pound
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These relationships between price and volume and open interest movements are 

summarised in a set of rules which the expert trader refers to as the ‘rules of open 

interest and volume’. There are six principal rules. All of these are represented in 

our expert system using the production rule form at (in P O P -11) th a t was introduced 

in the previous chapter. For a listing of aU rules contained in the expert system, refer 
to Appendix B.

The six rules of open interest and volume are:

(E l)  If P r ic e  is high and O p e n  I n te r e s t  is high then the m arket is likely to rise  
(action : BUY)

(E 2) If P r ic e  is high and O p e n  I n te r e s t  is low then the market is likely to  fall 
(action: SELL)

(E3) If P r ic e  is low and O p e n  I n te r e s t  is high then the market is likely to fall 
(action: SELL)

(E4) If P r ic e  is low and O p e n  I n te r e s t  is low then the market is likely to rise  

(action: BUY)

(E5) If P r ic e  is high and O p e n  I n te r e s t  is high and V olum e is high then the 

m arket is bkely to  rise  (action: BUY)

(E 6) If P r ic e  is low and O p e n  I n te r e s t  is high and V olum e is high then the 

m arket is likely to  fall (action: SELL)

A complete set of experiments investigating the effectiveness of these open interest 

and volume strategies to make simulated trading decisions is described in section 5.6.

Note th a t the expert trader has used linguistic terms such as ‘low’ and ‘high’ 

in describing his decision making strategies. W hen asked for an exact quantitative 

definition of these terms, he was unable to provide a precise definition and said tha t 

the reference to a particular am ount of volume or price being ‘high’ or ‘low’ is relative 

to the past values in price and volume. Our clustering technique provides a m ethod 

for converting raw m arket data  (e.g. 1.787 and 20,7980) into symbolic term s such as 

‘low’, ‘m edium ’ and ‘high’ (details of this procedure are presented later in the chapter 
in section 5.3).



5 .2 .2  T ra d in g  R a n g e  B r e a k o u t

A key idea in technical analysis is the notion of ‘support levels’ and ‘resistance 

levels’ of prices [123]. Technical analysts believe tha t when a price rises above or 

‘breaks ou t’ of a particular resistance level then prices will continue to rise. Similarly 

if there is a ‘support level’ in the trading range and the price falls through this level, 

then the price is expected to fall. A simple trading strategy based on this concept 

is to calculate the maximum (minimum) of the last N trading days, and predict a 

rise (fall) in the market if the current price is greater (lesser) than  the maximum 

(minimum) [123]. The rules corresponding to these tactics are:

(E7) If the current price > N  day maximum then price is likely to Hse (action : 

BUY)

(E 8) If the current price < N  day minimum then price is hkely to fa ll (action : 

SELL)

5 .2 .3  M o v in g  A v e r a g e  S tr a te g ie s

Another popular group of technical trading strategies involves tracking the move­
m ents of moving averages of the prices.

The moving average of prices is given by

1 N - l  

i= o

where N  is the number of days, P  is the price and M A t is the moving average on 
day t.

Generally two moving averages are used - a long period (e.g. the moving average 

of the last 200 days’ prices) and a short period (e.g. the moving average of the last 10 

day’s prices). The general idea behind computing the moving averages is th a t they 

smooth the generally volatile time series, and provide an indication of the general 
trend of the m arket [67].

There are several ways [123], [67] of using moving averages for making trading 

decisions. One type of trading strategy is to execute BUY trades when the short
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moving average is higher than the long moving average, and to execute SELL trades 

when the short moving average is lower than the long moving average.

The rules corresponding to these hypotheses are:

(E9) If the sh o r t m o v ing  av e ra g e  is higher than the long  m o v in g  a v e ra g e  

then the m arket is likely to rise  (action : BUY)

(ElO) If the sh o r t m ov ing  av e ra g e  is lower than the long  m o v in g  a v e ra g e  

then the m arket is likely to fall (action : SELL)

A variation of this approach is to execute trades when the moving averages cross 

each other. W ith this strategy a BUY trade is executed at the point when the short 

moving average becomes higher than the long moving average, and a SELL trade is 

executed at the point when the short moving average becomes lower than  the long 

moving average.

The rules corresponding to these hypotheses are:

(E R ll)  If the s h o r t  m o v in g  av e ra g e  crosses the lo n g  m o v in g  a v e ra g e  from 

below then the market is hkely to rise  (action: BUY)

(ER12) If the s h o r t  m o v in g  av e ra g e  crosses the lo n g  m o v ing  a v e ra g e  from 

above then the market is hkely to fall (action : SELL)

All the above moving average schemes are essentially based on measures reflecting 

the difference between the values of the two moving averages. We devise a simple 

measure of this difference,

where SMA is the short moving average, LMA is the long moving average and 

M A diff is the measure of difference between the two moving averages. We devise the 

foUowing trading strategy based on this difference measure:

If the MAdiff is p o s itiv e  then the price is hkely to rise  (action : BUY)

If the MAdiff is n e g a tiv e  then the price is hkely to fall (action : SELL)

A variation of this rule would be to make trading decisions only when the difference 

between the moving averages is large. The corresponding rules for this variation are:
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(E13) If the MAdiff is L A R G E  p o s itiv e  then the price is likely to rise  (action 

: BUY)

(E14) If the MAdiff is L A R G E  n e g a tiv e  then the price is hkely to fall (action 

: SELL)

5 .2 .4  O sc il la to r  M e th o d s

It is generally accepted in the technical trading Hterature tha t while moving av­

erage methods work well when a market is in a definite trend, they perform less well 

when the m arket enters an oscillatory state [67], [99]. Techniques known as oscillator 

m ethods are generally thought to perform well in such volatile markets. The Relative 

Strength Index (RSI) is an example of an oscillator type technical indicator. The RSI 

index is defined as,

U P.m oves.in. N  .trades

The RSI index measures whether a market has been ‘overbought’ or ‘oversold’. 

The principle here is tha t in an oscillatory state the price wiU oscillate around a mean 

value and th a t if the RSI index is very high, then the m arket has probably reached its 

maximum and can be expected to revert to the mean value, i.e. fall. Similarly if the 

RSI is very low, then the market has probably reached the minimum and probably 
win rise again.

The trading rules based on the RSI index are:

(E15) If RSI > 0.75 then the market is likely to fall (action: SELL)

(E16) IF RSI < 0.25 then the market is likely to rise  (action: BUY)

5 .2 .5  V o la t i l i t y  M e th o d s

As described above, the technical trading h terature suggests tha t two different 

types of methods should be used for dealing with different types of m arket behaviour 

- in trending markets to use moving average methods, in oscihatory m arkets to use 

osciUator m ethods [67], [119]. A method to characterise the oscihatory state  of a 

m arket is the volatility of price movements [67]. We define volatiHty as the
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N day standard deviation of the maximum price movement in a day [high — low)

We can now devise rules that combine the moving average methods with volatiHty 

and also rules th a t combine oscillator methods with volatiHty.

The rules th a t incorporate volatiHty are:

( E l7) If volatiHty is low and short moving average > long moving average then 

the m arket is Hkely to rise  (action : BUY)

(E18) If volatiHty is low and short moving average <  long moving average then 

the m arket is Hkely to fall (action : SELL)

(E19) If volatiHty is h igh  and RSI index is high then the market is Hkely to fall 

(action : SELL)

(E 20) If volatiHty is h igh  and the RSI index is low then the market is Hkely to 
rise  (action: BUY)

5 .3  S y m b o lic  D a ta  P re -p ro cessin g

Many of the previously described trading rules, obtained both from the expert 

trader and from technical books, use Hnguistic categories (e.g. low, high, large) to 

describe m arket behaviour. We therefore need a mechanism to convert ‘raw ’ market 

data  — price, volume and open interest — into such Hnguistic symboHc descriptions. 

We have developed a novel, and relatively simple m ethod based on the use of a 

clustering algorithm to convert such data into symboHc Hnguistic descriptions. The 

algorithm is dem onstrated using foreign exchange trading data, but is sufficiently 

general to be appHed to any univariate data set. D ata pre-processed through this 

mechanism are used in the expert system and genetic algorithm in the IN TEN T 
system.

The starting point for the symboHc pre-processing m ethod is for the user to  specify 

Hnguistic ‘labels’. These labels are for the symboHc categories into which the algo­

rithm  win subsequently classify raw data. Examples of these labels are low, medium, 

high and small, m oderate and big. The Hnguistic categories should be specified in an 

increasing order e.g. low -  medium -  high.
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Once the order of the labels are specified, a clustering algorithm is applied to 

the raw m arket data. The clustering algorithm used is the Single Linkage Clustering 

M ethod (SLINK). The SLINK clustering algorithm is in the family of nearest neigh­

bour techniques, which iteratively group data points th a t are nearest to each other 

into clusters. We chose the SLINK algorithm because it is a computationally efficient 

clustering procedure [57], especially compared with neural network clustering m eth­

ods [69], [12]. The issue of com putational efficiency is im portant, as the system needs 

to cluster a large num ber of data  points (approx. 5,000) relatively quickly. A pubhc 

domain im plem entation of the SLINK algorithm w ritten by Stolcke [116] is used for 
aU clustering operations.

A cluster selection algorithm th a t we have devised (see section 5.3.2) is then 

used to search the cluster tree for clusters which may correspond to the hnguistic 

categories. Once these clusters are found and their data  ranges are obtained, unseen 
data  items can then be classified.

5 .3 .1  T h e  S L I N K  C lu s te r in g  A lg o r i t h m

The following is a description of the Single Linkage Clustering algorithm [57] th a t 
is used for clustering the data.

The M  objects will be arranged in order so th a t each cluster is a contiguous 

sequence of objects. The 7th object in this new order will be denoted by 0 (7 ) and 

distance is denoted by D. A gap 0 (7 )  is associated with the 7th object in the order. 

These gaps determine the boundaries of the clusters.

Step 1. Let 0 (1 ) be any object. Let 0 (1 ) =  oo.

Step 2 . Let 0 (2 ) be the object closest to 0 (1 ). Let 0 (2 ) be the distance between
0 (2 ) and 0 ( 1).

Step 3. For each 7(3 <  7 <  M )  let 0 (7 )  be the object, not among

0(1 ), 0 ( 2 ) , . . . ,  0 (7  — 1). T hat is, for some K{1  <  7T < 7 — 1)

D[0(7),0(K)] <7)(J,T),

where J ranges over 0 ( 1 ) , . . . ,  0 (7  — 1) and L ranges over the remaining objects. 

The gap 0 (7 )  is set equal to this minimum distance 0 [0 (7 ) , 0(7C)].
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Step 4. The cluster 0 (L 1) — 0(L 2), containing objects 0 (L 1 ) ,0 (L 1  + 

l ) , . . . , 0 (L 2 — 1) , 0 (L2) is associated with gap G (/) , where (L 1,L 2 ) is the maxi­

mal interval including / ,  such tha t G[J)  < G(I )  for all J  with LI  < J  < L2.

5 .3 .2  C lu s t e r  S e le c t io n

The clustering algorithm returns a tree structure of the clustered items as a Hst 

of Hsts. See Appendix A for an example of the cluster form ation using British Pound 

volume data. The next task is to select clusters th a t correspond to the linguistic 

items. The cluster selection algorithm operates using two main heuristics.

1. The clusters th a t define the linguistic categories will have a larger number of 

data  points than  clusters th a t do not correspond to  the linguistic categories.

2. The clusters corresponding to the hnguistic categories will roughly divide the 

to tal num ber of data points among them.

The algorithm for selecting the clusters is as follows:

1. Order the hnguistic items in term s of increasing value (e.g. low medium high).

2 . Create a slots list (a hst of hsts) where the num ber of elements equals the 

num ber of hnguistic categories and initialise these hsts with zero elements.

3. Calculate the ‘ideal’ cluster length. This is com puted based on the heuristic 

tha t the clusters corresponding to  the hnguistic categories equaUy divide ah the 
d ata  points.

ideal cluster length =  to tal num ber of data  points /  num ber of hnguistic cate­
gories

4. S tart from the root of the cluster tree and com pare the slot hsts with the 
clusters,

IF the cluster has common elements with any of the slots in the slots hst, AND 

the cluster is closer to the ideal cluster length, THEN replace the contents of 
the slot with the current cluster

ELSE

IF there are no common slots THEN,

(a) Find the worst slot from the slots hst (the worst slot is the slot which has 
a maximal length difference from the ideal cluster length)
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(b) IF the current cluster is closer to the ideal cluster than the worst slot, THEN 

replace the contents of tha t slot with the current cluster

5. Repeat 4 until the leaves of the cluster tree are reached.

D efin in g  C lass  B o u n d a rie s  a n d  C lassifica tion

The above described cluster selection process produces a hst of clusters which 

corresponds to the hnguistic categories. The numerical ranges of the clusters corre­

sponding to the hnguistic categories tha t wiU be later used to classify unseen data  

items.

For example, in the case depicted in figure 5.2, the algorithm has chosen the 

medium  cluster with a range between 3100 and 4300, and the high cluster with values 

between 4700 and 5000. An unseen data-item which has a value of 3300 wiU be 
classified as being medium and a value of 4900 wiU be classified as being high.

 Medium-
3100

High
4300 ' ; ' 4700

/  '  \I I \
/  t  \

/  4500 \

^  \
4499 4501

(Medium) (High)

Figure 5.2: The Class Boundaries

5000

For data items falhng between the class boundaries we take the foUowing approach: 

compute the distance between the data-item to be classified and the ranges of the 

clusters, and assign the Hnguistic category of the cluster to which it is nearest.

T h e  S y m b o lic  D a ta  F ile

AU raw data  tha t have been converted into symbohc representations are w ritten 

to a file tha t we refer to as the sym bo lic  d a ta  file. The expert system interpreter
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performs all reasoning operations using data items contained in this file, and not on 

the items contained in the original ‘raw’ market data file.

Each entry in the symbohc data file contains the date followed by the symbohc 

transformations of the price, open interest and volume variables. The last field of a 

particular entry is caUed the current index which is used in addition to the date as 

a unique identifier of tha t day’s trading indicator values.

An example of a section of the symbohc file is;

840104 n egative  n egative negative neutral low  low D O W N  759
840105 n egative  n egative  negative p ositive  low  m edium  U P  760

840106 n egative  n egative negative p ositiv e  low  m edium  U P  761

E xp ert V erification o f Sym bolic P re-processin g

In order to assess the quahty and plausibihty of the symbohc data  pre-processing 

scheme, the sample results from the clustering m ethod were verified by the expert 

trader. D ata from two variables (British Pound price 100 day moving average, British 

Pound open interest 10 day moving average) were presented to the expert trader. 

The samples were chosen from data between 1982 and 1985. For each variable, fifty 
randomly chosen samples consisting of the ‘raw ’ data items (e.g. 1.432) and the

corresponding symbohc representation of tha t variable (e.g. high) were presented. 

At each presentation of the samples the expert was asked to comment w hether the 

symbohc representation was accurate.

For the price moving average data, the expert claimed tha t 44 out of the 50 

samples (88%) were ones tha t he considered as being plausible representations of 

the data. There were six samples where the expert interpretation differed from the 

categories produced by our algorithm. From these six samples four were categories 

th a t were adjoining (e.g. medium as opposed to high, low as opposed to medium).

The open interest data  had a similar expert approval where 42 out of the 50 

samples (84%) were same as the expert classification. Here all the mis-classihed eight 

samples were from adjoining categories.

However, the expert did have a reservation regarding the usefulness of the sym­

bohc pre-processing m ethod over long time periods. He explained th a t the hnguistic 

categories induced from a given data set would only be vahd for a given num ber of
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trading years as the characteristics of the m arkets change over time. For example, 

he said th a t if the hnguistic categories such as low, medium and high were induced 

using volume data over a 3 year period where it had a range between 10,000 and 

50,000 contracts then subsequent classifications of data, say over the next 3 years, 

has to  assume tha t there is a continuity in this volume data range. However, if after 

(say) 6 years, the range of volume is between 60,000 and 100,000, then the previously 

induced Hnguistic categories are not useful in describing the current data.

A potential solution th a t we proposed is to update the derived Hnguistic cate­

gories periodically using the most recent data. For example, if a trading system 

based on IN TEN T is used in real-trading then a suggestion is to update all Hnguistic 

classifications every year or so. This simply involves clustering the most recent X  

years of da ta  and deriving the Hnguistic categories. Again it is advisable to verify 

the derived ranges and samples of symbohc categories from these periodic updates 

through inspection by a domain expert.

5 .4  T h e  E x p e r t S y s te m  A rc h ite c tu r e

We adopt the simplest expert system architecture, with two main components: the 

knowledge base and the in terpreter (see figure 5.3). O ther architectures are possible, 

but this was chosen for simpHcity and efficiency.

T he knowledge base consists of rules representing the previously described tech­

nical trading knowledge (see Appendix B for a fuU Hsting of the knowledge base).

The in terpreter is a simple pa tte rn  m atcher which matches the conditions con­

tained in the rules in the knowledge base with data values contained in the symboHc 

d ata  file. In many cases, however, there wiU be more than one expert system rule 

whose conditions m atch the symboHc data. Therefore a conflict resolution strategy 

has to  be employed for selecting a single rule for execution.

The conflict resolution strategy we use is the heuristic of ‘specificity’ [63]. Rules 

th a t have a greater num ber of conditions are more difficult to satisfy, and are therefore 

preferred to more general rules with fewer conditions. Thus given that one could fire 

either P S z Q h R —̂ S o i P —̂ S ,  one chooses the former, because it takes more of 
the current data  into account.
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Sym bolic Data File

K now ledge B a se Expert S ystem  Interpreter

Decision List

D ecision Evaluation Module

Figure 5.3: The Expert System Architecture

In the following example if both rules A and B fire as their conditions are satisfied, 

then the rule A is selected as it contains more matching conditions than rule B.

[ [A [ open-interest [high] ] [volume [medium]] [price [increasing] ] [action [BUY] ] ]

[ [B [ open-interest [high] ] [price [increasing] ] [action [BUY] ] ]

If there are two rules with equal specificity, then a rule is chosen randomly.

Finally when a rule is selected, the action specified in the consequent along with 

its current index identifier is added to a structure called the dec ision  list. These 

decisions are subsequently analysed by the decision evaluation module.

An example of a decision list is:

[[2018 E l BUY] [2019 E3 SELL] [2020 El BUY] [2025 E2 SELL] [2027 E3 SELL]]

5.5 D e c is io n  E v a lu a tio n

The decisions made by the expert system and other decision modules are evaluated 

by the decision evaluation module. W hen using the IN TEN T system for making 

financial trading decisions, this module contains several criteria for measuring the 

effectiveness of trading decisions.
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As Babock [10] notes, there is no single measure of evaluating the effectiveness of 

trading decisions:

“Like beauty, successful performance of trading systems is in the eye of 

the beholder. Trader A may prefer the system tha t makes the most total 

profits. Trader B may prefer the system th a t has the highest average profit 

per trade. Trader C may prefer the system with the highest percentage of 

winning trades. Trader D may prefer the system with the lowest maximum 
loss.”

We therefore provide a range of performance criteria from Babock [10] and Kauf­

m an [67] to measure the effectiveness of the trading decisions. AU simulated trading 

decisions are made using past data, and the effectiveness of these decisions in financial 

term s is calculated. When the trading decision is to BUY, a user specified amount 

of currencies or other traded commodity is ‘bought’ and is held for user specified

holding period. On the date at the end of the holding period, any profits (if the price
went up) or losses (if the price went down) are calculated. The reverse is true for 

SELL decisions.

In order to make the trading decisions more realistic, a commission of 0 .01% of 

the size of the trade is deducted as transaction charges. This figure is comparable to 

the commissions charged by most trading houses [10] [123].

The foUowing are the trade statistics and evaluation criteria used to evaluate

trading decisions. Most of the criteria are self explanatory.

T ra d in g  P e r io d : The total length of simulated trading in years.

T o ta l N u m b e r  o f C losed  T rad e s: The to tal num ber of trading decisions made in 

the trading period.

T o ta l N u m b e r  o f P ro f ita b le  T rad e s

T o ta l N u m b e r  o f L osing  T rad es

P e rc e n ta g e  o f P ro f ita b le  T rad es

T o ta l P ro f it  o r Loss: This is total profits or losses made during the whole trading
period.

In i t ia l  C a p ita l: This is the total capital invested at the beginning of the trading 
period.

C a p ita l  a f te r  tra d in g : This is the toted capital at the end of the trading period.
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A v e ra g e  G a in s  ( P /L )  p e r  T ra d e : This is the total profit or loss at the end of the

trading period divided by the total number of trades.

L a rg e s t P ro f ita b le  T ra d e  

L a rg e s t L osing  T ra d e  

A v e ra g e  P ro f ita b le  T ra d e  

A v e ra g e  L osing  T ra d e

M a x im u m  D raw d o w n : This has been defined as the total amount lost in the max­

imum number of consecutive losses.

P e rc e n ta g e  o f B u y  S ignals: This is the percentage of Buy trades executed from 

the to tal number of trades.

P e rc e n ta g e  o f  P ro f ita b le  B u y  tr a d e s

P e rc e n ta g e  o f P ro f ita b le  Sell t r a d e s

T o ta l R a te  o f  R e tu rn  ( p e r  y e a r  ): This is annual rate of return on the initial 

capital.

S ta n d a rd  D e v ia tio n  o f th e  g a in s  p e r  t r a d e

5 .6  S im u la ted  T rad ing

We assess the performance of the expert system (and other decision modules 

in IN TEN T) by performing simulated  trades using past trading data. Trades are 

performed using data  from two currency m arkets - the British Pound (US dollars 

against the Found) and the Deutschmark (US dollars against the Deutschmark). 

The raw data for each m arket consists of the opening price, highest and lowest price 

for the  day, and the closing price. These prices are for the ‘spot’ cash prices and not 

the price of the futures contract for these currencies. The to tal open interest and 

to ta l volume for the futures contracts trading in these currencies are also used. We 

used data  for both currencies from 1982 to 1992.

Trading indicators (moving averages etc.) are firstly calculated from the data 

between 1982 to 1985 (see figure 5.4). These calculated indicators are then sent 

to th e  clustering algorithm and the ranges for the linguistic categories are obtained. 

Trading indicators from aU data from the beginning of 1985 to the beginning of
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1992 are then calculated and then subsequently classified into hnguistic categories 

(symbohc descriptions).

Calculate Indicators C lassify data Into sym bolic and fuzzy term s

1982 1985 1987 1992

Cluster and find Apply ES & Apply ES with all se lec ted  rules
se lec t  good

linguistic category  

ranges

Figure 5.4: D ata Ranges for Processing

Symbolic da ta  from the beginning of 1985 to the beginning of 1987 are used to 

make the expert system trading decisions. All rules are individually used to make 

trading decisions, and the performance of each rule is evaluated. Rules th a t have 

performed well in this period are then selected (by selection criteria described below) 
and are collectively applied to data between the beginning of 1987 and the beginning 

of 1992.

5 .6 .1  R u le s  a n d  S y m b o l ic  P r e - p r o c e s s in g

There are a to tal of forty rules in the Expert System consisting of transform ations 

of the twenty expert system rules (E 1-E20) described earlier in this chapter. A fuU 

fisting of the rules can be found in Appendix B.

From these twenty rules there are an infinite num ber of rules that can be derived 

depending on the num ber of days th a t are used to calculate the indicators. For 

example, in Rule E9,

(E9) If the s h o r t  m o v in g  a v e ra g e  is higher than  the long  m o v in g  av e ra g e  

then the m arket is likely to rise  (action : BUY),

there is a variety of legitimate days th a t one can use to compute the ‘short’ 

and ‘long’ Moving Averages (MA). One, five, and ten days are commonly used to 

calculate the short moving average while fifty, one hundred and two hundred days
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are commonly used to calculate the long moving average. Similar choices have to be 

made in calculating aU indicators featured in the rules E l to E 20.

We have selected a set of configurations for these indicators which were considered 

reasonable by the domain expert. The full fisting of the days used to calculate the 

indicators and their possible (symbolic) states are given in section B .l in Appendix

B.

5 .6 .2  E x e c u t in g  T r a d e s

Simulated trading is performed in the following manner. W hen the expert system 

makes a trading decision, the trade type (BUY or SELL) and an identification index 

(current index) is added to the dec ision  list. AU trades are executed at the opening 

of the day and the data  used for model inputs consists of information up to the 

previous day’s close. ^

The decision fist is then sent to the Decision Evaluation module for evaluation. 

The holding period for each trade is ten days. AU trading calculations s tart from 
the initial capital of $100,000, and aU returns are re-invested for further trading. In 

order to make the simulations more realistic, a commission of 0 .01% for each trade is 

deducted. If another trading signal occurs while there is a trade in progress, then any 

such signal is ignored. This is common practice in the assessment of trading systems 
[10].

5 .6 .3  R u le  S e le c t io n

The criteria for selecting rules from the initial test period (1985-1987) are quite 

straightforward. There are two criteria which a successful rule must satisfy:

• More than  55% of aU trades should be profitable.

• The average gains per trade should be greater than $200.

^Open interest and volume are usually reported one day later than the price information. In 
order to make our trading more realistic, the last open interest and volume figures we use are the 
ones reported one day before the trading day.
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The criterion of at least 55% of trades being correct was suggested to us by the 

expert trader who thought that this figure, as a rule of thum b, was the minimum 

for an acceptable trading system. The criterion of the gain of an average trade 

being at least $ 200 is suggested by Babock [10] and is determ ined by considering 

adm inistrative costs of trading organisations.

5 .6 .4  R e s u l t s  

B ritish  Pound

Simulated trading statistics for all the forty rules (E l -  E40) for trading the 

British Pound between 1984 to 1987 are displayed in tables C l to 08  in Appendix

C. Rules tha t have no associated results have not been fired during this period of 
simulated trading.

The following rules passed the criteria for selection: E l, ElO, E19, E20 , E22 , 

E25, and E38. That is, only 17.5 % of the ehcited rules were valuable enough for 

further consideration (a more complete discussion of the results is presented in the 

next section).

These seven selected rules have then been apphed collectively to unseen data be­

tween 1987 and 1992. The results of applying these rules in this period are presented 

in Table 5.1. The Equity Graph for the selected Expert rules between 1987 and 1992 

is displayed in figure 5.5.

D eu tschm ark

The simulated trading statistics for all the forty rules (E l -  E40) for trading the 

Deutschmark between 1984 to 1987 are displayed in Tables C9-C16 in Appendix C.

The following rules passed the criteria for selection: E l, E9, E15, E17, E19, 

E25, E27, E38. T hat is, only 20 % of the ehcited rules were accepted for further 
consideration

The selected eight rules have then been apphed to unseen d a ta  between 1987 and 

1992. The results are presented in table 5.2 and the corresponding equity graph is 

presented in figure 5.6.
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Expert System Performance BP (87-92) 
Equity x 10^
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Figure 5.5: BP Expert- Equity Curve Selected Rules (87-92)

Expert System Performance DM (87-92) 
Equity x 10^
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Figure 5.6: Deutschmark Expert - Equity Curve Selected Rules (87-92)
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5 .6 .5  D is c u s s io n

Of the seven selected expert system rules trading the British Pound (between 

1984 and 1987) the best performing rules (E l, ElO, E25) are the strategies tha t use 

the moving average differences  as described in section 5.2.3. (see Appendix C for 

the rule performance tables). The two best rules (E l and ElO) incorporate all three 

types of technical information of price, open interest and volume. Most Oscillator 

rules and volatihty rules performed poorly apart from one single rule (E38). None of 

the Trading Break strategies appeared to work with this particular data set.

In trading the Deutschmark (between 1984 and 1987), half of the best performing 

rules (E l, E9, E25, E27) are, in effect tactics tha t use the moving average differences. 

Unhke the case of the British Pound trading, here one Trading Break strategy (E15) 

performs weU, achieving roughly the same percentage of correct trades (68%), as the 

methods of moving average differences. Here too, on average, the oscillator rules and 

volatihty rules performed poorly.

The im portant comparison of results should however be made on the performance 

of all the selected Tvles on unseen  data from 1987 to 1992. As presented in Table 5.1, 

results for the British Pound are good with 57.8 % of trades being correct and the 

average gains per trade being $ 449.5. The results for the Deutschmark using aU the 

selected rules on unseen data  (1987-1992) are not as good with 53% of trades being 

correct and the average gains per trade being $122.2 .

We presented these results to the expert trader and asked for any possible ex­

planations of the differences in performance between the British Pound and the 

Deutschmark. An explanation he offered was th a t the Deutschmark has been ex­

tremely volatile during particular periods in the testing period (1987-1992) as a re­

sult of German unification, and tha t this may have had caused particular indicators 

to be less effective in predicting the future direction.

There are difficulties in comparing our results with other pubhshed studies because 

other studies have used different time periods for testing. We nevertheless discuss 

these as it may give a general indication of the general performance of trading systems 

for foreign exchange trading.

Kaufman [67] obtains an average of 53% correct trades by trading the British 

Pound (1970-1979) using a modified moving average crossover approach. This same 

method produces about 52.2 % correct trades when used with Deutschmark data.
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Our results for the British Pound are about 4% better and are roughly the same for 

the Deutschmark.

Babock [10] has tested eight different technical trading methods for trading the 

Swiss Franc and the Japanese Yen. The prim ary methods he uses are moving average 

methods and trading break methods. He does not discuss any experiments on trading 

of the British Pound or the Deutschmark. Babock’s systems produce between 38% 

and 47% profitable trades for the Swiss Franc and between 33% and 50% profitable 

trades for the Japanese Yen.

Although Babock’s results are very poor with a decision making quality of less 

than tossing a coin, Babock [10] qualifies these results by referring to the general 

nature of trend following systems. The claim is tha t even though trend following 

systems have low percentages of correct trades, the correct trades they make have 

significantly larger gains than the small losses tha t incorrect trades produce. This is 

typically achieved by using ‘stop-loss’ mechanisms. An example of a simple stop loss 

mechanism is the canceUing of a trade when more than 1% of the equity has been 

lost. W hen a trend-following system makes a correct trade the profits are left to 

accrue, until the trade appears not to make any further progress.

It must be noted th a t the trading systems methodology to achieve the above 
quoted results are publicly available. Because of this reason these studies may not 

be totally representative as there are hundreds of proprietary trading systems whose 

performance figures and methodologies are not disclosed.

We therefore ideally need further criteria to assess our system ’s performance. A 

good criterion of evaluation is a comparison with the performance of a hum an trader 

making trading decisions. It is hkely tha t a human trader will draw upon a large 

reservoir of experience and knowledge to  make his decisions, and may use a num ber of 

checks and methods th a t he would not disclose. In Chapter 9 we describe the method 

and results of such an empirical investigation into human trading decision making. 

The expert trader is asked to make trading decisions using the same data  used by the 

IN TEN T system and his performance is measured using the same evaluation criteria. 

The above expert system results are then discussed with respect to the expert trader 
performance.

There are several proposed extensions to the symbolic pre-processing mechanism 

detailed in this chapter. As evident from the expert verification of symbolic data 

items, in a small num ber of cases the algorithm does not produce classifications that
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are congruent to the expert descriptions. In order to overcome these situations the 

expert can be provided with a ‘hnguistic data range editor’ where the data  ranges 
found by the algorithm can be presented to expert and he or she can adjust the ranges 

if it is felt necessary. Such a modification facihty will be especially useful in areas 

such as medical diagnosis where experts often disagree on qualitative descriptions of 
domain data [42].

Another approach to modify the data  ranges would be to use inductive techniques 

to find the optimum data ranges for hnguistic categories. As detailed in C hapter 7, a 

genetic algorithm can be used to induce decision making rules using past (symbohc) 

data. The genetic algorithm could also be set up to search for optimal adjustm ents 

to the symbohc data ranges produced by the clustering algorithm. Such a two level 

search, adjustm ents to the definition of the symbohc term s and decision-making rules 

based on these adjusted terms would, however, be computationally very expensive.

W ith respect to our three strands of hybrid processing, the expert system module 
features in two strands: the expert-fuzzy-genetic and multiple model. In the expert- 

fuzzy-genetic strand the genetic algorithm is used to induce rules tha t the expert 

system  can use. A detailed description of the hnks between the expert system and 
the genetic algorithm wiU be presented in Chapter 7.

In the multiple model strand, the expert system results are combined with the 

results of other modules to produce aggregated decisions. Details of this intercom m u­

nicating hybrid and comparisons of expert system performance with other modules 

in the multiple model strand are presented in Chapter 9.
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Trading-Period-Years 5.04
Total-Closed-Trades 102.0
Total-Proft-Trades 59.0
Total-Losing-Trades 43.0
P ro fita b le -T ra d e s -p c n 57.84
Total-Gains-$ 45856.8
Initial-Capit al-$ 100000.0
Capital-After-Trading-$ 145857.0
A v -G a in s -p e r-T ra d e -$ 449.58
M ax- P roft- Trade- $ 7083.35
Max-Losing-Trade-$ -5780.96
Av-Proft-Trade-$ 2292.87
A V- Losing-Trade- $ -2079.59
Maximum-Drawdown-$ -8806.43
Buy-Signals-pcn 71.56
Profit-Buy-Trades 58.90
Profit-SeU-Trades 55.17
Return-per-year-pcn 7.77
Std-Dev-of-PL 2697.15

Table 5.1: British Pound Expert AU Selected Rules (87 - 92)

Trading-Period-Years 5.04
Total-Closed-Trades 93.0
Total-Proft-Trades 50.0
Total-Losing-Trades 43.0
P ro fita b le -T ra d e s -p c n 53.76
Total-Gains-$ 11366.3
Initial-Capital-$ 100000.0
Capital-After-Trading-$ 111366.0
A v -G a in s -p e r-T ra d e -$ 1 22 .2 2
M ax-P roft-Trade-$ 7475.17
Max-Losing-Trade-$ -6530.46
A V- P roft-Trade- S 1742.32
Av-Losing-Trade-$ -1761.62
Maximum-Drawdown-$ -13945.4
Buy-Signals-pcn 100
Profit-Buy-Trades 53.76
P rofi t-S eU- Trades 0
Return-per-year-pcn 2.15
Std-Dev-of-PL 2247.71

Table 5.2: Deutschmark Expert AU Selected Rules (87 - 92)



Chapter 6 
The Fuzzy System

This chapter presents: the arguments fo r  using fuzzy processing; a clus­
tering based method to derive fuzzy membership functions; the trading 
knowledge represented as fuzzy rules; the fuzzy reasoning procedures; the 
defuzzification procedures; and finally, test results fo r  simulated trading in 
two currency markets.

6.1 T h e  R a tio n a le  for F u zzy  P r o c e ss in g

In the previous chapter we discussed a symbohc pre-processing scheme based on 
clustering to derive Hnguistic classifications. However, one of the problems th a t is 

present in this m ethod of classifying data  items is the sudden shift o f class m em ­
bership. In the fuzzy logic parlance, the boundaries between the classes is sharp or 

‘crisp’.

Medium-
3100 4300 4700

High
5000

4500

4499
(Medium)

4
4501

(High)

Figure 6 .1: The Class Boundaries

To illustrate this, consider the following example where the class m e d iu m  has a 

range between 3100 and 4300 and the class h igh  has a range between 4700 and 5000. 

Let us consider the situation where a data item falls between these classes. If the 

data  item  has a value of 4499 then this item is closer to the ‘m edium ’ cluster, and 

therefore is classified as medium. If it has a value of 4500 then the classification is 

either medium or high as it is equidistant from both classes. A random choice wiU

108
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have to be made in this case. If value is 4501, then it is closer to the high cluster and 

therefore it wiU be classified as high.

Thus, although the data points 4499 and 4501 are very close to each other, they 

have distinct class memberships. However, from a perspective of expert knowledge, 

the expert finds no such artificial jum ps between these close values. If the expert 

considers 4499 to be a medium  value for open interest, the values 4500 and 4501 wiU 

also be considered as medium values.

Such ‘crisp’ boundary definitions are common to almost all expert systems. For 

example in a medical expert system a production rule may say,

IF  body tem perature rises > 39 C THEN prescribe the new medicine

For this rule to fire, the condition specified in the antecedent has to be satisfied 

exactly — even if the body tem perature is 38.999 the rule wiU not fire. This property 

of requiring all input data  to have ‘exac t’ matches with the stored production rules 

is a m anifestation of the brittleness problem described in Chapter 3,

A part from this anomaly of sudden class-membership jum ps between clusters, 

there is also a mis-match with expert experience in the case of class membership 

within the cluster ranges. Let us take the cluster which has the range from 4700 to 
5000 and has been identified as corresponding to the class high. In this case a data  

point which is at the beginning of the cluster range, say 4702, is of the same intensity 

of high as a da ta  point which is 4999. However from an expert’s perspective the two 

da ta  items do not have the same weighting — one data  item is more high than the 

other.

Conventional expert systems do not have any machinery to deal with such ‘nearby’ 

or ‘fuzzy boundary’ situations. We therefore tu rn  to fuzzy systems, which can deal 

with information th a t has poorly defined boundaries, and investigate their effective­

ness in financial decision-making.

Fuzzy Sets, as introduced in C hapter 2 , were invented by Zadeh as a response to 

the exact type of problem described above; to extend clearly dem arcated sets to have 

interm ediate or graded memberships. Fuzzy systems provide a mechanism to assign 

meaning to ‘non-exact’ information, and a method to reason with such information.

The starting-point for our fuzzy system is the clustering process introduced in 

the previous chapter, which produces clusters corresponding to specified Hnguistic
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categories. The aim of the fuzzy system module is to “fuzzify” , or blur the bound­

aries of these linguistic categories, and to perform fuzzy reasoning on this “fuzzified” 

knowledge.

6 .2  D efin in g  th e  F u zzy  S e ts

The process of defining fuzzy sets is an extension of the symbohc pre-processing 

procedure described in the last chapter. As stated  in Section 5.3.2, the cluster se­

lection algorithm selects clusters th a t correspond to specified hnguistic categories. 

However as pointed out earher in this chapter, these hnguistic boundaries are ‘crisp’ 

and one needs a mechanism to effectively smooth these hnguistic boundaries. We 

achieve such smoothness by defining triangular fuzzy membership functions using 

the cluster ranges as ‘anchor points’ (described in detail below).

We wih iUustrate our fuzzy membership definition process starting with cluster 

ranges obtained from the cluster selection algorithm corresponding to low, medium 

and high derived from volume (V) data (see figure 6.2).

Let the fuzzy sets of volume, V , be Vi = low, V2 = m edium , V3 =  high. We 

define the range of the fuzzy membership functions to be between 0 and 1.

Membership

1

m

0

medium highlow

Figure 6 .2 : The Membership Function Definitions
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Let Cl be the midpoint of the first set Vi (low), let C2 be the midpoint of the 

middle set V2 (medium), and C3 the m idpoint of the set V3 (high).

We use the following algorithm for defining the shapes of the fuzzy sets:

If it is the first set, it has a trapezoidal shape where the hne opposite the base 

and the Hne opposite the right angle take values corresponding to fuzzy memberships. 

The Hne opposite the base has a membership fi = 1 where v <=  c%.

The Hne opposite the right angle joins the base at the mid point of the next set

(C2). The membership in this section fi = {c2 — û ) /(c 2 — Ci).

If the set is a middle set then the membership wiU be defined as a triangle where

the vertex has a membership fi= l  at a point perpendicular to the midpoint. The two 

sides of the triangle join the midpoints of the two adjacent fuzzy sets. The upward 

slant is calculated by fi = [v — Ci)f [02 — Ci). The downward slant is calculated by 

— (^ 3  — ' ^ ) / ( c s  — C2 ) .

If the set is the last set, then the membership has a trapezoidal shape where the 
Hne opposite the right angle joins the base at the m idpoint of the previous set and 

joins the Hne perpendicular to the base at the mid-point of the set. The membership 

in this section is fi = {v — C2)I{c^ — C2) . The Hne opposite the base has a membership 
fi = 1 where v > =  C3.

6 .2 .1  T h e  U n iv e r s e  o f  D is c o u r s e  a n d  F u z z i f ic a t io n

The universe o f discourse in fuzzy systems is the to tal range of values th a t a 

particular Hnguistic variable can take. It is over this range th a t fuzzy sets are defined. 

In our m ethod, the minimum value of the universe of discourse corresponds to the 

minimum value in the cluster with the lowest values and the m aximum corresponds 

to the maximum value in the highest cluster.

We discretise the universe of discourse (UoD) into equal segments to simpHfy 

the com putations involved in fuzzy reasoning. In the foUowing appHcations we have 

discretised the UoD into an arbitrary num ber of (13) equal segments or bins.

For example, if the variable volume, V, has chosen clusters with a range between 

911 contracts to 4491 contracts, then the thirteen corresponding bin ranges are;
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[911.0— 1186 1186— 1461 1461 —  1737 1737— 2012 2012— 2287 2287— 2563 2563— 2838 
2838— 3114 3314— 3389 3389— 3664 3664— 3940 3940— 4215 4215— 4491]

Referring to the fuzzy set definition in figure 6 .2 , and the above universe of dis­

course, a volume value of 912 wiU have a membership of 1 for the low fuzzy set, and 

a membership of 0 for the fuzzy sets medium  and high. Similarly a volume value of 

4490 will have a membership of 1 for the high fuzzy set. An example of definitions of 

the degree of memberships for all three fuzzy sets for the above discretised thirteen 

ranges are:

[[low [1.0 1.0 1.0 0.8 0.6 0.5 0.3 0.1 0.0 0.0 0.0 0.0 0.0]]

[medium [0.0 0.0 0.0 0.1 0.3 0.4 0.6 0.8 0.9 0.6 0.4 0.1 0.0]]

[high [0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 0.5 0.8 1.0]]]

Once the definitions for the fuzzy sets are obtained, classifying a new raw data 

item  into fuzzy values is straightforward. Classifying a new value involves looking 

up the corresponding range (bin) in the discretised universe of discourse and then 

looking up the corresponding fuzzy values from the defined fuzzy sets. For example 
taking the above Volume data  and fuzzy definitions, suppose th a t we need to find 

the fuzzy values for the data  item  of 2000 contracts. First the corresponding bin is 
found in the UoD — the bin range is the 1737-2012 bin (the fourth bin). Then the 

fuzzy values are obtained by looking up fuzzy sets corresponding to this bin range.

These fuzzy values are: 0.8 low, 0.1 medium and 0.0 high. These fuzzy values are 

represented in IN TEN T as:

[[low 0.8] [medium 0.1] [high 0]]

E x p ert V erification  o f F uzzy V alues

Similar to the verification of the symbolic data pre-processing scheme by the 

domain expert, the fuzzy data  pre-processing schemes were also verified. D ata from 

the same two variables used in the expert system verification (British Pound price 

100 day moving average, British Pound open interest 10 day moving average) were 

presented to the expert trader. The samples were chosen from data  between 1982 

and 1985. For each of the two variables, fifty randomly chosen samples consisting of 

the ‘raw ’ data  items (e.g. 1.432) and the corresponding fuzzy representation of th a t 

variable (e.g. [[low 0.0] [medium 0.1] [high 0.9]] ) were presented to the expert.
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The expert rem arked th a t he found the verification of the  fuzzy variables more 

difficult than  the verification of symbolic d a ta  item s. He rem arked th a t although the 

higher resolution of having weightings in several categories (e.g. [[low 0 .0] [medium

0.1] [high 0.9]]) was technically more accurate than  having a single category (e.g. 

high), he was more used to  classifying m arket behaviour using the  simpler single 

category classification.

For each sample presented the expert was asked to m ake subjective classifications 

of the raw d a ta  into the three fuzzy categories w ith appropriate weightings. Of 

the fifty samples of price moving average data, 23 samples had identical weightings 

to ones produced by our algorithm  (in all th ree categories). Because of the  higher 

resolution in the fuzzy classifications such a relatively low hit ra te  can be expected. 

If the  tolerance of comparison is increased to w ithin 0.2 of fuzzy m em berships, then 

the  expert approval rises to  45 samples out of 50 (90%). Using the open in terest da ta  

the  expert approval (using the 0.2 tolerance) was 41 samples out of 50 (82%).

6 .2 .2  T h e  F u z z y  K n o w l e d g e  B a s e

The fuzzy knowledge base consists of the decision making knowledge th a t is rep­

resented as If-T hen  rules.

A rule Rj^i in the fuzzy knowledge base may be expressed as,

Rj^i : If u is Vj and p is Pi then cp is TDj^i

where j  = I, ..m , I = 1 , ..n

A typical collection of rules in the fuzzy knowledge base are;

F I. If V olum e(y) is high AND P rice(P ) is low TH EN  the trading decision {TD)  

is BUY

F 2 . If V olum e(y) is low AND P rice(P ) is high TH EN  the trading decision {TD)  

is BUY

F3. If Open Interest (0 7 )  is low AND p rice(P ) is low TH EN  the trad ing  decision 

( T D )  is SELL

We represent such rules using the same syntactic struc tu re  used to  represent the 

rules in the  expert system. The above rules will be represented as:
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[ [FI [ volume [high] ] [price [low]] [action [BUY] ] ]

[ [F2 [ volume [low] ] [price [high]] [action [BUY] ] ]

[ [F3 [ open-interest [low] ] [price [low]] [action [SELL] ] ]

The identifier ‘F ’ denotes tha t the rule is a fuzzy rule.

D efin in g  M em b ersh ip  Functions for th e  R ule C onseq u en ts (d ecisions)

The fuzzy membership functions for the antecedents (e.g. volume is high, price is 

low) of the above rules is derived from the clustering-based m ethod described earher.

The membership functions for the antecedents, the decisions, (buy or seU) are 

defined heuristicaUy. The trading decisions are defined as having a range of [—3,+3] 

where the negative values indicate a SELL decision while the positive values indicate 

a BUY decision (see figure 6.3). A membership function, DO-NOTHING, reflecting 
the decision not to trade has also been defined. The numerical values indicate the 

level of confidence of the decision (e.g. —2.9 a definite SELL decision, —0.8 a less 

definite SELL decision).

The Membership function for Trading Decision (TD) is TDi\

UoD [-3.0 -2.0 -1.0 0.0 +1.0 +2.0 +3.0]

TDi SELL [1.0 0.8 0.2 0.0 1.0 2.0 3.0]

TD 2 DO-NOTHING [0.0 0.2 0.8 1.0 0.8 0.2 0.0]

T D 3 BUY [0.0 0.0 0.0 0.0 0.2 0.8 1.0]

6 .2 .3  F u z z y  R e a s o n in g  a n d  D e fu z z i f ic a t io n

We follow M amdani and Assihan [81], and use their compositional rule of inference 

to perform the fuzzy reasoning operations. We also use the Centre 0/ Area m ethod [11] 

as the defuzzification procedure to obtain the final result. These particular methods 

were chosen because of their success in modelling a range of decision making tasks

[83].

The top level algorithm for fuzzy reasoning and defuzzification is as follows:
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Sell
Do-Nothing
Buy

Membership

+2 +33 ■2 0 + 11

Figure 6.3: Trading Decision M embership Function

1. For a new unclassified data item find the fuzzy membership in the different 

hnguistic terms.

2 . Compute the firing strength (a ) of each fuzzy rule by finding the minimum 

membership of the antecedents of the rule.

3. Compute the rule effectiveness for each rule by taking the pairwise minimum 

between the firing strength of the rule and the membership of the rule conse­

quent.

4. Repeat steps 2 and 3 for aU rules and create the rule effectiveness matrix.

5. Compute the fuzzy union over the rule effectiveness m atrix  by finding the m ax­

imum value over each column.

6 . Defuzzify and obtain the final result by the centre of area m ethod.

The antecedents of rules in the fuzzy system have expressions which are connected 

through the logical connective AND. The calculation of the ‘firing streng th’ (a ) of a 

fuzzy rule involves finding the fuzzy intersection (AND) of the membership functions 

of the antecedents. Let /x be the membership of a fuzzy set. The fuzzy intersection 

(AND) operation of the fuzzy sets Vj and Pi is defined as,

Fuzzy AND =  min ( /xp,)



116

The firing strength of a rule a  is therefore,

= min ( /XV,, /ip,)

Let us take an example to illustrate this operation;

FI: IF volum e(y) is medium AND price(P) is high THEN trading decision 

price(TD ) is BUY

Let the new data  items be n =  2000 and p = 1.34. Let their corresponding fuzzy 

membership values, Vj, Pi be;

Vj, [low 0 .8 7 ] [med 0 .1 2 ] [h ig h  0]

Pi, [low 0 .1 ]  [med 0 .8 ]  [h ig h  0 .3 ]

The firing strength, alpha is,

a i= m in  ([medium 0 .1 2 ] , [h ig h  0 .3 ] )  =  0.12

The next step is to com pute the effectiveness of the rule, T by taking the 

pairwise minimum between the firing strength of the rule (a ) and the elements in the 

membership of the corresponding rule consequent.

Taking the rule F I, the corresponding rule consequent membership function is the 

SELL membership function. Therefore,

The Rule effectiveness =  m in (a i,  TD ^)

= m in (0 . 1 2 , T D 3)

=  m in(0 . 1 2 , up [0 0 0 0 0 .2 .8  1] )

= [ 0 0 0 0 0  0 . 1 2  0 . 1 2  0 . 12]

The above process of finding the rule effectiveness is repeated for all the three 

rules in the fuzzy rule base forming the m atrix of rule effectiveness.

The rule effectiveness m atrix  =  [0 . 0  0 . 0  0 . 0  0 . 0  0 . 1  0 . 1 2  0 . 12]

[0 .0  0 .2  0 .0  0 .4  0 .0  0 .1 2  0 .3 ]

[0 .0  0 .0  0 .3  0 .0  0 .0  0 .5  0 .1 2 ]

Each rule in the fuzzy rule base is connected to other rules by a fuzzy union (OR)

connective. The fuzzy union operation is defined as:
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Fuzzy OR =  rnajc ( /xv ,̂ /ip,)

Therefore the fuzzy OR operation is performed on the rule effectiveness m atrix 

by taking the maximum over each column. Let T D ' be the result of this operation.

T D ' = max(/xTD) =  [0 0 . 2  0 .3  0 .4  0 . 1  0 .5  0 .3 ]

D efuzzification

Since the consequent for the complete set of rules T D '  is a, fuzzy subset which 

assigns different membership values to all Trading Decisions (TD ), it is necessary 

to get the crisp value of trading decisions to know w hether it is positive (BUY) or 

negative (SELL). The commonly used ways to get a crisp output value are the i) max 

criterion, ii) the mean of maximum, and (iii) the centre of area m ethod [75]. We have 

used the centre of area method which is analogous to finding the centre of mass in 
a compound object. The algorithm takes the summation of aU the fuzzy sets (the 

rule effectiveness matrix) and finds centre of influence. The centre of area m ethod is 

defined as:

EILi T D ' T D j

where n  is the number of discrete ranges (bins) of the universe of discourse. As 

mentioned before we have used n =  13 in our experiments. The final result is a scalar 

value which has a range corresponding to the universe of discourse of TD ( — 3 to +3). 

If the final scalar value is between +1 and +3 the recommended decision is to Buy , 

for values around 0.0 do nothing, and between —1 and —3 the recommended decision 

is to Sell.

Users can define their specific cut-off points. For example, a conservative user 

may specify values only above + 2.8 as Buy decisions, while another user may specify 

values above +1.5 as Buy decisions.

In our example, taking the above T D '  vector, and the Uod for the consequent 

TD, the final crisp result ( TDk)  will be;

_  (0 * - 3 )  +  (0.2 * - 2 )  +  (0.3 * - 1 )  +  (0.4 *0) +  (0.1 * 1) +  (0.5 * 2) +  (0.3 * 3) 
0 +  0.2 +  0.3 +  0.4 +  0.1 +  0.5 +  0.3

=  0.72
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6 .3  S im u la ted  T rad in g

We assess the performance of the fuzzy system in the same way as the expert 

system was assessed — by performing ‘sim ulated’ trades using past trading data. We 

used the same trading data  — the British Pound and the D eutschm ark — and the 

same periods for evaluation.

Trading indicators (as in the expert system) are firstly calculated from the data  

between 1982 and 1985. These indicators are next used by the clustering algorithm 

to obtain ranges for the hnguistic variables. Trading indicators from data  from the 

beginning of 1985 to the beginning of 1992 are then converted to fuzzy values. T hat 

is, their fuzzy memberships are calculated using the fuzzy membership algorithm 

described previously.

Fuzzified data  from the beginning of 1985 to the beginning of 1987 are used to 

make the fuzzy system trading decisions. Twenty eight fuzzy rules are individually 
used to make trading decisions, and the performance of each rule is evaluated. Fuzzy 

rules which have performed well in this period are selected (using the same criteria 

used to select expert system rules described in C hapter 5 section 5.5) and apphed to 

data between the beginning of 1987 and the beginning of 1992. In this test period, 

the fuzzy knowledge base consists of all the selected fuzzy rules. T hat is, during this 

period the effects of ah the selected fuzzy rules are aggregated to produce the trading 

decisions.

6 .3 .1  R u le s  an d  F u z z y  P r e - p r o c e s s in g

There are a to tal of 28 rules in the Fuzzy System consisting of transform ations of 

the twenty rules E 1-E 20 described earher in the previous chapter. A fuU hsting of 

the fuzzy rules can be found in Appendix B.

6 .3 .2  E x e c u t in g  T r a d e s

A Buy trade is initiated when the final defuzzified value is greater than  T2.2 (the 

m aximum is +3.0). A SeU trade is initiated when the final defuzzified value is less 

than -2.2 (the minimum is -3.0). These values have been chosen arbitrarily and due to 

time constraints we have not experim ented with different values for these. A possible
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extension would be to autom ate the selection of these values by the use of a genetic 

algorithm using past data.

As in the expert system, when a trade is initiated it is added to the trades hst. All 

trades are executed at the opening of the day and the decision models use information 

until the previous days’ close as inputs. Each trade in the trades Hst is kept open for 

ten days and the resulting financial gain or loss on the capital invested is calculated. 

If another trading signal occurs while there is a trade in progress, then such signals 

are ignored. For each trade a commission of 0 .01% of the capital is deducted.

The criteria for selecting rules from the initial test period (1985-1987) are the 

same as used to select rules in the expert system which was described in the previous 

chapter. AU trading calculations are done using a $100,000 initial capital, where aU 

returns are re-invested for further trading.

6 .3 .3  R e s u l t s

Simulated trading statistics for aU the 28 fuzzy rules (F l - F28) for trading the 
British Pound between 1984 to 1987 are displayed in tables D .l to D .6 in Appendix 

D. The corresponding results for the Deutschmark are displayed in tables D.7 to

D.12 in Appendix D.

The following rules passed the above criteria using British Pound data  from 1985 

to 1987: F l, F5, F 6 , FlO, and F12. T hat is, only 17.8 % of the ehcited rules passed 

the evaluation criteria. For the Deutschmark data  14.2% of the ehcited rules (F9, 

F13, FT5, F26) were acceptable by the selection criteria.

These selected rules have then been apphed collectively to unseen data  between 

1987 and 1992. The results of applying the British Pound selected rules in this period 

are presented in table 6.1 and the Deutschmark results are presented in table 6.2.

The corresponding Equity Graph tha t can be drawn after applying the selected 

rules to British Pound data between 1987 and 1992 is presented in figure 6.4 and 

the Deutschm ark graph is presented in figure 6.5.
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Figure 6.4: British Pound Equity Curve Selected Fuzzy Rules (87-92)

Fuzzy System  Performance DM (87-92) 
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Figure 6.5: Deutschm ark Equity Curve Selected Rules (1987-1992)



121

6 .3 .4  D is c u s s io n

In contrast to the best performing expert system rules, the m ajority  of best per­

forming fuzzy rules (3 out of 5) trading the British Pound (between 1984 and 1987) 

are rules th a t use the oscillator type trading approach. There were two selected fuzzy 

rules (F l and FlO) which were fuzzy versions of the best performing rules presented 

in the expert system module (E l and ElO). None of the fuzzy rules th a t incorporate 

volatility appeared to work with this particular data set. (see Appendix B for a fuU 

listing of the selected fuzzy rules)

In trading the Deutschmark, 75% of the selected fuzzy rules (F9, F13, F15) were 

fuzzy versions of selected expert system rules. And all these three rules used the 

moving average differences tactic. Here too, on average, the volatility rules performed 
poorly.

As in the case of assessing the expert system performance, the im portant com par­

ison of the fuzzy system results should be made on the performance of all the selected 

rules on unseen data from 1987 to 1992. As presented in table 6 .1, results for the 

British Pound are very good with 64.34% of trades being correct and the average 

gains per trade being $618.21. The results for the D eutschm ark using all the selected 

fuzzy rules on unseen data (1987-1992) are less good with 55.2% of trades being cor­

rect and the average gains per trade being $140.3. This follows a similar pattern  as 

the expert system results where the British Pound results were generally be tte r than 

the Deutschmark results. As stated  in the previous chapter, a possible explanation 

offered by the expert trader for these differences was the extrem e volatihty in the 

Deutschmark in the test period.

The selected fuzzy rule results were better than the selected expert system results, 

confirming our hypothesis th a t the fuzzy system may yield be tte r trading results due 

to its abihty to deal with ‘brittleness’ as m entioned in C hapter 4. The fuzzy system 

on average (taking both the British Pound and D eutschm ark) was 59.77% correct 

compared with an average of 55.8% for the expert system. On the average gains per 

trade the fuzzy system on average yielded $379.25 compared with $285.85 for the 

average expert system performance.

Unfortunately we cannot compare our fuzzy system results with pubhshed studies 

on fuzzy trading, as there is a scarcity of such studies. The only study we know of on 

fuzzy trading is by Yuize et al [52], and they do not discuss any performance figures.



122

However, comparing with K aufm an’s [67] expert system studies on foreign exchange 

trading th a t were mentioned in the previous chapter, the fuzzy system is b e tte r than  

the 53% rate for the British Pound and the 52.2% rate  for the Deutschm ark. In 

C hapter 9 we wiU again discuss these fuzzy system results in comparison w ith the 

performance of a human trader trading currencies over the same test period.

As with the symbohc data pre-processing scheme, the fuzzy pre-processing scheme 

also has Hmitations with regard to the usefulness of the fuzzy categories over time. 

If over time the ranges of the underlying raw data  change, then the derived fuzzy 

categories would not be vahd to describe the current data. As with the symbohc 

data  pre-processing scheme a possible solution is to periodically derive new fuzzy 

membership functions using the most recent data. In order to increase the confidence 

in these derived ranges these should be ideally verified by a domain expert.

Further, if the expert is provided with a ‘fuzzy membership editor’ modifications 

to ranges of the membership functions can be easily made if it is felt necessary. 
Another extension may be to aUow the expert to modify the smoothness of the 

fuzzy membership functions. We have used triangular functions in our simulations 

but a choice of Gaussian functions could be provided to an expert within a fuzzy 
membership editor.

Further research is needed to evaluate w hether domain experts are comfortable 

with the concept of fuzzy membership functions thus allowing the possibility of judg­

m ental revisions. As previously mentioned, our domain expert was not th a t com­

fortable in classifying raw data items into weightings of three different linguistic 

categories. It appears as if the expert has a feel for when a data  item is less of (say) 

low and more of medium  but finds it difficult and tiresome to articulate such descrip­

tions. Further, it is not clear whether experts may have difficulties or preferences in 

specifying other param eters such as the choice of (say) triangular functions over (say) 

Gaussian functions.

As with the expert system, the fuzzy system features in two out of the three 

strands of hybrid processing. In the expert-fuzzy-genetic strand, the function- 

replacing hybrid, the genetic algorithm is used to induce rules th a t the fuzzy system  

can use. These mechanisms wih be discussed in detail in the next chapter.

The fuzzy system also features in the multiple model hybrid which is an intercom­

municating hybrid in our classification scheme. Details of this hybrid are presented in
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Chapter 9. Here decisions from all the different modules (expert system, fuzzy sys­

tem, genetic algorithms and neural networks) are aggregated to produce composite 

decisions.
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Trading-Period-Years 5.04
Total-Closed-Trades 115.0
Total-Proft-Trades 74.0
Total-Losing-Trades 41.0
P ro f ita b le -T ra d e s -p c n 64.34
Total-Gains-$ 71094.4
Initial-Capit al-$ 100000.0
C apit al- After- Trading- $ 171094.0
A v -G a in s -p e r-T ra d e -$ 618.21
Max-P roft-Trade-$ 8238.33
Max- Losing- Trade- $ -6494.82
Av-Proft-Trade-$ 2252.69
Av-Losing-Trade-$ -2331.81
M aximum-Drawdown-$ -9370.45
Buy-Signals-pcn 75.65
Profit-Buy-Trades 65.51
Proht-SeU-Trades 60.71
Return-per-year-pcn 11.24
Std-Dev-of-PL 2826.26

Table 6 .1: British Pound Fuzzy AU Selected Rules (1987 -  1992)

Trading-Period-Years 5.04
Total-Closed-Trades 98.0
Total-Proft-Trades 54.0
Total-Losing-Trades 44.0
P ro f ita b le -T ra d e s -p c n 55.2
Total-Gains-$ 13749.4
Initial-Capital-$ 100000.0
C apit al- After- Trading- $ 113749.4
A v -G a in s -p e r-T ra d e -$ 140.3
M ax-Proft-Trade-$ 5768.46
Max-Losing-Trade-$ -7124.83
Av-Proft-Trade-$ 1842.57
A V- Losing- Trade- $ -1796.73
Maximum-Drawdown-$ -15748.9
Buy-Signals-pcn 100.0
Profit-Buy-Trades 55.2
Profit-SeU-Trades 0
Return-per-year-pcn 2.5
Std-Dev-of-PL 2320.97

Table 6 .2 : Deutschm ark AU selected Fuzzy rules (1987-1992)



Chapter 7 

The Genetic Algorithm s

This chapter presents: Packard’s system for complex data analysis; im ­
plementation and extensions to Packard’s system; the representation o f 
rules and the genetic algorithm cycle; the symbolic and fuzzy modes o f 
operation; expert knowledge as seeds for the genetic algorithm; feedback to 
permanent expert and fuzzy rule bases; and finally test results fo r  sim u­
lated trading in two currency markets.

7.1 In tr o d u ctio n

In chapter 4, we discussed the required properties of an intelligent trading system; 

autom ated knowledge acquisition, abihty to cope with brittleness, continuous learn­

ing, the ability to produce transparent decision models, and the ability to incorporate 

expert knowledge. The expert system module described in chapter 5 can provide an 
explanation of its reasoning and can incorporate expert knowledge. The fuzzy system 
satisfies three requirements: abihty to cope with brittleness, abihty to explain and 

the abihty to incorporate human knowledge. The outstanding requirem ents are the 

abihty to autom ate the knowledge acquisition process and to enable the system to 

learn continuously while it is in operation.

The aim of any machine learning procedure is to search a given feature space 

to find relationships between the classification variable (dependent variable) and the 

features (independent variables) [127]. For many real world problems the search space 

is so large tha t ‘brute-force’ exhaustive search techniques wiU take an unacceptably 

large am ount of time to find a good solution. For example, in our financial trading 

problem, if one uses an exhaustive search technique, the num ber of states one wiU have 

to explore is 3®°. This is calculated by taking 50 variables (50 technical indicators), 

each having 3 states (e.g. low, high, medium).

A possible route to tackling such combinatorial search problems is to devise tech­

niques th a t attem pt to find approximate solutions rather than  attem pting to find the 

optimal solutions [134]. We have used an approxim ate reasoning technique, a genetic 

algorithm , to induce the trading decision-making knowledge. The genetic algorithm

125
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essentially finds relationships between the states of the technical trading indicators 

and ‘good’ trading decisions.

The genetic algorithm we use is an extension of an algorithm developed by Packard 

[93] for complex data analysis. We have extended Packard’s scheme to allow the 

induction of production rules and to allow the discovery of fuzzy rule bases (see 

section 7.3 for more details). Before discussing our extensions, we use Section 7.2 to 

introduce and detail Packard’s original algorithm.

7.2 P a ck a rd ’s S y s te m  for C o m p le x  D a ta  A n a ly s is

Packard’s genetic algorithm [93] can be viewed as a model searching mechanism  

which searches a very large space of possible models to find a good set of models th a t 

can capture underlying regularities of the given system being modelled. Packard has 

used this algorithm to optimise the allocation of resources in adm inistrative decision 

making and has also used the algorithm for forecasting chaotic time series [93].

There are three main components in Packard’s modelling system.

1. A code or representation scheme for the models

2. A mechanism to evaluate the usefulness (fitness) of the models

3. A mechanism to generate new models

7 .2 .1  D a t a

Let us assume the data to be a collection of pairs (x , y) ,

( (x i , . . . ,  Xn), y) = {x,y)

where each x is a set of independent variables (features) and where y is the cor­

responding dependent variable (classification variable). Both the independent and 

dependent variables have to have discrete states, and if the source is continuous the 

values have to be discretised or ‘binned’.

The aim of the algorithm is to search for states of the independent variables, x, 

which on the average have a high correlation with particular desired states of y, the 

dependent variable. The induced patterns will take the form of a set of hypotheses
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or models, each of the form, “when some subset o f the independent variables satisfy 

particular conditions, a certain behaviour o f the dependent variable is to be expected. ” 

In a m arket forecasting context, the dependent variable will typically be a future 

(discretised) state of the system such as ‘the m arket in 10 days (UP or D O W N)’ and 

the independent variables will be (discretised) states of technical trading indicators 

such as ‘Relative Strength Indicator low^ and ‘Volume high’ etc.

W hen the algorithm is used in a forecasting context, Packard describes the algo­

rithm  as ‘searching for pockets of predictabihty’. It is assumed th a t the m ajority of 

the search space is in fact non-predictable, and the algorithm attem pts to fit models 

to the predictable parts (pockets) of the search space. This non-predictabihty can be 

due to external (m easurem ent) noise, dynamical noise (chaotic behaviour), or lack of 

sufficient data  [93]. In contrast to most other learning techniques such as regression, 

neural networks or other machine learning approaches, this algorithm does not fit a 

global function  to the data. Instead it is finding models th a t work well ‘locally’ in 

particular parts or pockets of the search space. The models derived by the algorithm 
are typically ‘incom plete’ in the sense th a t a prediction is made only i f  the conditions 

of the model are satisfied. Therefore it is possible th a t for most inputs (values of r ) ,  

there may be no prediction as the conditions o f the induced models would not have 
been satisfied (see figure 7.1).

In the trading context, one is using the model to discover BUY, SELL trading 

decisions depending on the states of technical trading indicators. The models or con­

ditional patterns will be derived from using past trading data. Once these models are 

induced, current m arket data  wiU be m atched against them  and only if the conditions 

specified by the models are satisfied will a trading decision be made. Thus, in fact, 

most of the time a trading decision-making model derived by this means will not 

make any decision to trade, but will trade only when it matches a pattern  discovered 

from past trading data.

7 .2 .2  R e p r e s e n t a t io n  o f  M o d e ls

The representation of models or conditional sets in Packard’s system is in the fa- 

mihar disjunctive normal form  [127], which specifies relationships between entities in 

term s of AND, OR relations. A conditional set or model contains as many ‘condition 

positions’ as there are independent co-ordinates, n, identifying each of them  with one 

of the co-ordinates. Each ‘condition position’ will be allowed to take on either a value
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X for classification

MODEL

Best guess for y 
(conditions satisfied)

No prediction 

(conditions not satisfied) 

Figure 7.1: Model for Classification

of *, indicating no condition is set for the corresponding co-ordinate, or a sequence of 

numbers ( c i , . . .  , c&) indicating O R ’ed values of the corresponding co-ordinate. For 

example,

(*,(5, 9), * ,* ,7 ,* ,* )  ~  Xc

indicates tha t the conditional set Xc will be true if the second co-ordinate has a 
value of either 5 or 9, and the fifth co-ordinate has a value of 7. It will ignore the 

values of the other co-ordinates.

7 .2 .3  S e a r c h in g  for P o c k e t s  o f  P r e d ic t a b i l i t y

If the aim of the algorithm is to find good models or conditional sets, then there 

m ust be a mechanism for evaluating the goodness or ‘fitness’ of a given model. This 

means to find the level of correlation between the states of the independent variables 

and the target dependent variable.

Let Nc be the to tal num ber of points in the conditional set Xc (the set of points 

th a t satisfy all the specified conditions). We then construct our empirical estim ate of 

the conditional probability distribution of y  values given the values of z E where 

Nc is the number of points in Xc. 6{y — y') is I if y = y' and 0 otherwise.

Pc{y)  =  ^  ^ i y -  y')
 ̂ (x.y)GX.

Packard [93] also introduces a ‘devaluing’ operator to guard against the building 

of conditional sets th a t have very small numbers of data  points in them , and hence
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to reduce the effects of statistical flukes. A term  proportional to ^  is introduced to 

achieve this devaluation.

The fitness F{c)  of a model or conditional set with the devaluation operation is 

therefore defined as

f ’c(y) =  Pc{y) -  

where a  is a param eter to adjust the dependence on Nc.

7 .2 .4  T h e  G e n e t ic  A lg o r i t h m

The mechanism to generate new conditional sets or models in Packard’s system 

is via a standard kind of genetic algorithm. The genetic cycle is:

1. Initiahse the population with a random  set of conditional sets.

2 . Calculate the fitness of each conditional set via the fitness evaluation procedure 
described above.

3. Discard a fraction of the population with low fitness, and replace the deleted 

members with alterations of the remaining population, using the genetic oper­
ators.

4. Repeat 2 and 3 until good conditional sets are found.

The m utation operators Packard uses are;

1. Picking a new co-ordinate * (a l,a2)

(* ,(5 ,9 ), * ,* ,7 ,* ,* )  (* ,(5 , 9), * ,* ,7 , *,3)

2. Deleting a co-ordinate

(* ,(5 ,9 ), * ,* ,7 ,* ,* )  (* ,(5 ,9 ) ,* ,* ,* ,* ,* )

3. Changing a co-ordinate

(*, (5,9), *, *, 7, *, *) —> (*, (5,9), *, *, 2, *, *)

Crossover operations are performed preserving the positions of the conditional 

sets. For example, the two conditional sets C l and C2 may produce the new condi­

tional sets C3 and C4.
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C l ( * ,  ( 5 , 9 ) , * , * j 7 ,* ,* )  (73 (* , (2 ,3 ) ,* ,3 ,7 ,  * ,*)

C2(*,  (2 ,3) ,  3, *, *, 4) C4(*, (5 ,9),  7, *, 4)

7.3 Im p le m e n ta tio n  an d  E x te n s io n s  to  P a ck a rd ’s 

S y s te m

Although Packard has not referred to his system as a Classifier System, architec­

turally it is very similar to a Classifier System. If one replaces the term  ‘conditional 

codes’ with production rules, one essentially gets a classifier system as described in 

C hapter 2. A departure from the traditional classifier system [59] is the lack of 

chains of inferences and the associated credit assignment mechanisms [59]. In con­

trast, Packard’s system evaluates each rule individually, thus shifting the emphasis 
from finding a ^set of good classifiers’ to finding ‘good individual classifiers’.

The first extension to Packard’s system we have made is to implement it in a 

production rule form. In implementing we use the same production rule structure 

used to represent knowledge in the Expert System and Fuzzy System modules. The 

adoption of a common syntactic structure to also represent the Genetic Algorithm 

knowledge allows a variety of flexible knowledge feedback mechanisms (discussed in 

detail in Section 7.6).

The second extension to Packard’s system is the discovery of fuzzy  models. The 

definition of fuzzy rules in fuzzy systems, Uke the construction of expert systems, is 

time consuming and error prone. We therefore use the genetic algorithm not only to 

find good sets of ‘symbohc’ rules (analogous to expert system rules), but also to find 

good sets of fuzzy rules. As mentioned in Chapter 6 , it is the interaction of several 

fuzzy rules th a t give the fuzzy approach its power, and therefore we use the genetic 

algorithm not to  find individual rules but to find good rule bases or collections of 
fuzzy rules.

The th ird  extension to Packard’s system is the use of the genetic algorithm to 

augm ent existing knowledge in perm anent Expert or Fuzzy rule bases. Rules which 

have been induced by the genetic algorithm are compared with existing rules in the 

expert or fuzzy rule bases, and if the rules are sufficiently dissim ilar  to existing
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rules then the new rules are added to the respective knowledge bases. This approach 

can be viewed as enhancing existing expert or fuzzy systems by the addition of new 

knowledge to the knowledge specified by an expert. This m ethod can be used as a 

process to add new knowledge (possibly due to changing operating conditions) to an 

existing expert or fuzzy system while it is in operation.

7 .3 .1  R u le  R e p r e s e n t a t io n

An example of our representation is as follows; let our dependent variable (target 

variable) be price-in-5-days with two possible decision states: buy or sell.

For example if we choose three independent variables to be used for the genetic 

search process — oi-rsi-14 , ma-large-1-20 and price volatility 20 (see Appendix B 
for an explanation of the abbreviated variable names). Oi-Rsi-14 has three possible 
states, [low medium high], ma-large-1-20 has two possible states, [yes no] and price 

volatility has three possible states, [low medium high].

An example of a representation of a production rule is,

[ [oi-rsi-14 [medium]] [ma-large-1-20 [no]] [price-volatility [high] 
[action [BUY] ] ,

which says “/ /  the oi-rsi-14 is medium  and ma-large-1-20 is no and the price- 

volatility is high TH EN

In order to be consistent with the knowledge representation scheme in the Expert 

and Fuzzy Systems, each term  is connected via a conjunctive (AND) relation only. 

Disjunctive relations (OR) are not allowed within a rule, but are assumed over the 

set of rules. Again as in the expert and fuzzy systems, if a term  has no expression 

within it, e.g. oi-rsi-14 [], then th a t term  is not evaluated.

7 .3 .2  T h e  G e n e t ic  A lg o r i t h m

Our im plem entation of the genetic algorithm cycle has the following seven stan­
dard steps.

1. Initiahsation of a population of (random) Rules.

2 . Evaluation of fitness of each Rule in the population.
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3. Selection of parent Rules for alteration.

4. Creation of new Rules by Crossover and M utation operators.

5. Deletion of the old rule population.

6 . Creation of a new population by inserting altered rules and the fittest rules.

7. Go to 3 until a satisfactory rule(s) is found or a specified num ber of iterations 

have been completed.

R ule In itia lisa tion

The variables for each rule in the population (each represented as a list) are 

initialised with randomly chosen values which are looked up in a reference table 

(feature-hst) which stores each variable’s permissible states. For example for the 

variable oi-rsi-14, the reference table (feature-hst) is looked up and from the three 

permissible states [low medium high], one state is randomly chosen. (Refer to Ap­

pendix B for the fuU hsting of the f e a t u r e - l i s t . )

R ule E valuation

Each rule in the population is evaluated using Packard’s fitness evaluation function 

Fc{y) described in Section 7.2.3. We set the term  a  to be 15. This means th a t any 

rule tha t has a ‘catchm ent area’ of less than  15 data points will be penahsed notably 

more strongly than  one with support from more points. This reduces the chances of 

the algorithm ‘mining’ small statistically insignificant data  pockets.

The following is an example of the fittest rules. Each population member is 

followed by the num ber of the member and the fitness value.

[[[price-up-down. []] [oi-up-down []] [current-oi-class [low]] [action [BUY] ] 3 0 . 5 1 9 3 5

[[price—ap-down [notrend]] [oi—up-down []] [current-oi-class [low]] [action [SELL]]
30  0 . 4 9 9 4 3 2 ]

[[price-up-down []] [oi-up-down []] [current-oi-class [high]] [action [BUY]] 6 0 . 4 8 6 0 2 4 1

[[price-up-down [notrend]] [oi-up-down []] [current-oi-class [low]] [action [SELL]]
21 0 . 4 8 0 9 9 6 ]
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[[price-up-down [up]] [oi-up-down []] [current-oi-class [low]] [action [SELL]] 17 

0.477792] ]]

At this stage of rule evaluation we also select a portion of the fittest members 

from the current population for inclusion in the next new population. T hat is, all the 

members are ranked in term s of their fitness and a small num ber of the fittest rules 

(w ithout dupHcates) are selected.

P arent Selection

Once the fitness for each rule has been estabhshed, we use the roulette wheel 

selection procedure [30] to select the best ‘paren t’ rules for alteration. We have not 

experim ented with any other parent selection schemes, and this particular scheme was 

chosen because of its proven effectiveness in solving a variety of real world problems

[30].

The purpose of this scheme is to give more reproductive chances, on the whole, to 
those population members tha t are the most fit. Although this selection procedure is 

random , each paren t’s chance of being selected is directly proportional to its fitness. 
This process over a number of generations will drive out the least fit members and 

contribute to the spread of the genetic m aterial of the fittest population members. As 
we later delete the old population, the num ber of rules we select via this procedure is 

the to tal population size (typically 50) minus the num ber of fittest members chosen 

earher.

There are three steps in the Roulette Wheel Parent Selection Procedure [30]:

1. Sum the fitness of all the population members.

2 . Generate N , a random number between 0 and the to tal fitness.

3. R eturn the first population m em ber whose fitness, added to the fitness of the 

preceding population members, is greater than  or equal to N .

R ule A lteration : C rossover and M u ta tion

The rules th a t are returned by the Roulette Wheel procedure are then altered via 

the crossover and m utation operators to create new rules.
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The crossover operation swaps the conditions of rules with other conditions of 

other rules, at the same conditional locations. The crossover rate  (C r) which is 

set by the users determines the probabiHty of a crossover operation occurring at a 

particular conditional point.

If there are two population members (chromosomes) c l, c2 ,

cl : [oi-rsi-14 [high]] [ma-large-1-20 [yes]] [action [BUY] ]

c2; [oi-rsi-14 [low]] [ma-large-1-20 [no]] [action [SELL ]

the effect of crossover can result in forming the following two new rules C3 and

C4;

c3: [oi-rsi-14 [low]] [ma-large-1-20 [yes]] [action [SELL] ]

c4: [oi-rsi-14 [high]] [ma-large-1-20 [no]] [action [BUY] ]

There are three m utation operators in the system. The probabihty of a m utation 

operation being apphed is determined by the user-specified m utation rate M . The 

three m utation operators are:

1. Picking a new co-ordinate

ma-diff-1-20 [] —> ma-diff-1-20 [negative]

2 . Deleting a co-ordinate

ma-diff-1-20 [positive] ma-diff-1-20 []

3. Changing the value of a co-ordinate

ma-diff-1-20 [negative] ma-diff-1-20 [neutral]

7 .4  T h e  S y m b o lic  M o d e

Our genetic algorithm operates in two modes: the symbohc mode and the fuzzy 

mode. We shall now discuss the way the symbohc mode operates and Section 7.5 wiU 

detail the operation of the fuzzy mode.

In the symbohc mode, the data th a t are used for inducing decision-making rules 

are ‘symbohc’ data as was used in the Expert System. These symbohc data items 

were derived by the clustering algorithm explained in C hapter 5.
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The reasoning m ethod used in the symbohc mode of the genetic algorithm is 

also the same as used in the expert system. T hat is, all the conditions present in 

the antecedent of a rule have to be m atched e x a c tly  with domain data (data  in 

the symbohc file) for the rule to be fired and for the decision specified in the rule 

consequent to be executed.

7 .4 .1  C o m p le x i t y  F it  E s t im a t io n

As with any rule induction algorithm, the appropriate complexity fit [127] for the 

genetic algorithm has to be found. TypicaUy in decision tree and rule induction 

algorithms, too many nodes or rules with too many conditions may overfit the data, 

leading to low training set errors but high true error rates. Similarly, in the case of 

neural networks if there are too many hidden units there is an increased flexibihty in 
the network to fit the data. The aim should therefore be to select the right complexity 

of the rule base or network which has captured the characteristics of the data but 

has not overfitted the training data.

The genetic algorithm finds new ‘fitter’ rules as it proceeds through the processing 

cycle. As the algorithm iterates, the rules it finds wiU be increasingly specific to the 

training set and wiU perform poorly on data outside the training set. We follow 

Weiss [127] and use a train-and-test approach to find the correct complexity fit. 

Weiss suggests dividing an available sample into three data  sets: train, vahdation and 

testing. At each iteration, classification error rates (training set error and vahdation 

set error) for the decisions made by the whole rule base is obtaiined. The error measure 

we use is the percentage of correct trading decisions.

As the rules get increasingly specific to the training set, the error on training 

set continues to fall, while the error in the vahdation set falls and at some point 

begins to increase again. Weiss [127] identifies such turning points as having the 

right level of complexity for solving the problem at hand. Figure 7.2 contains a 

graph depicting the errors on the training and vahdation sets. Although the error 

rates should be ideally calculated using a TV-fold cross-validation approach, we have 

used a single train-and-test partition because the genetic learning procedure is very 
time consuming.
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The selected rule base at error turning points is subsequently tested  on completely 

unseen data. Decisions made by this rule base is then evaluated by the decision 

evaluation module.

Error rates on Training and Validation set
classification error

train error
70 valid error
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50
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iterations x 10

2.50 0.5 1.5 2 3

Figure 7.2: Classification error on the training and validation set

However, it m ust be noted th a t this m ethod for determining the stopping condition 

is not perfect. If one looks at figure 7.2 one can see th a t the turning point is not 

entirely clear. There are at least two points in the graph where there are such turning 

points. We have used an entirely ‘visual’ approach to selecting such turning points 

after producing graphs of these error curves. As the genetic rule discovery approach 

is com putationally intensive, one does not have the luxury (at least with the current 

im plem entation and hardware) to run for a much larger num ber of cycles than  we 

have explored in this part of the work.

7.5 T h e  F u zzy  M o d e

In Chapter 6 we have examined the use of fuzzy reasoning mechanisms for trad ­

ing decision making. As we mentioned in tha t C hapter, the prim ary m ethod for



137

constructing fuzzy rule bases is by eliciting rules from domain experts, which is ex­

pensive and error prone. Recently there have been several investigations into the use 

of neural networks for learning fuzzy rules from domain data  [83], Our approach can 

be viewed as a similar fuzzy rule extraction m ethod, but with the diiference of using 

genetic algorithms. This we beheve is an im portant extension to Packard’s system.

The data the system uses in this mode is Tuzzihed’ data  (using the algorithm 

in section 6 .2) and the reasoning procedure it uses is the fuzzy reasoning procedure 

introduced in Chapter 6 (the compositional rule of inference). There is a very large 

number of possible fuzzy models th a t can be constructed using a given set of variables. 

We use the genetic algorithm as a mechanism to search through the very large space 

of possible fuzzy models (rule bases) to find a set of good fuzzy models (rule bases). 

As described in Chapter 6 , it is the aggregation effect of all fu zzy  ru le s  (all of which 

may partially m atch the data) tha t results in the fuzzy system ’s ability to deal with 

brittleness. Therefore, unhke in the case of the previous symbohc mode where we use 

the GA to find good individual rules, we now use the GA to find good collections of 
rules {fuzzy rule bases).

The genetic algorithm representation is different in this mode in th a t it now has a 

population of rule bases as opposed to a population of rules. The aim of the algorithm 

is to find good rule bases consisting of good predictive rules.

An example of two members , G F l and G F2 (each rule base having 4 rules) of a 

rule population are :

[GFl [raa-diff-l-20-fuzzy [positive]] [oi-rsi-14-fuzzy [high]] [action [UP]]

[ma-diff-l-20-fuzzy [negative]] [oi-rsi-14-fnzzy [low]] [action [DOWN]]

[ma-diff-l-20-fuzzy [positive]] [oi-rsi-14-fuzzy [medium]] [action [UP]]

[ma-diff-l-20-fuzzy [positive]] [oi-rsi-14-fuzzy [high]] [action [UP]] ]

[GF2 [ma-diff-l-20-fuzzy [positive]] [oi-rsi-14-fuzzy [high]] [action [DOWN]] 

[ma-dilf-l-20-fuzzy [negative]] [oi-rsi-14-fuzzy [high]] [action [DOWN]] 

[ma-diff-l-20-fuzzy [neutral]] [oi-rsi-14-fuzzy [low]] [action [UP]]

[ma-diff-l-20-fuzzy [neutral]] [oi-rsi-14-fuzzy [high]] [action [UP]]]
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The evaluation of each member is performed as follows. Each rule base is firstly 

sent to the fuzzy reasoning algorithms in the fuzzy system. There the compositional 

rule of inference is apphed and the final crisp result is obtained (refer to C hapter 6 

for details). As defined by the universe of discourse of trading decisions, this result 

wiU have a range [—3, +3] (values close to  —3 indicate a SELL decision, values closer 

to +3 indicate a BUY decision). We then apply the same threshold as used in the 

fuzzy system to infer the final decision (values < —2.2 SELL, values > + 2.2 BUY).

After this, the Packard’s fitness evaluation procedure (as detailed in section 7.2.3) 

is apphed and the fitnesses of the rule bases are computed. T hat is, for each fuzzy rule 

base the fitness of its decisions are calculated where Nc are data  entries th a t return  

values beyond the specified fuzzy threshold (values < —2.2 SELL, values > + 2.2 

BUY).

We use the same complexity fit estim ation procedure used in the symbohc mode, 

where errors in a vahdation set are monitored. At the error turning points the fittest 

fuzzy rule base is selected and then apphed on unseen data. The resulting decisions 

are then evaluated by the decision evaluation module.

The crossover and m utation operators have been modified to take account of the 

different structure of the population members. Crossover can occur both within an 
individual rule base as weU as with members th a t are in a different rule base. The 

m utation operation is unchanged with the difference th a t the m utation probabihty 

rate is now apphed to a rule base rather than an individual rule. The fitness ranking 

and parent selection mechanisms are the same as in the Symbohc Mode detailed in 

Section 7.4.

7.6 F eed b ack  M ech a n ism s

There are two main methods by which the genetic algorithm interfaces with the 

expert and fuzzy systems (see figure 7.3). The first is the use of geneticaUy derived 

rules as additions to the expert and fuzzy systems. The second involves presenting 

expert or fuzzy rules as ‘seeds’ for the genetic algorithm.
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Figure 7.3: Genetic Feedback Mechanisms

7 .6 .1  F e e d b a c k  t o  E x p e r t  a n d  F u z z y  S y s t e m s

The first feedback mechanism is the transfer of genetically derived rules to the 
expert and fuzzy systems. If one views the expert and fuzzy systems as being ‘per­

m anent’ knowledge bases, then this method opens a way to add new genetically 

discovered knowledge. In this sense the mechanism can be seen as a m ethod tha t can 
augment human derived knowledge with machine generated knowledge. From our 
hybrid classification perspective (set out in Section 3.3) this mechanism is a function  

replacing hybrid where the genetic algorithm replaces the function of domain experts 

in specifying knowledge for expert and fuzzy systems.

This process can be used in either the symbohc mode or fuzzy mode. If the mode 

is symbohc, then rules which are selected (the selection criteria is described below) 

augment the expert system knowledge base. In the fuzzy mode, genetically derived 

fuzzy rule bases are used to augment the knowledge base in the fuzzy system.

The mechanism of rule selection is, however, common to both  modes. Firstly, G A 

induced rules are selected by the same cross-vahdation m ethod described earher. The 

rules are then tested over unseen data. The rules th a t perform weh in this test set 

are then cohected for possible feedback to the perm anent expert or fuzzy knowledge 

bases. The additional criterion for selecting rules from this set of rules is tha t rules 

tha t are most ‘dis-sim ilar’ to the perm anent expert or fuzzy rule base should have 

the highest chance of being added. The heuristic rationale behind such a selection is
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th a t it encourages a diverse perm anent rule base which may respond well to a variety 

of different conditions.

The mechanism for detecting similarity is im plemented as follows:

1. Take two rules, one from the perm anent expert or fuzzy rule base and the other 

a genetically induced one.

2 . Consider conditional positions in the two rules. If the conditions m atch, increase 

the similarity count by one.

3. Repeat Step 2 for all the rules in the perm anent rule base and sum aU the 

similarity counts for all rules.

4. Repeat Steps 2 and 3 for all the selected genetic rules.

5. Put the genetic rules into a decreasing order of similarity as assessed by our 

counting scheme for determining similarity.

6 . Add the rule(s) with the lowest similarity counts to the perm anent knowledge 

base.

A fuU example of this rule comparison mechanism is presented in section E .l in 

Appendix E.

7 .6 .2  E x p e r t  K n o w le d g e  as S e e d s  for t h e  G e n e t i c  A lg o ­

r i th m

A mechanism tha t can potentially speed up the genetic search processes in general 

is the introduction of good ‘seeds’ or starting points for the algorithm. Powell [34] 

have dem onstrated this in the domain of engineering design optim isation where they 

have used expert knowledge (in rules) as starting points for the algorithm.

We take a similar approach to Powell and use expert rules as seeds for the genetic 

algorithm. Our genetic algorithm is essentially searching through a very large decision 

space, and if expertise corresponds to good solutions, i.e. good regions of this space, 

then a search process starting from such regions may have a be tte r chance of finding 
good solutions.
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As we have used the same syntactic rule structure throughout the system, it is 

easy to use either expert system rules (when the GA is in the Symbolic Mode) or 

fuzzy system rules as seeds (when the G A is in the Fuzzy Mode).

This process of using expert derived knowledge as seeds for the GA can also be 

used as a knowledge refinement process. T hat is, an expert decision m aker can input 

knowledge in the form of rules and allow the GA to find rules th a t are similar (near 

the same region in the decision space) but which are potentially b e tte r than  the 

original rules.

This type of faciHty can be very useful if the decision maker w ants to refine 

‘hunches’ about possible relationships. The decision maker can input a particular 

rule and the genetic algorithm will then evaluate it and modify it over many cycles 

and may produce a rule tha t does a be tte r job of capturing the behaviour th a t the 

decision maker is looking for.

The exact mechanism of introducing an expert rule into the GA is very simple. 

It is to include the expert rules as a m ember(s) of the initial population. If there 

are N  population members and E  expert rules, then the initial population consists 

o{ [N  — E ) randomly initialised rules plus E  expert rules.

7 .7  S im u la ted  T rad in g

As in the previous modules, simulated trading is carried out using data  from two 

currency m arkets — the British Pound and the Deutschmark.

The training data  sets consist of Symbolic and Fuzzy data  from the beginning of 

1984 to  the beginning of 1987 (84/01/05 -  87/01/02). Rules and Rule bases induced 

from this period are tested on the validation set which consists of da ta  from the 

beginning of 1987 to the beginning of 1988 (87/01/03 -  88/01/04). The selected 

rules and rule bases (at the point of overfitting) are then tested on unseen data  from 

the beginning of 1988 to the beginning of 1992 (88/01/05 -  92/01/02).

7 .7 .1  T h e  S y m b o l ic  M o d e

We have conducted two sets of experim ents in using the genetic algorithm in the 

symbolic mode. We have separated all the symbohc variables into two sets (A  and



142

BP-Symbolic-(Set A)
Trading-Period-Years 4.03
Total-Closed-Trades 91.0
Total-Proft-Trades 52.0
Total-Losing-Trades 39.0
P ro f ita b le -T ra d e s -p c n 57
Total-Gains-$ 14278
Initial-Capital-$ 100000.0
Capital-After-Trading-$ 114278
A v -G a in s -p e r-T ra d e -$ 156.9
Max-Proft-Trade-$ 6617.47
M ax- Losing- Trade- $ -6186.19
Av-Proft-Trade-$ 1872.11
Av-Losing-Trade-$ -2126.55
Maximum-Drawdown- $ -8864.71
Buy-Signals-pcn 26.37
Proht-Buy-Trades 62.5
Profit-SeU-Trades 47.76
Return-per-year-pcn 3.4
Std-Dev-of-PL 2531.67

Table 7.1: British Pound Symbolic (A) (1988-1992)

B). The set A roughly corresponds to the moving average difference variables, while 

the set B corresponds to the oscillator type variables (see Section 5.2). In each set the 

genetic algorithm is used to find rules in the solution space spanned by the variables 
given in th a t set. For a fuU listing of variables in set A and set B, refer to appendix

E.

The rules discovered by the genetic algorithm for the set A experiments (at the 

point of overfitting) using British Pound data  from 1984 to 1987, can be found in 

appendix E. These rules are then applied collectively to unseen data between 1988 

and 1992. The results of the appUcation in this period are presented in table 7.1.

The corresponding equity graph tha t can be drawn after applying these genetically 

induced rules to  data  between 1988 and 1992 is presented in figure 7.4.

The rules discovered by the genetic algorithm using the Set B variables (oscillator 

indicators) using data  from 1984 to 1987 can be found in Appendix E. These rules 

are then applied collectively to unseen data  between 1988 to 1992. The results are 
presented in table 7.2.
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Figure 7.4: British Pound (Symbolic A) Equity Curve (1988-1992)

The corresponding equity graph th a t can be drawn after applying these Symbohc 
Set B rules to data  between 1988 and 1992 is presented in figure 7.5.

Equity x 10^
BP Symbolic B (88-92)
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Figure 7.5: British Pound (Symbohc B) Equity Curve (1988-1992)

We have repeated the above procedures for the D eutschm ark data. Again the 

symbohc variables are separated into two sets (A and B), and the variables are the 

same as used for the British Pound experiments. The induced rules at the points of 

overfitting can be found in Appendix E.

The results of applying the induced Set A rules to data  between 1988 and 1992 

are presented in table 7.3, and the corresponding equity graph is presented in 7.6.
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BP - Symbohc (B) (88-92)
Trading-Period-Years 4.03
Total-Closed-Trades 62.0
Total-Proft-Trades 30.0
Total-Losing-Trades 32.0
P ro f ita b le -T ra d e s -p c n 48.38
Total-Gains-$ -10092.7
Initial-C apital-$ 100000.0
Capital-After-Trading-$ 89907.3
A v -G a in s -p e r-T ra d e -$ -162 .79
M ax-Proft-Trade-$ 6106.08
Max- Losing- Trade- $ -5297.34
Av-Proft-Trade-$ 1797.48
Av-Losing-Trade-$ -2000.53
Maximum-Drawdown-$ -12712.5
Buy-Signals-pcn 0.0
Proht-Buy-Trades 0.0
Proht-SeU-Trades 48.38
Return-per-year-pcn -2.6
Std-Dev-of-PL 2396.9

Table 7.2: British Pound Symbohc (B) (1988-1992)

Similarly, the results of applying the induced Set B rules to data  between 1988 

and 1992 are presented in table 7.4 and the corresponding equity graph is presented 
in 7.7.

The above presented results wiU be further discussed in detail in Section 7.8. AU 

the rules induced by the genetic algorithm were presented to the domain expert and 

his assessments of the quality of the rules were recorded. These discussions wiU also 
be detailed in Section 7.8.

7 .7 .2  T h e  F u z z y  M o d e

As mentioned earUer in the chapter, the genetic algorithm in the fuzzy mode 

operates on fuzzihed data using fuzzy rules and fuzzy reasoning. Each m em ber of the 

genetic algorithm population is a collection of rules or a fuzzy rule base, as opposed 

to individual rules in the symbohc mode. The fuU Ust of variables th a t were used 

to induce fuzzy rule bases can be seen in Appendix E. As in the symbohc mode, 

we evaluate this approach to trading decision-making by sim ulated trading using the
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Figure 7.6: DM Genetic (symbolic) Set A
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Figure 7.7: DM Genetic (Symbolic) Set B - Equity Curve (88-92)



146

Trading-Period-Years
Total-Closed-Trades
Total-Proft-Trades
Total-Losing-Trades
P rofitab le-T rad es-p cn
Total-Gains-$
Initial-Capital-$
Capital-After-Trading-$
A v-G ain s-p er-T rad e-$
M ax- Proft-Trade-$
Max-Losing-Trade-$
Av-Proft-Trade-$
Av-Losing-Trade-$
Maximum-Drawdown-$
Buy-Signals-pcn
Profit-Buy-Trades
Profit-SeU-Trades
Return-per-year-pcn
Std-Dev-of-PL

DM - Symbolic - Set A
4.03
75.0
42.0
33.0
56
21277
100000.0
121277.0
283.6
3966.09
-6456.9
1617.95
-1899.28
-14104.5
98.66
56.75
12
5.0
2187.88

Table 7.3: Deutschmark Symbolic (A) (1988-1992)

British Pound and Deutschmark data. Again the same periods of the data  as used in 

the symbolic mode are used for training, validation and testing (1984-1987 training, 

1987-1988 validation, 1988-1992 testing). The same procedure of selecting rule bases 

at the point of overfitting is used to select fuzzy rules for testing on un-seen data.

The full listing of the fuzzy rule bases induced by the genetic algorithm (at the 

point of overhtting) using British Pound and Deutschm ark data  from 1984 to 1987 

can be found in Appendix E. The results of applying induced fuzzy rules using British 

Pound data  from 1988 to 1992 is presented in table 7.5. The corresponding equity 

graph th a t can be drawn after applying the genetically induced fuzzy rule base is 

presented in figure 7.8. The same above procedure is repeated for the D eutschm ark 

data, and trading results are presented in table 7.6 and the corresponding equity 
graph is displayed in figure 7.9
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Figure 7.8: BP Genetic (Fuzzy) - Equity Curve (88-92)
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Figure 7.9: DM Genetic (Fuzzy) - Equity Curve (88-92)
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DM Symbohc (Set B)
Trading-Period-Years 4.032
Total-Closed-Trades 59.0
Total-Proft-Trades 31.0
Total-Losing-Trades 28.0
P ro f ita b le -T ra d e s -p c n 52.54
Total-Gains-$ -9036.41
Initial-Capital-$ 100000.0
Capital-A fter-Trading-$ 90963.6
A v -G a in s -p e r-T ra d e -$ -153 .16
M ax- P roft- Trade- $ 2865.79
Max-Losing-Trade-$ -6705.38
A V- Proft- Trade- $ 1318.13
Av-Losing-Trade-$ -1782.09
Maximum-Drawdown-$ -14236.2
Buy-Signals-pcn 100
Profit-Buy-Trades 52.54
P rofit- SeU- Trades 0
Return-per-year-pcn -2.32
Std-Dev-of-PL 1939.84

Table 7.4: Deutschm ark Symbohc (B) (88-92)

7.8 D iscu ss io n

W hen assessing the results of the genetic algorithm in the Symbolic mode, a key 

apparent feature is the difference in performance between the two sets of experiments, 

A and B. On average the set A experiments which induced rules using moving averages 

yielded better results than the set B experiments which used oscillator indicators. 

The set A experiments on average achieved 56.5% correct trades while the set B 

experim ents on average produced only 50% correct trades. The average gain per 

trade for the set A was $ 221 while the set B actually loses money having an average 
loss per trade of $ -157.97.

These results confirm the usefulness of the moving average differences approach 

which was also found to be superior to other approaches in the expert system exper­

im ents described in Chapter 5. As the genetic algorithm in the symbolic mode uses 

the same symbohc data and symbohc reasoning mechanisms as used in the expert 
system, it is helpful to analyse the nature of the rules it induces.
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Trading-Period-Years
Tot al- Closed- Trades
Total-P roft - Trades
Total-Losing- Trades
P rofitab le-T rad es-p cn
Total-Gains-$
Initial-CapitaI-$
Capital-After-Trading-$
A v-G ain s-p er-T rad e-$
M ax-Proft-Trade-$
Max-Losing-Trade-$
Av-Proft-Trade-$
Av-Losing-Trade-$
Maximum-Drawdown-$
Buy-Signals-pcn
Profit-Buy-Trades
Profit-SeU-Trades
Return-per-year-pcn
Std-Dev-of-PL

British Pound (Fuzzy)
4.032
15.0
9.0
6.0
60
10494.8
100000.0
110495.0
699.65
4998.59
-4046.21
2715.05
-1603.67
-5823.26
0.0
0.0
60
2.5
2475.04

Table 7.5: British Pound - Fuzzy (88-92)

From the nine rules th a t were induced using Set A variables using British Pound 

data, 22% of the rules (0 4  and 0 8  in Appendix E) were the same as the best perform ­

ing expert system rules specified by the domain expert. Using D eutschm ark data, 

rules induced with Set A variables had 11% rules in common with the best expert 

specified rules. None of the rules induced using the Set B variables in using either 

the British Pound or Deutschmark data  was common with expert specified rules.

In comparing the overaU performance of the genetically induced symbohc rules 

with the expert system performance, genetic symbohc rules on average produced 

53.25% correct trades and had an average gain per trade of $31.50 while the expert 

system on average produced 55% correct trades and an average gain per trade of 

$285.89. Although the expert system appears to be better on average than  the genetic 

algorithm in the symbohc mode, the average performance of the genetic algorithm 

is diluted by the poor performance of the set B osciUator-type variables. If one 

excludes the set B results then the average performance of the genetic algorithm  in 

the symbohc mode rises to 56.5% correct trades and $221.00 gain which is comparable 
to the expert system results.
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Trading-Period-Years
Total-Closed-Trades
Total-Proft-Trades
Total-Losing-Trades
P rofitab le-T rades-pcn
Total-Gains-$
Initial-Capital-$
Capital-After-Trading- $
A v-G ain s-p er-T rad e-$
M ax-P r oft - Trade-$
M ax- Losing- Trade- $
Av-Proft-Trade-$
Av-Losing-Trade-$
Maximum-Drawdown-$
Buy-Signals-pcn
Profit-Buy-Trades
Profit-Sell-Trades
Return-per-year-pcn
Std-Dev-of-PL

D eutschmark-Fuzzy
4.032
37.0
23.0
14.0
62 .16
6029.16
100000.0
106029.0
162.95
3678.91
-7731.64
1504
-2040.25
-10459.2
100
62.16
0
1.46
2325.97

Table 7.6: Deutschmark - Fuzzy (88-92)

AU the geneticaUy induced rules were presented to the domain expert in order to 

obtain a qualitative assessment of the rules. This was the same expert who specified 

the trading knowledge in the expert and fuzzy systems. Commenting on the induced 

rules using British Pound Set A data, he said th a t the m ajority of the induced rules 

were in his opinion variations of good trading rules. The expert said th a t only two 

rules -  0 2  and 0 3  -  did not contain sufficient trading knowledge. He said th a t they 

excluded price information and rehed on volatiUty and volume information alone. He 

commented th a t although these two rules had been predictive in the given sample, 

he beheved th a t they would not yield good results over the long term . Commenting 

on the induced rules 01 , 04 , 05 , 06 , 0 7 , 0 8 , 0 9  which he regarded as good trading 

rules, he said th a t aU of them  had used long moving averages (100 day and 200 days) 

in combination with volume and volatihty inform ation which he beheved would make 
them  robust trading rules.

After inspecting the induced rules using Deutschm ark Set A data, he said tha t 

the induced rules were generally more comprehensive than  rules induced using British 

Pound data  in tha t they had more pre-conditions. For example, he commented th a t 

the rule 0 2  had used price information, open interest information, and two types
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of volatility information. In his opinion this rule was b e tte r than  others because it 

agreed with more of his theories of market movements. Similarly, rule G5 was also 

considered more comprehensive because it imposed conditions on price, open interest 

and also on volatility.

The expert found one rule in this set (G8) incoherent as it held an opposite 

hypothesis to another rule, G l. He said tha t for the rule to work more effectively the 

open interest condition in G8 should be changed from a positive term  to a negative 

term . This he said makes the rule more compatible with established rules tha t explain 

the effect of open interest on price movement.

A general observation was th a t the expert found the in terpretation of the induced 

rules quite easy. He commented th a t the rule syntax was clear and unambiguous.

The other im portant comparison of results refers to the performance of the genetic 

algorithm in the fuzzy mode. Using British Pound data  the genetic algorithm in the 

fuzzy mode produced 60% correct trades and an average gain of $699.60. W ith 

D eutschm ark data  the genetic algorithm induced fuzzy rule bases tha t produced 62 

% correct trades and an average gain of $ 162.95. These results make the average 

performance of the genetically induced fuzzy rule bases (61% correct trades, $431.20 

gain per trade) better than  the expert-specified fuzzy system which has an average 

performance of 59% correct trades and an average gain per trade of $364.70.

Half of the rules in the genetically-induced fuzzy rule base using British Pound 

contained rules th a t were common with fuzzy rules specified by the domain expert. 

W ith the Deutschm ark data, 25% of the rules in the genetically-induced fuzzy rule 
base were common with fuzzy rules specified by the domain expert.

The induced fuzzy rule bases were also presented to the domain expert for eval­

uation. He com mented th a t the rules induced using British Pound data were not 

as varied as rules induced in the symbolic mode. The m ajority of the rules induced 

used the price moving average differences and open interest information alone. He 

commented th a t only one induced rule had used volatility inform ation and thought 

th a t more rules should have used such information. After examining the fuzzy rule 

bases induced using Deutschm ark data  he remarked th a t they were of a good quality 

utilising price, open interest and volume information. He suggested minor changes to 

conditions in two rules (in rules G l and G2, the ma-diff-l-50-fuzzy values condition) 

by changing the neutral conditions to positive ones. This is a particular illustration of
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our autom ated approach for helping to ehcit knowledge or refinement of knowledge 

from an expert.

The domain expert was clearly impressed with the quantitative performance re­

sults of the induced fuzzy rule bases. He said tha t a trading system achieving a 

percentage of correct trades around 60% would be considered a very good trading 

system (the average induced fuzzy system performance was 61%). He said th a t in 

practice he would use a variety of money management [10] strategies for incorrect 

trades which were not used in our simulations. The symbolic mode performance on 

the other hand was described as having a too ‘irregular’ trading profile. He beheved 

th a t some of his suggested changes to the conditions might help these symbohc rules 

to produce more stable results.

In this chapter we have dem onstrated the use of the genetic algorithm as a means 
for inducing both symbohc expert system rule bases as weh as for inducing fuzzy 

rule bases. From a hybrid systems architectural perspective this can be viewed as a 

function replacing hybrid where the principal function of specifying domain knowledge 

is replaced by the use of the genetic algorithm. In this sense it is similar to M ontana’s 

work of replacing the weight changing mechanism of a neural network by a genetic 

algorithm [89] and T irri’s research on replacing the pattern  matching mechanism of 

an expert system with a neural network [121]

Weiss [127] discusses the issue of merging inductive knowledge and expert specified 

knowledge. He says tha t many advances in knowledge representation and knowledge 

m anipulation are needed to enable such combinations. In our hybrid system we 

have addressed this issue of ‘knowledge merging’ by adopting the above described 

common production rule structure. We beheve the knowledge merging mechanisms 

are suificiently general to be apphed to many decision-making tasks including medical 

diagnosis and direct marketing. For example in the area of medical diagnosis there 

are already several operational expert systems and this type of genetic mechanism 

can help to induce relationships from past data and then augm ent the new knowledge 

with the existing knowledge. The genetic algorithm can be used periodically so th a t 

any changes in the operating environm ent will be detected in the form of new rules.

There are many possible extensions to the genetic algorithm experim ents th a t we 

performed. Firstly, due to time Hmitations, there have been Httle experim entation 

with values for the crossover rate  and the m utation rate. A system atic recording of the 

performance of the genetic algorithm with respect to changes in these two param eters
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may help to identify optimal values. A second extension is to use additional criteria 

in the evaluation of fitness of the rules. In the experiments th a t have been performed, 

the only criteria for fitness is the am ount of correct trades (given a holding period of 

10 days). However, further criteria such as rules having a low volatihty of returns can 

easily be set as additional conditions th a t need satisfying in the dependent variables.

A clear advantage that has been dem onstrated in this chapter is th a t the decision 

models th a t are induced are ‘transparen t’ and comprehensible to hum an users. AU 

induced models consist of production rules and contain Hnguistic term s th a t are easily 

understood by users. Because of this, the geneticaUy induced models can be easily 

changed by a user if he or she wishes to. As described in C hapter 4, this abihty to 

make judgm ental revisions to decision models is im portant in many situations, but 

we have not fuUy evaluated these possibiUties. In order to evaluate this facihty fuUy, 

we would have to have the whole hybrid system running in a real-world operating 

environm ent for some time with an expert interacting with the system. IdeaUy the 
system would be Unked to a ‘Uve’ data-feed enabhng it to continuously induce new 
rules th a t reflect current trading conditions. Then if the expert wished to modify any 

induced models because of extraordinary changes in the operating environm ent (e.g. 

new trading conditions) or new perceptions of the nature of the trading problem, 

this would be easy to do, and the consequences (e.g. an expert’s iterated tuning 

or adjustm ent of subsets of the rules to com pensate for the modifications) could be 

logged and inspected. But, to obtain enough observations of this kind of expert 

behaviour to draw general conclusions is evidently weU outside the time-scale of a 

single thesis project.

7.9  L im ita tio n s  o f  th e  G e n e tic  A lg o r ith m

A main lim itation of the genetic algorithm  is the bias associated with the expert 

evaluation of the induced rules. Because we had access to only one financial trading 

expert, it is the same expert tha t specified the expert system and fuzzy system rules 

th a t was involved in the evaluation process to judge the quality of the rules induced 

by the genetic algorithm. Ideally we would have Hked to have used several experts 

to evaluate the quality of the genetically induced rules. As there is considerable 

evidence to suggest the usefulness of ’com m ittees’ for decision making as detailed 

in C hapter 9, a committee composed of several experts would significantly help to 

increase the quality of the validation process. However, as mentioned in C hapter 4,
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financial traders are highly paid, very im patient professionals with very h ttle  spare 

time to spend on lengthy knowledge validation exercises which makes it very difficult 

to carry out a more extensive vahdation.

Another key hm itation of the genetic algorithm part of the IN TEN T system is 

th a t it takes a very long time to induce good decision models, especially in the fuzzy 

mode where there are a large num ber of com putationally intensive operations. The 

genetic algorithm in the fuzzy mode required about 1 1 /2  days of CPU time on a SUN 

Sparc station to produce the given results. While P O P -11 has provided a convenient 

way to im plem ent the rules in IN TENT, it is a very inefficient language for executing 

m athem atical operations. An im plem entation of IN TEN T in a language such as C-f-f 

wiU help to  overcome this problem. Further, as discussed in C hapter 2 parallelising 

IN TEN T using a environment such as GAME would also help to increase the overall 

performance.

Another lim itation of the genetic algorithm is th a t the system can induce several 

rules which are very similar but it does not give any indication of their similarity 

to the user. However, for users of IN TEN T a mechanism to autom atically ’group’ 

similar rules would help in any evaluation process. A m ethod for such groupings can 

be potentially based on the mechanism detailed in Section 7.6.1 where an assessment 
of the similarity of rules is made before transferring geneticaUy induced rules to the 

perm anent expert and fuzzy rule-bases.



Chapter 8 

The Neural Networks

This chapter presents: the genetic mechanism fo r  selecting variables for  
the neural network; the details of the architecture and learning algorithm 
of the neural network; the preparation of data for  the neural network; 
the determination of network topologies and parameters; and finally test 
results for  simulated trading in two currency markets.

8.1 T h e  G e n e tic  — N eu ra l S tra n d

The performance of neural networks crucially depends on the selection of good 
variables [7]. Most of the successful apphcations of neural networks in finance and 

in other domains have been ones which have used domain experts or techniques such 

as principal component analysis to select predictive variables for model building [7], 

[124], [118].

In our trading apphcation we have a very large num ber of variables which have 

been transformed using either the symbohc clustering or fuzzification process as de­

scribed in Chapter 5 and Chapter 6 . Therefore it is desirable to have an autom ated 

mechanism to select a subset of predictive variables from this large num ber of vari­

ables as inputs for the neural network. We use the genetic algorithm in the IN TEN T 

system as a mechanism for selecting predictive variables for the neural network. We 

make the assumption th a t the variables tha t appear in the fittest rules discovered by 

the genetic algorithm are variables th a t have predictive abihties (because our criteria 

for fitness assesses predictions against actual results), and are therefore suitable for 

the neural network.

From our hybrid classification perspective, this is an example of an intercommu­
nicating hybrid where the results of one intelligent technique are being communicated 

to another technique for further processing. As shown in figure 8 .1, variables tha t 

appear in ‘fit’ genetically induced rules in both modes (symbolic and fuzzy) are used 
as inputs to neural networks.

155
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Figure 8 .1: Genetic Selection of Variables
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N a m e pr-7 oi-rsi-7 oi-rsi-14 pr-vola-10 pr-vola-20 pr-vola-50 pr-vola- 100
F re q . 4 6 8 1 10 2 7
% 10.5 15.7 21 2.6 26.3 5.2 18.4

Table 8 .1: Variable Frequency Table 

The procedure for variable selection is as follows:

1. Select aU the variables tha t appear in the geneticaUy induced fittest rules at 

the point of an overfit occurring using the training and vahdation data.

2 . Rank the variables in terms of their frequency.

3. Select ah variables above a user define percentage threshold, P.

Table 8.1 displays the occurrences and frequencies of the variables appearing in 

the foUowing geneticaUy induced rules.

[[[oi-rsi-7 [medium]] [oi-rsi-14 [medium]] [pricevola-10 [medium]] [price-vola-20 
[high]] [price-vola-100 [high]] [action [DOWN]] 18 0.65]

[ [oi-rsi-14 [medium]] [price-vola-20 [medium]] [price-vola-100 [medium]] [action 
[DOWN]] 1 0.564103]

[[oi-rsi-7 [medium]] [oi-rsi-14 [medium]] [price-vola-20 [medium]] [price-vola-100 
[high]] [action [DOWN]] 2 0.557377]

[[oi-rsi-14 [medium]] [price-vola-20 [high]] [price-vola-50 [medium]] [price-vola-100 
[high]] [action [DOWN]] 3 0.545455]

[[oi-rsi-14 [medium]] [price-vola-20 [medium]] [action [DOWN]] 4 0.541176]

[[price-rsi-7 [low]] [oi-rsi-7 [medium]] [oi-rsi-14 [medium]] [price-vola-20 [high]] 
[action [DOWN]] 5 0.537879]

[[price-rsi-7 [low]] [oi-rsi-7 [medium]] [oi-rsi-14 [medium]] [price-vola-20 [high]] 
[price-vola-100 [high]] [action [DOWN]] 6 0.537879]

[[price-rsi-7 [low]] [oi-rsi-7 [medium]] [price-vola-20 [high]] [action [DOWN]] 7 
0.537879]

[[price-rsi-7 [low]] [oi-rsi-7 [medium]] [price-vola-20 [low]] [price-vola-100 [high]] 

[action [DOWN]] 8 0.537879]]
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Let the user defined cut-off frequency, P , be 10%, where all variables which have 

a frequency of 10% or greater will be selected. In this case the following variables are 

selected as inputs for the neural network:

pr-7 oi-rsi-7 oi-rsi-14 pr-vola-20 pr-vola-100

These variables are symbohc variables (e.g. values such as medium, positive, low) 

which were selected from the genetic algorithm  operating in the symbohc mode. The 

same selection mechanism apphes for selecting fuzzy variables (e.g. values such as 

low 0.9 medium 0.1 high 0.0) from the genetic algorithm operating in the fuzzy mode.

8.2  T h e  N eu ra l N e tw o r k  D e s ig n

A supervised learning procedure, the back-propagation algorithm [126], is used to 

learn the mapping between the states of input variables and trading decisions. The 

main reason for adopting this particular algorithm is its proven abihty to successfuUy 
model financial systems [99].

AU our neural network experiments have been conducted within a pubhcly avail­

able neural network environment caUed NevProp developed by the University of 

Nevada [51]. This environment provides a convenient m ethod to change different 

network param eters and to log network performance measures such as classification 
errors.

After inputs have been selected for a neural network, there are stiU many design 

choices th a t one has to make. These are the topology of the network, the weight 

ranges, learning rates, transfer functions and m om entum  term s. In section 8.2.3 we 
detail these choices.

The next section describes the detailed functioning of the back-propagation neural 

network. This section foUows a straight-forward ‘tex tbook’ apphcation of the back- 

propagation algorithm without any claim of originality. It was im portant to conduct 

the neural network experiments for two principal reasons. Firstly, as the m ajor­

ity of inteUigent systems apphcations in trading use neural networks it provides a 

m ethod for comparing our other expert, fuzzy and genetic approaches. Secondly, 

it is necessary to run the neural network experim ents as its inputs are used in the 

multiple-model strand described in the next chapter.
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Figure 8.2: Back Propagation Network S tructure

Referring to figure 8.2, z denotes an input, o an ou tpu t, w  a connection weight, 

and n  the number of nodes in a layer. The subscripts i , j  and I refer to  the input, 

hidden and output layers respectively.

The bias units are indicated by 6 in figure 8.2. These units always have an output 

of 1. They serve as threshold units for the layers to which they are connected, and 

the weights from the bias units to each of the units in the following layer is adjusted 

exactly hke other processing units.

The net input to  a processing unit is,

net.input j = ij = WjjOj
i

(8 .1)

This weighted sum, ij is then sent through an activation function, also known as 

a ‘squashing function’. We use the sigmoid function in all our experiments.
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The output of a processing unit, Oj, using a sigmoid function is,

 ̂ 1 +  e x p ( - i j )

(8 .2)

Error B ack-P ropagation

The neural network is initialised with random weights, typically in the range [-0.5, 

-t-0.5]. Input vectors are then presented to the network and their ou tpu t is calculated 

using the above equations. The aim of the back-propagation algorithm is to find a 

set of weights tha t minimises the error between the input and output vectors. This 

is achieved by iteratively adjusting the weights in the network in the direction tha t 

minimises this global error measure.

A commonly used measure of error, Ep is,

ni
Ep — 0.5 Opi)

1=1
(8.3)

where ti is the target value and oi is the value actually produced by the network 

as a result of the feed-forward calculations. The error term  is defined for a given 

pa ttern  and summed over aU output units for th a t pattern . The subscript p denotes 

w hat the value is for a given pattern . We implement the error calculation over the 

entire set of (epoch) patterns, rather than  on a pattern-by-pattern  basis.

The error minimisation is achieved by repeatedly changing the weights by an 

am ount proportional to the derivative ^  denoted by 6i.

=  r(%z)((, -  o()

(8.4)

where f '{ii)  is the first derivative of the output of a unit in the output layer which 
is a function of its input, or oi = f{ii).

For the sigmoid activation function of equation 8 .2 , the first derivative is just 

0/(1 — Of). In the case of the sigmoid function, therefore the ou tpu t of a unit in the 
output layer is.
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=  {tl — Ol)oi(l  — Ol)

(8.5)

There are two ways to propagate this error value back and perform appropriate 

weight adjustm ents. One way involves propagating the error back and adjusting 

weights after each training pattern  is presented to the network, called on-line or 

single pattern, training. The other way is to accum ulate the 8's for each unit for the 

entire training set, add them, and propagate back the error based on the grand to tal 

8 called batch or epoch training. We use epoch training in all our simulations.

The weight update procedure for weights th a t feed the output layer wij is,

wij{new) = wij{old) +  T)8iOj

(8 .6 )

Here, rj is defined as the learning coefficient. It can be assigned values between 0 

and 1.

This type of weight updating sometimes gets caught in local energy m inima  [12]. 

If one visualises a bowl-shaped surface with many Httle bumps and ridges, then the 

error minimisation procedure is analogous to minimising the energy of our position 

in this bum py ridge fined bowl. Ideally one would like to move our position to the 

bottom  of the bowl where the error is a t a minimum - a globally optim al solution. 

Depending on how much or how little we can move at one tim e, we might get caught 

in a little depression or ridge th a t one cannot get out of when simple optim isation 

m ethods are used. This situation is most likely with small limits on each individual 

movements which correspond to small values of rj. A momentum term, is usually 

added to the weight update procedure in the hope th a t it wifi help escape such local 

minima. The mom entum term  is the product of the m om entum  factor, a, and the 

previous weight change.

The weight update procedure for the output units with m om entum  is, 

wij(new) = wij(old) -f yhiOj +  a[AWij{old)]

(8.7)
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In order to calculate the weight update for the hidden units, we calculate the error 

term  6 as described by Rum elhart and McClelland [105].

^  Wih6i 
1=0

( 8 .8 )

As was the case in the output layer, the output of a unit in the hidden layer is a 

function of its input, or Oh = /(i/i)- For the sigmoid transfer function, this derivative 

is o/i(l — Oh) resulting in the hidden node error term  define by Eq. 8.9.

ni
Sh =  Oh(l -  Oh) ^  wihSi 

1=0

(8.9).

The weight changes for the connections feeding the hidden layer from the input 

layer are now calculated in a manner analogous to those feeding the output layer:

Wji [new)  =  Wji{old)  +  rjSjOi +  al AWi j ( o l d ) ]

(8.9)

For each hidden node, the subscript i takes on values of 0 to the num ber of 

input units. As before, the bias units are represented in the calculations by the rijth 
value.

8 .2 .2  D a ta  P r e p a r a t io n  a n d  N e tw o r k  I n p u ts  a n d  O u tp u ts

Variables which are selected from the genetic algorithm have to be converted into 

a suitable form at for the neural network. If one uses a sigmoid transfer function then 

aU inputs have to  be scaled into continuos real values in the range [0 ,1]. The table

8.2 presents an example set of symbohc values th a t have been converted to a form at 

suitable for the neural network. Such look-up tables containing the binary represen­

tations for the hnguistic categories (i.e. low is 001 , medium is 010) are constructed for 

each different hnguistic representation (e.g. increasing is 1000, decreasing is 0001).

For the fuzzy variables the conversion is more straightforward. Here as the hnguis­

tic categories are already scaled into a range [0 ,1] there is no need to define a separate
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Before conversion After conversion
low 0 0 1
medium 0 1 0
high 1 0  0

Table 8 .2 : Symbolic Variable Conversion

Before conversion After conversion
[[low 0] [medium 0.288463] [high 0.711536]] 0 0.288463 0.711536
[[negative 0.182451] [neutral 0.817549] [positive 0]] 0.182451 0.817549 0

Table 8.3: Fuzzy Variable Conversion

look-up table. The data  preparation, as presented in table 8.3 simply involves the 

removing of the symbohc labels from the fuzzified data  values.

Once the data  is converted to a format suitable for the neural network, calculating 

the number of input nodes is straightforward. The num ber of input units is the total 

num ber of distinct data  items in the range [0 ,1] th a t correspond to the selected (by 
the genetic algorithm) symbohc or fuzzy variables. For example if there are 2 selected 
variables from symbohc data  having ranges of low, medium and high as defined in 

table 8 .2 , then there wiU be six input units in the neural network.

The determ ination of the num ber of output nodes is also straight-forward. In this 

trading apphcation we use one node (values closer to 0 indicating a SeU, values closer 

to 1 indicating a Buy).

8 .2 .3  N e tw o r k  C o m p le x ity  -  D e te r m in in g  H id d e n  U n it s

The complexity fit for the neural network -  the num ber of hidden units -  is 

determ ined by the same procedure used for the genetic algorithm. This procedure 

as described by Weiss [127] involves monitoring the errors on the training set and 

the vahdation set as the num ber of hidden units is increased. The network at the 

error turning point is chosen and then apphed to unseen data. The resulting trading 

decisions are evaluated by the decision evaluation module.

D ata from the beginning of January  1984 to the beginning of January  1987 were 

used to train  the neural networks (the same data set th a t was used to train  the genetic 

algorithms). D ata from January  1987 to January  1989 were used for vahdation.
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Hidden Units 2 4 8 10 12
Iterations 2000 4000 3000 4000 2000
Error (train /vahd) 43/77 33/65 29/53 28/44 28/51

Table 8.4: Varying N um ber of Hidden Units

Experim ents with 2 , 4, 8 , 10 and 12 hidden units were conducted and the topology 

at the error turning point was selected.

For each network, the classification errors at every 500 epochs were recorded. If 

the errors for the most recent 500 epochs were not better than  the previous 500, then 

we concluded tha t no progress was being made and halted training at th a t point.

Table 8.4 illustrates the effect of varying the num ber of hidden units using British 

Pound Symbohc Data. In the first cell of iterations row the num ber 2000 indicates the 

num ber of epochs trained before being stopped by the above error progress criterion. 

In the first ceU of the error row the num ber classification error 45 indicates the error 
rate on the training data and 77 is the error rate on the vahdation data.

In the above example the error on the vahdation set increases when more than 
10 hidden units are used. It is concluded tha t at this point the network has the 

right complexity to solve the problem at hand and ah further experim ents using tha t 

particular data-set are done keeping this number of hidden units.

This network is then apphed to completely unseen data. The selection of hidden 

units is done individually for ah the four data  sets (British Pound using symbohc data, 

British Pound using fuzzy data, Deutschm ark using symbohc data, Deutschmark 

using fuzzy data).

The fohowing other network param eters were used for ah experim ents : Initial 

weights range: [—0.5,+0.5], Learning ra te  : 0.5 and M omentum : 0.9. We have 

not experimented with other values for these param eters and these particular values 

were chosen because other researchers have empiricahy found these configurations to 

produce good network results [127] [99].

8 .3  S im u la ted  T rad in g

The table 8.5 presents the selected num ber of hidden units for the different 

data  sets using data from January  1984 to January  1987. D ata from January  1987



165

Currency D ata Type Hddn. Units
British Pound Symbohc 10
Deutschmark Symbohc 12
British Pound Fuzzy 8
Deutschmark Fuzzy 10

Table 8.5: Selected Network Param eters

to January  1988 were used as the validation set. The trained networks were then 

presented with unseen data  from January  1988 to January  1992.

The outputs of the network are in terpreted in the foUowing manner: a value 

> =  0.7 is considered a Buy decision while outputs < =  0.3 are considered as a SeU 

decision. These values have been arbitrarily chosen and because of time Hmitations 
we have not had the opportunity to conduct experiments using different values.

As in the previous modules the final decisions are sent to the t r a d e s  lis t which 

contains information about the decision (buy or seU) and an index indicating the date 
of the trade being made. This is then subsequently sent to the decision evaluation 

module.

The simulated trading statistics for the neural network using symbohc data  for 

trading the British Pound between 1988 to 1992 are displayed in table 8.6 and for 

the Deutschmark in table 8.7. The corresponding equity graph for the British Pound 

is presented in figure 8.3 and the Deutschm ark graph in 8.4.

BP Neural System  Performance - Symbolic (88-92) 
Equity x 10^
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0 4020

Figure 8.3: Neural Network (Symbohc) - British Pound Equity Curve (88-92)
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British Pound - Symbolic
Trading-Period-Years 4.03
Total-Closed-Trades 49.0
Total-Proft-Trades 32.0
Total-Losing-Trades 17.0
P ro f ita b le -T ra d e s -p c n 65
Total-Gains-$ 25529
Initial-C apital-$ 100000.0
Capital-After-Trading-$ 125529
A v -G a in s -p e r-T ra d e -$ 521.0
M ax- P roft- Trade- $ 8314.21
Max-Losing-Trade-$ -3105.38
Av-Proft-Trade-$ 3148.43
Av-Losing-Trade-$ -1131.23
Maximum-Drawdown-$ -3105.38
Buy-Signals-pcn 10.20
Profit-Buy-Trades 54
Profit-SeU-Trades 59
Return-per-year-pcn 5.80
Std-Dev-of-PL 2696.14

6 : British Pound - Neural Network Symbolic D ata (1988

The simulated trading statistics for the neural network using fuzzy data  for trading 

the British Pound between 1988 to 1992 is displayed in table 8.8 and the D eutschm ark 

trading figures is presented in 8.9. The equity graph for the British Pound trading 

is displayed in figure 8.5 and the Deutschmark equity graph is presented in 8 .6 .

8 .4  D isc u ss io n

The neural networks detailed in this chapter have produced results superior to all 

the other modules in the IN TEN T system. The neural networks th a t used symbolic 

variables (selected from the genetic algorithm) on average produced 62.5% correct 

trading decisions and average gains per trade of $461.5. The neural networks which 

used fuzzy data  performed better than the networks th a t used symbolic data. The 
neural networks th a t used fuzzy data on average produced 65% correct trading deci­

sions with an average gains per trade of $580.

W hen comparing these results with other modules in the IN TEN T system, the 

nearest performing module was the genetic algorithm in the fuzzy mode where the
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DM Neural System  Performance - Symbolic (88-92) 
Equity x 10^
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Figure 8.4: Neural Network (Symbolic) - Deutschmark Equity Curve (88-92)

BP Neural System  Performance - Fuzzy (88-92) 
Equity x 10^
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Figure 8.5: Neural Network (Fuzzy) - British Pound Equity Curve (88-92)
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Trading-Period-Years
Total-Closed-Trades
Total-Proft-Trades
Total-Losing-Trades
P rofitab le-T rad es-p cn
Total-Gains-$
Initial-CapitaI-$
Capital-After-Trading-$
A v-G ain s-p er-T rad e-$
Max-Proft-Trade-$
M ax-Losing-Trade-$
Av-Proft-Trade-$
Av-Losing-Trade-$
Maximum-Drawdown-$
Buy-Signals-pcn
Profit-Buy-Trades
Profit-SeU-Trades
Return-per-year-pcn
Std-Dev-of-PL

Deutschmark - Symbolic
4.032
51.0
31.0
20.0
60
20502
100000.0
120502
402.0
8268.35
-2305.55
2316.44
-958.87
-2305.55
13.72
60.2
52.00
4.7
2255.77

Table 8.7: Deutschmark - Neural Network Symbohc D ata (1988-1992)

average gains per trade was $431.30 and the average correct trading decisions was 
61%.

Cohn [28] reports a 55% correct decision rate using a backpropagation neural 

network for trading the British Pound and the Deutschmark. The test period tha t 

was used, between 1988 and 1991, is included in the test period th a t we have used. 

However as Cohn has conducted his research within a commercial organisation he 

does not give details of the variables he has used which are considered as proprietary 

variables. Because of this situation these results are not reproducible and are of httle  

scientific value. Further, our results are also quantitatively be tte r than  the results 
th a t Cohn reports.

As in the other modules the results and procedures of the neural network simu­
lations were presented to the domain expert. Firstly our domain expert was invited 

to comment on the quahty of the variables tha t were selected by the genetic algo­

rithm  for the neural networks. Commenting on the variables selected using British 

Pound (Symbohc data), he said th a t from the six selected variables (ma-diff-200 , 

vol-ma-difF-10, vola-10, vola-20, vola-100, oi-rsi-7) all except one variable (oi-rsi-7)
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Trading-Period-Years
Total-Closed-Trades
Total-Proft-Trades
Total-Losing-Trades
P rofitab le-T rades-pcn
Total-Gains-$
Initial-Capit al-$
C apit al- After- Trading- $
A v-G ains-per-T rade-$
Max-Proft-Trade-$
Max- Losing- Trade- $
Av-Proft-Trade-$
A V -Losing-Trade-$
Maximum-Drawdown-$
Buy-Signals-pcn
Profit-Buy-Trades
Profit-Sell-Trades
Return-per-year-pcn
Std-Dev-of-PL

British Pound - Fuzzy
4.03
56.0
38.0
18.0
67
35280
100000.0
135280.0
630 .0
9457.59
-2274.68
3288.38
-852.43
-2513.73
30.3
58.23
76.9
7.9
2651.48

Table 8 .8 : British Pound - Neural Network Fuzzy D ata (1988-1992)

were good variables for model building. He said th a t the oi-rsi-7 variable which cal­

culates a relative strength index of the open interest variable was less effective than 

com puting a moving average of tha t particular variable. He was of the view tha t 
the neural network might produce very similar results even if this particular variable 

was dropped. For the variables selected using D eutschm ark symbohc data  he had 

a similar comment where he approved four (ma-diff-200, ma-diff-50, oi-ma-diff-10, 

vola-100) out of six variables and said th a t two variables (vol-rsi-7, vol-rsi-28) were 

probably redundant because of their m ethod of calculation. However due to our time 

constraints we have not conducted experim ents to evaluate these claims.

In the fuzzy data  sets the selected variables were fewer — three in the case of the 

British Pound (ma-diff-fuzzy-200, oi-ma-diff-fuzzy-20 , vola-fuzzy-100) and four in the 

case of the D eutschmark (ma-diff-fuzzy-50, ma-diff-fuzzy-200 , vol-ma-diff-fuzzy-20, 

vola-fuzzy-20). The expert commented th a t all of these selected variables were ones 

th a t he considered as having significant predictive power.

The quantitative results of the neural network performance were also presented 

to the domain expert. Although he remarked th a t the results were clearly good, he
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Trading-P eriod-Years
Tot al- Closed- Trades
Total-Proft-Trades
Tot al- Losing- Trades
P rofitab le-T rad es-p cn
Total-Gains-$
Initial-C apit al-$
Capital-After-Trading- $
A v-G ain s-p er-T rad e-$
Max-Proft-Trade-$
Majc-Losing-Trade-$
Av-Proft-Trade-$
A V -Losing-Trade-$
M aximum-Drawdown-$
Buy-Signals-pcn
Profit-Buy-Trades
Profit-SeU-Trades
Return-per-year-pcn
Std-Dev-of-PL

D eutschm ark - Fuzzy
4.03
57.0
36.0
21.0
63.0
30210
100000.0
130210
530.0
7830.12
-9508.33
3090.87
-1961.91
-1961.91
43.85
51
55.0
6.8
2912.1

Table 8.9: Deutschmark - Neural Network Fuzzy D ata (1988-1992)

wanted to know more about the exact decision process th a t was employed. He said he 

wanted to know whether the network had derived an understanding of the combina­

tions of the variables in a m anner similar to the way he uses them. W hen explained 

tha t this was difficult because of the ‘black-box’ nature of the neural networks, he 

said tha t it is vital to get ‘some handle on what it does’ because under certain trading 

conditions particular indicators can lose their im portance. If the reasoning process in 

the model is known then in such circumstances the expert can upgrade or downgrade 

the model predictions using the behavioural knowledge of the trading indicators.

One possible solution to get ‘some handle’ on the neural network results would be 

the use of techniques such as sensitivity analysis [25] on the neural networks to de­

term ine the inputs th a t contribute the most to the final decisions. Although one wiU 

stiU not have a complete understanding of the decision procedures, an understand­

ing of the significance of the variables may be useful to the expert to hypothesise 
relationships among them.

A further extension to the neural network presented here would be to use a ge­

netic algorithm to search for the optimal param eters for learning rates, mom entum .
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DM Neural System  Performance - Fuzzy (88-92) 
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Figure 8 .6 : Neural Network (Fuzzy) - Deutschmark Equity Curve (88-92)

and the cut-off values for interpreting the network outputs. One can adopt a similar 
representation scheme used by M ontana [89] where the network param eters are rep­

resented in a hst structure and are subsequently m anipulated by a genetic algorithm. 

The genetic algorithm presented in the previous chapter can be easily used for such 
a task.

Considering the hybrid architecture of the genetic-neural strand, it is similar to 

other intercomm unicating hybrids such as Schreinmaker’s system for veterinary di­
agnosis [109] where an expert system and neural network solve different, separate 

aspects of the problem. The tasks performed in our hybrid are serial and are not 

similar to the competing agent or blackboard style of problem solving adopted in 

other intercom m unicating hybrids such as B unker’s system for integrating expert 

systems and neural networks [35].

Although this hybrid strand clearly outperforms other approaches in IN TEN T in 

term s of quantitative performance, as evident from the reservations of our domain 

expert, it has Hmitations in its abihty to explain the decision models it produces. 

Because of this Hmitation it is doubtful whether such an approach wiU be general 

enough to be appHed to other domains such as medical decision making. In the area 

of medical decision making the need for clear explanations is even more param ount 

than  in the domain of financial trading, as fives may be at risk if an incorrect decision 

is made. Although there could be incorrect decisions even with the expert-fuzzy- 

genetic strand, the decisions it induces can be verified by (say) a consultant, thus 

potentially minimising such risks.



Chapter 9 
Decision Combination and Evaluation

This chapter presents: combination of decisions in IN T E N T ; an evalu­
ation of the decision making capability of the expert trader; summary of 
performance of all modules in IN T E N T ; an evaluation o f IN T E N T  perfor­
mance system with respect to other published studies and finally a sketch 
of a methodology for hybrid systems.

9.1 T h e  M u ltip le  M o d e l S tran d

There has been evidence suggesting th a t combining forecasts of several models 

can yield better results than using a single model alone [22]. Combining predictions 

of different models is usually performed by taking a simple average of the predictions 

or by the use of simple weighting schemes [3].

The advantages of such consensus forecasting is particularly apparent when there 

is a negative correlation between the models [22]. In two negatively correlated mod­

els, Bunn [21] obtained 80% reduction in mean squared error through combining. 

A rm strong [8] has conducted eight studies and has obtained 6% reduction in mean 

absolute percentage error through the combination of different models.

In economics, the use of consensus forecasting is now routine. The prim ary form 

of reporting economic forecasts, in the Economist, for example, is the calculation of 

the average of forecasts of twenty independent economic forecasting units [3].

McNees [3] has studied the performance of 22 economic forecasters since 1977. He 

concludes tha t for a single variable, such as inflation, about a third of the forecasters 

are consistently more accurate than the consensus. However, each forecaster has 

strengths and weaknesses. He or she may be very good at forecasting GNP, but 

may grossly misjudge inflation. Although almost every forecaster can claim to be 

more accurate than the consensus for at least one variable, none of the forecasters 

studied were more accurate on all seven indicators covered. Taking aU the indicators 

together, the consensus forecasts had a smaller average error over time.

Another piece of evidence for consensus forecasting is the performance of the 

winners of an annual contest for economic forecasting conducted by the Sterling

172
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National Bank of New York [3]. In the ten years to 1990 the winners were not, on 

average, any more accurate than  the consensus.

The consensus forecasting approach has very recently started  to enter the domain 

of intelligent systems for forecasting. Zhang et al. [130] have reported exceptional 

results for protein secondary structure prediction using a committee of intelligent 

modules. They have used a neural network, a statistical model, and a memory-based 

reasoning module in the committee. AU three models make predictions of the protein 

structures independently, and these predictions are used by another neural network 

(caUed the Combiner) which learns the mapping between the model predictions and 

the target protein structures thus further minimising the prediction error. Zhang et 

al. claim tha t this hybrid m ethod outperforms aU other reported methods of protein 

structure prediction.

Pearlm utter [95] has argued tha t the use of a com m ittee approach for neural 

modeUing has particular advantages as it can potentiaUy deal with noise in the data, 

samphng error, approximation error and randomness in the classifier itself. The argu­

ment concerning randomness is particularly relevant to neural networks and genetic 

algorithms. For instance, if backpropagation is run on the same data twice, with the 

same architecture and aU the other param eters held the same, it wiU stiU typicaUy 
produce different answers, due to differences in the random initial weights. Pearl­

m utter argues th a t averaging this out through the use of multiple models can help 

to increase the accuracy of results.

The third hybrid strand in the IN TEN T system, the multiple model strand^ con­

sists of combining decisions of aU the different modules in the system. The decisions 

made by six different methods — the expert system, the fuzzy system, genetic al­

gorithm (symbolic mode), genetic algorithm (fuzzy mode), neural network (symbohc 

data), and neural network (fuzzy data) — are aggregated by the decision com bination 

module (see figure 9.1).

As mentioned in the previous chapters, the output of each of the different modules 

is either a BUY, or SELL decision. The decision combination is performed in the 

following manner. The user specifies a consensus threshold^ C , and only if there are 

greater than  C identical decisions being made by the different modules is th a t decision 

executed. For example if C is set to 4, then only if at least four of the modules make 

the same decision is tha t decision implemented.
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System System

Genetic
Algorithm

(Fuzzy
Reasoning)

Genetic
Algorithm
(Symbolic
Reasoning)

Decision Combination

Neural
Network
(Symbolic
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Network
(Fuzzy)

Combined Decision

Decision Evaluation

Figure 9.1; Decision Combination using Multiple Models

In our trading simulations we have conducted experim ents using (7 =  3, and 

(7 =  4. The simulations were performed using the same data  series as the other 

simulations (British Pound and Deutschmark) during the same trading periods (1988- 
1992)

The performance of consensus decision making for the British Pound, (7 =  3 and 

( 7 = 4  are detailed in tables 9.1 and 9.2 respectively. The corresponding equity 

graphs are shown in figures 9.2 and 9.3.

These simulations are repeated with Deutschmark data. The results of (7 =  3 

and C =  4 for the Deutschmark are presented in tables 9.3 and 9.4 and the equity 

graphs are presented in figures 9.4 and 9.5.

The decision combination approach has produced the best results in the IN TEN T 

system. The three consenting modules (C =  3) on average has produced 73.87 % 

correct decisions with an average gain per trade of $708. The four consenting modules 

((7 =  4) which imposes a more stringent threshold produces even better results of 

74% correct trades and an average gain per trade of $812. We shall discuss these 

results further with respect to other approaches in section 9.3.
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BP Decision Combination (3 modules) (88-92) 
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Figure 9.2; British Pound -  Decision Combination (C =  3) -  Equity Curve (1988- 
1992)

BP Decision combination (4 modules) (88-92) 
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Figure 9.3: British Pound Decision Combination [C = 4) (1988-1992)
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DM Decision Combination (3 module consensus) (88-92) 
Equity x 10^
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Figure 9.4: Deutschmark Decision Combination (C =  3) -  Equity Curve (1988-1992)

DM Decision Combination (4 module consensus) (88-92) 
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Figure 9.5: D eutschmark Decision Combination (C =  4) (1988-1992)
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British Pound (C =  3)
Trading-Period-Years 4.03
Total-Closed-Trades 41.0
Total-Proft-Trades 28.0
Tot al- Losing- Trades 13.0
P ro f ita b le -T ra d e s -p c n 68.29
Total-Gains-$ 37720
Initial-C apital-$ 100000.0
Capital-After-Trading-$ 137720
A v -G a in s -p e r-T ra d e -$ 920.0
Max-Proft-Trade-$ 7119.68
Max- Losing- Trade- $ -3531.4
Av-Proft-Trade-$ 2473.17
A V- Losing- Trade- $ -1528.43
Maximum-Drawdown-$ -6289.04
Buy-Signals-pcn 24.3
Proht-Buy-Trades 59
Profit-SeU-Trades 67.5
Return-per-year-pcn 8.3
Std-Dev-of-PL 2465.01

: Decision Combination {C =  3) - British Pound (19^

A general observation is tha t while the quality of decisions increases as the consen­

sus threshold is increased, the frequency of trading decisions also falls. For example 

in the case of the Deutschmark data, a consensus threshold of four produces only 

a quarter as many decisions as are produced by using a threshold of three. This 

aspect of the decision combination m ethod can potentially pose problems because if 

the threshold is set too high then there might be a situation where there would be 

no decisions produced at aU. In some domains such as medical diagnosis it may be 

be tte r to have very high consensus thresholds which leads to very few, but high qual­

ity, decisions. On the other hand in the trading domain there is a trade-off between 

the frequency of decisions and the quality of decisions. For example, in a given year 

it will be more profitable to have 20 trades with an average gain of $200 than  to 

have 10 higher quality trades with an average gain of $350. Because of these reasons 

the consensus threshold wiU have be set by a user depending on his or her domain 

requirem ents. It is also advisable for the user to experiment with many different 
thresholds using past data.

A possible extension to the scheme is the allowance of preference votes defined by 

a user or domain expert. T hat is, the user can decide to give a particular module in
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British Pound [C = 4)
Trading-Period-Years 4.03
Total-Closed-Trades 17.0
Total-Proft-Trades 13.0
Total-Losing-Trades 4.0
P rofitab le-T rad es-p cn 76
Total-Gains-$ 15640
Initial-C apital-$ 100000.0
Capital-After-Trading-$ 115640
A v-G ain s-p er-T rad e-$ 920.0
M ax- P roft- Trade- $ 5652.78
Max-Losing-Trade-$ -2998.65
Av-Proft-Trade-$ 2102.69
Av-Losing-Trade-$ -2155.36
Maximum-Drawdown-$ -2998.65
Buy-Signals-pcn 0.0
Proht-Buy-Trades 0.0
Profit-Sell-Trades 76
Return-per-year-pcn 3.7
Std-Dev-of-PL 1976.7

Table 9.2: British Pound ((7 =  4) (1988-1992)

the INTENT system, say the fuzzy system, more weighting in the decision combina­

tion process by giving it more than one vote in the votes required by the consensus 

threshold. For example, if the fuzzy module is given 2 preference votes, then in the 

case of a three consensus threshold ((7 =  3) only one other module has to produce 

the same decision as the fuzzy system (one vote) for the threshold condition to be 

satisfied. The rationale for such a facility is th a t it allows users to give more weight 

in the decision combination process to modules th a t they subjectively feel are be tte r 

than others. Users may also make such judgm ents by objectively evaluating the per­

formance of the different individual modules attem pting  to solve the same problem. 

For example in this research we have previously evaluated different individual mod­

ules (expert system, fuzzy system etc.) on the same data  and on the basis of (say) 

the characteristics of the equity curve an expert may decide to give the fuzzy system 

twice as much preference as decisions produced by the expert system.

From our hybrid classification viewpoint this m ultiple model hybrid is an in ter­

communicating hybrid where the results of different modules are communicated to a 

central module. However in this case we are stressing the communication aspects of 

the intercomm unicating class and not the aspects th a t define solving different parts of
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Trading- P eriod- Years
Total-Closed-Trades
Total-Proft-Trades
Total-Losing-Trades
P rofitab le-T rad es-p cn
Total-Gains-$
Initial-Capit al-$
Capital-After-Trading-$
A v-G ain s-p er-T rad e-$
M ax-Proft-Trade-$
Max- Losing-Trade- $
A V- P roft-Trade- $
A V- Losing-Trade- $
Maximum-Drawdown-$
Buy-Signals-pcn
Profit-Buy-Trades
Profit-SeU-Trades
Return-per-year-pcn
Std-Dev-of-PL

Deutschmark (C  =  3)
4.03
44.0
35.0
9.0
79.54
21824.0
100000.0
121824.0
496.00
10045.1
-2220.38
2528.74
-1271.31
-2781.66
70.45
74.0
82.30
5.0
2348.68

Table 9.3: D eutschm ark -  Decision Combination {C = 3) (1988-1992)

a given problem. The central coUation of decisions in this strand has similarities with 

D unker’s blackboard architecture based hybrid system [35] (discussed in Chapter 3) 
for combining neural networks and expert systems.

9 .2  E v a lu a tin g  E x p e r t T rader P er fo rm a n ce

As discussed in the previous chapters, there are difficulties in assessing the results 

of IN TEN T due to the lack of com parative studies. In C hapter 5 we mentioned th a t 

the published trading systems studies on the British Pound and the Deutschmark 

have been conducted using different test periods from the periods th a t we have used. 

Because of these difficulties, we undertook an empirical assessment of the performance 

of the expert trader in making decisions using the same data  and test period used by 

IN TENT.

The m ethod for evaluating the performance of the expert trader was as follows. 

We firstly printed out the daily  graphs of the prices, open interest and volume of
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Deutschm ark [C —  4)
Trading-Period-Years 4.03
Total-Closed-Trades 11.0
Total-Proft-Trades 8.0
Total-Losing-Trades 3.0
P rofitab le-T rad es-p cn 72.0
Total-Gains-$ 7744.0
Initial-C apital-$ 100000.0
Capital-After-Trading-$ 107744.0
A v-G ain s-p er-T rad e-$ 704.00
M ax- P roft- Trade- $ 3802.47
Max- Losing- Trade- $ -752.57
Av-Proft-Trade-$ 2489.5
A V - Losing- Trade- $ -605.54
Maximum-Drawdown-$ -752.5
Buy-Signals-pcn 100
Profit-Buy-Trades 72.0
Profit-SeU-Trades 0
Return-per-year-pcn 1.9
Std-Dev-of-PL 1567.29

Table 9.4: Deutschmark Decision Combination (C =  4) (1988-1992)

the British Pound and the D eutschm ark for the same period as was used to test the 

IN TEN T system (1988—1992).

The daily price graph was then covered by a sheet of paper and shifted one day 

at a time (see figure 9.6, which is a copy of the worksheet used by the expert). At 

each such shift the trader was given the option of making one of three decisions — he 

could buy, sell or do nothing. The decisions taken by the trader at each en try  were 

noted down and were later evaluated by the same criteria used to evaluate the other 

modules of the INTENT system. ^

^Although we intended to do the experiments with both data series, due to circumstances beyond 
our control we could only complete the British Pound experiments with the expert trader.
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Particular precautions were taken to  majcimise the chances of the experiment 

being a fair one. The names of the m arkets were not disclosed to the trader, and we 

blanked the values of the prices, open interest and volume. This is because traders 

are known to have good memories for price values and subsequent events. (If the 

prices are disclosed to the trader, the trader has a good chance of guessing the type 

of financial m arket.) For example if the price is in the range of 2.1238 and 2.8989, 

the trader can probably deduce th a t the m arket is the British Pound and if the range 

is between 20,000 and 30,000 the chances are th a t it is the Japanese Nikkei stock 

index. And, if the prices are displayed, the trader can probably remember particular 

events near certain periods, say when the British Pound was trading near the 1.99 

level against the dollar.

The results of the expert trader’s trading performance is summarised in table 9.5 

and the corresponding equity curve is given in figure 9.7. The expert achieved 64.2% 

correct trading decisions and an average of $633.35 per trade. These results wiU be 
discussed further in the next section.

This same procedure of evaluating human expert performance can be used in 

most projects th a t a ttem pt to autom ate particular decision-making tasks. In the 
case of loan evaluation, for example, a similar experim ent can easily be conducted by 

presenting the hum an expert with randomly-chosen samples of cases and evaluating 

his or her performance.

In domains where there can be significant variations in judgem ent among experts, 

as for example in specialist areas of medical decision making, then an average of 

several experts’ decisions should be taken. An extension of such a consensus expert 

evaluation is to adopt particular weighting schemes such as the ones discussed in 

the multiple-model strand. Here the decisions of particular experts, say of a senior 

consultant, can be given a higher weighting than  (say) the decisions of a general 

practitioner.

9.3  P er fo r m a n c e  E v a lu a tio n

In the previous chapters we have presented the results of the different modules in 

the IN TEN T system. We shall now briefly summarise these results, make com parative 

assessments between the different modules and then finally assess these results against 
other published studies.
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Trading-Period-Years
Totcd-Closed-Trades
Total-Proft-Trades
Total-Losing-Trades
P rofitab le-T rad es-p cn
Total-Gains-$
Initial-Capital-$
C apit al- After-Trading- $
A v-G ain s-p er-T rad e-$
M ax-Proft-Trade-$
Majc-Losing-Trade-$
Av-Proft-Trade-$
A V - Losing- Trade- $
Maximum-Dr awdown-$
Buy-Signals-pcn
Profit-Buy-Trades
Profit-SeU-Trades
Return-per-year-pcn
Std-Dev-of-PL

Expert Trader Performance
4.03
14.0
9.0
5.0
64.28
8866.94
100000.0
108867.0
633.35
4903.21
-2911.8
1872.6
-1597.29
-5610.11
42.85
83.33
50.0
2.12
2239.11

Table 9.5: Expert Trader Performance -  British Pound (1988-1992)

As discussed in Chapter 5, the expert system yielded 57.8% correct trades and an 

average gain per trade of $449.5 for the British Pound and 53% correct trades and 

gain per trade $122.2 for the Deutschmark. The fuzzy system described in Chapter 

6 produced 64.34% correct trades and an average gain per trade of $618.21 using 

British Pound data  while D eutschm ark data produced 55.2% correct trades and an 

average gain of $140.3 per trade.

The genetic algorithms presented in Chapter 7 were used to induce rules in two 

modes: symboHc and fuzzy. In the symboUc mode two sets of experiments were 

conducted (A and B) using two different types of variables (osciUators and moving 

averages). The set A experiments on average produced 56.5% correct trades while the 

set B produced only 50% correct trades. The average gain per trade was $221 for the 

set A experiments while the set B had an average loss per trade of $-157.97. In the 

fuzzy mode the genetic algorithm produced 60% correct trades and an average gain 

per trade of $699.60 using British Pound data and 62% correct trades and $162.95 

using Deutschm ark data.
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BP Expert Trader Performance (88-91) 
Equity x 10^
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Figure 9.7: British Pound Expert Trader Performance Equity Curve (1988-1992)

Proft. Trades (%) Av. Gains per Trade ($)
Expert System 55.8 285.89
Fuzzy System 59.17 364.7
Genetic Algorithm (Symbolic) 53.25 31.0
Genetic Algorithm (Fuzzy) 61.0 431.3
Neural Network (SymboHc) 62.0 461.5
Neural Network (Fuzzy) 65.0 580
Decision Combination (C =  3) 73.87 708
Decision Combination [C =  4) 74.0 812
Expert Trader 64.2 633.35

Table 9.6: Comparison of all INTEN T M ethods

The neural networks presented in C hapter 8 use variables selected by the genetic 

algorithm in two modes — symbolic and fuzzy. The neural networks using symbolic 

data  on average produced 62% correct trades and an average gain of $461.5 while the 

networks using fuzzy data produced 65% correct trades and an average gain of $580.

The decision combination approach presented earlier in this chapter combines the 

decisions of all the different modules in IN TEN T. Experiments were conducted using 

C =  3 and C =  4 decision consensus thresholds. A threshold of C =  3 on average 

produced 73.87% correct decisions with an average gain per trade of $708 while a 

C =  4 threshold produces an average of 74% correct decisions and an average gain 
per trade of $812.

We summarise these results in table 9.6 which presents the a v e ra g e  performance 

of all decision modules (trading the British Pound and Deutschmark).
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In term s of best percentage of correct decisions as weU as the highest gain per 

trade, the best approach was the decision combination [C = 4) method. In term s 

of the percentage of correct decisions, three out of eight of our decision modules 

were be tte r than  the 64.2% accuracy of the expert. These were the two decision- 

com bination schemes (C7 =  3 and (7 =  4) and the neural network using fuzzy data. 

In term s of highest average earnings, two of our modules (decision combination (7 =  3 

and C =  4) were better than the expert’s average of $ 633.35 per trade.

The overall INTENT results also compare favourably with pubhshed trading sys­

tems results although it has to be noted th a t the test periods are different. AU of the 

modules in the INTENT system produce better results than K aufm an’s [67] stud ­

ies using moving average crossovers for the British Pound and the Deutschmark. He 

tested his system between 1970 and 1979 and obtained an average of 52.5% profitable 

trades.

AU the IN TEN T modules apart from the genetic algorithm in the symboUc mode 

report better average results than Cohn’s [28] results on using neural networks for 

trading the British Pound and the Deutschmark where he obtained 55% correct trades 

between 1988 and 1991.

As discussed in the previous chapters, IN TEN T results have also been quaUta- 

tively assessed by the domain expert. In the expert-fuzzy-genetic strand the rules 

induced by the genetic algorithm rules were verified by the expert and the m ajority  

of them  were pronounced as acceptable trading rules. In the case of a few rules the 

expert suggested minor changes to the conditions in the rules in order to make them  

more suitable for trading.

In the genetic-neural strand, the variables selected by the genetic algorithm for 

the neural network were also presented to the expert and his comments were eUcited. 

The m ajority  of the selected variables were ones tha t he considered useful in pre­

dicting future values of the trading data. There were a few selected variables th a t 

the expert considered redundant because they were very similar to other selected 

variables. Due to time hmitations we have not vahdated this assertion (by training 

neural networks without these particular variables), but ideally such variable vali­

dation exercises should be carried out as part of a general m ethod for refining such 

hybrid decision models.

As m entioned in Chapters 5 and 6 the results of data pre-processing procedures in 

IN TEN T were also verified by the domain expert. While the expert broadly agreed
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with the classifications produced by the pre-processing schemes, he also cautioned 

against the Hmited hfe-time of the derived classes as the characteristics of the variables 

change over time.

A key quahtative difference between the expert-fuzzy-genetic strand and the 

genetic-neural strand is in the level of explanation provided to the user. In the 

expert-fuzzy-genetic strand exphcit models of the decision processes are derived while 

the genetic-neural strand produces decision models th a t are not transparent. As the 

expert remarked in the previous chapter, th a t although the genetic-neural system 

produces better quantitative results, the abihty to understand exphcitly and change 

the decision models is seen as vital for trading apphcations.

Similarly, although the decision combination m ethod produces results superior 

to any other approach, its explanation capabilities are Hmited. This is because the 

decisions of aU the different modules are aggregated thus making it difficult to isolate 

a single decision reasoning procedure. One suggestion is to analyse the frequency of a 

particular module contributing to the combined outcome (e.g. the frequency of fuzzy 

system decisions in C). If it is clear tha t a particular module(s) is contributing more 

frequently than others, then its contributing rules can be presented to the user giving 
an elementary level of explanation. However, if the frequently contributing module 

is a neural network, then it is not possible to give such details of decision procedures.

From the explanation perspective the unique feature of the expert-fuzzy-genetic 

strand is the provision of linguistic explanations. As discussed in Chapter 7 our do­

main expert found the induced rules containing commonly used Hnguistic categories, 

such as low, medium and high, very easy to understand and modify. A common 

problem in many organisations is th a t most decision support models use sta tisti­

cal m ethods which are appHed and understood only by speciaHst personnel. Most 

high level decision makers do not have m athem atical backgrounds and therefore very 

rarely have ‘hands-on’ experience in interacting with da ta  analysis and decision sup­

port tools [87]. W hen analyses are obtained by a statistical model in an organisation, 

they are often converted into ‘common language’ by the speciaHst staff for the benefit 

of the decision makers.

On the other hand, the decision models induced by the expert-fuzzy-genetic strand 

do not need to be re-interpreted by an expert in hybrid systems, but instead can be 

used directly by decision makers at all levels w ithout any specific speciaHst tra in ­

ing. This, we beHeve, has wide impHcations in decision support systems known as
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Executive Information Systems (EIS) which currently rely on graphical means (an­

imation, 3D graphs etc.) to convey information about an organisation. Graphical 

methods tha t are used to present complex relationships in data  as pictures are gen­

erally accepted as being ‘decision-maker friendly’. We beHeve the decisions models 

presented in this research are very close to another category of decision-maker friendly 

information, namely natural language.

In order to assess the benefits of our decision models fully, studies need to be 

conducted where systems such as IN TEN T are in daily use in organisations over a 

period of time. In such a trial study it wiU be useful to gather answers to the following 

types of questions. How often do the decision makers judgm ent ally revise the decision 

models induced by the system ? Do aU decision makers irrespective of their training 

find the decision models easy to understand ? W hen conveying decisions (based on 

models induced by our system) to others in the organisation, do the decision makers 

use the same Hnguistic descriptions (e.g. open interest low) th a t were produced by 

the system or do they modify them  by the use of adverbs ? Answers to such questions 

wiU help to identify areas of the hybrid system tha t needs further refinement.

9 .4  T ow ards a M e th o d o lo g y  o f  H y b r id  S y s te m s

In the last five Chapters we have detailed the functioning of the three different 

hybrid strands of the IN TEN T system and the inteUigent systems modules from which 

they are composed. In this section we draw upon the experiences of this project and 

a ttem pt to formulate a preHminary set of guideHnes for hybrid systems development.

Our first step in constructing a hybrid system was to Hst aU the com putational 

requirements of our appHcation domain (see Chapter 4). These were autom ated 

knowledge acquisition, abihty to cope with brittleness, continuous learning, providing 

explanations, and the incorporation of judgm ental knowledge. Secondly, a m atrix was 

constructed by Hsting known inteUigent techniques and their abiHties against these 

domain requirements (see C hapter 4, figure 4.1). In each ceU of the m atrix a rating 

scheme was used (we used ‘y^’) to denote the competence of the inteUigent technique 

in deaUng with th a t particular com putational property. Let us caU this m atrix the 

property assessment matrix.

The next step was to analyse the property assessment m atrix  to see w hether 

there were any inteUigent techniques th a t had a high rating in aU properties. If there
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was such a technique, we could have used th a t technique alone w ithout any need to 

consider a hybrid approach.

As there was no such technique, the next step was to identify the combinations 

of inteUigent techniques tha t had high ratings between them . In our task, genetic 

algorithms, fuzzy systems and expert systems, coUectively had the desired high ra t­

ings. The task was then to find a mechanism to combine them  in a m anner so th a t 

the resulting hybrid could contain aU the desired properties. In this instance, the 

genetic algorithm was used to induce the decision-making knowledge for the expert 

and fuzzy systems, thus replacing the function  of manuaUy specifying knowledge by 
a domain expert.

In our particular appHcation, aU the desired functions were overlapping functions 

and not sequential functions. T hat is, the structure of the problem was such th a t aU 

the needed functions were required simultaneously and they were not distinct. How­

ever, if the problem had been composed of distinct, sequential functions then different 

inteUigent techniques could have been used to solve the different tasks specified in 

the property assessment m atrix. For example if the desired properties in the m atrix 
consisted of a prediction task (e.g. energy prediction) foUowed by an optimisation 
task (e.g. optimisation of the distribution of the energy) then a neural network could 

be used for the prediction task and a genetic algorithm for the optim isation task. 

Thus, an intercommunicating hybrid could be used in such an appHcation.

Based on our experiences gained from the design of the IN TEN T, the foUowing 

contains a set of preHminary steps to be foUowed in the development of hybrid sys­

tems. These steps draw upon the above mentioned property assessment exercises and 

the hybrid classes introduced in C hapter 3. It has to be stressed th a t this is only a 

‘sketch’ of a set of guideHnes which (with further practical experience in appropriate 

appHcations and assessment of any apparent needs for improvement) should even­

tually lead to a more comprehensive methodology for hybrid systems. These steps 
are:

1. List aU the desired com putational properties.

2 . List aU the properties of available inteUigent techniques and construct the prop­
erty assessment matrix.

3. If one inteUigent technique has high ratings in aU properties, then use tha t 
technique alone.
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ELSE

4. List the functions tha t are distinct or sequential.

5. If there are sequential functions, then create an intercommunicating hybrid 

which consists of techniques th a t are capable of solving the different subtasks.

6 . If there are no sequential functions then create a function-replacing hybrid where 

different techniques are combined to produce a hybrid th a t satisfies aU the 

desired properties.

The above scheme is straightforward and we beHeve is general enough to be appHed 

to most industrial hybrid systems projects. A difficulty tha t may arise is th a t some 

hybrid systems developers may not be aware of aU the com putational properties of 

different inteUigent techniques available at a given time. This wiU lead to an incorrect 

property assessment m atrix and a flawed subsequent analysis.

A possible solution to this problem is to produce an intelligent systems property 

handbook tha t is constantly updated and which is made widely available to researchers 

and developers. Such a handbook can be an analogue of ‘drugs effects handbooks’ 

used in the medical profession which Hst information such as the types of ailments 

the drugs are used for, the chemical composition of the drugs and the side-effects of 

the drugs. In the inteUigent systems handbook relevant information wiU include the 
previously described com putational properties and details of successful hybridisation 

with other techniques.

A further Hmitation of the above scheme is th a t it does not specify methods by 

which knowledge can be communicated between different inteUigent techniques. This 

research has dem onstrated the benefits of using production rules for communicating 

knowledge between expert, fuzzy and genetic systems. However production rules are 

probably one of many knowledge representation schemes tha t can be used for this 

purpose, and further research is very much needed to evaluate the potential of other 

schemes such as frames and semantic networks.

A nother aspect tha t is not covered in the above scheme is the involvement of 

domain experts in the development of hybrid systems projects. As we have seen 

in our own research, having access to domain expertise has been of param ount im­

portance. Firstly, the domain expertise is needed to identify a possible ‘en try ’ into 

the problem. In our financial trading example the domain expert explained the two 

broad approaches to solving the trading problem (fundam ental analysis and technical



190

analysis) and helped us to choose the more appropriate (technical analysis). Domain 

expertise is also needed to specify the broad space of relevant variables for solving 

the problem at hand. In our research these variables consisted of technical trading 

indicators. It was from this broad space of variables th a t the genetic algorithm was 

able to ‘prune’ or identify the most im portant variables for the subsequent decision 

model building.

Another area of expert involvement in which we have gained benefits is in the 

verification of hybrid system results. The expert verification of hybrid systems results 

has helped us to identify the most promising architectures based on criteria such as 

explanation capabihties. For example, although the genetic-neural hybrid strand 

produced better quantitative trading results than other hybrids, the expert found 

the explanation capabihties too Hmited. Expert interaction has also allowed us to 

propose extensions to the system such as the creation of adjustm ents to the decision 
boundaries (to minimise mis-classihcations) in the case of the symboHc pre-processing 
algorithm.

FinaUy, we beHeve tha t the above mentioned scheme, which has been discussed 
in the context of hybrid systems between inteUigent techniques, can also be extended 

to hybrids of inteUigent techniques and ‘conventional’ m athem atical methods such as 

Hnear programming and regression. Similar to inteUigent techniques, these different 

methods have different com putational properties which make them  suited for partic­

ular tasks over others. The construction of com putational property tables for these 

m athem atical methods may in fact tu rn  out to be easier than  constructing property 
tables for inteUigent techniques as these techniques have been studied in greater depth 

and their appHcation weU understood.



Chapter 10 

Conclusions

This chapter presents conclusions of this thesis and suggests avenues for  
future research.

10.1 C on c lu sio n s

This thesis has explored several key issues in intelligent hybrid systems and in 

inteUigent decision support systems. A significant contribution of the thesis is the for­

mulation of a new classification scheme for inteUigent hybrid systems which takes into 

account functionaUty, processing architecture and communication requirements. The 

three-fold classification scheme (function-replacing, intercom m unicating and Poly­
morphic) provides a clear mechanism to make quaUtative assessments of hybrid sys­
tems.

The hybrid system developed as part of this research, IN TEN T, combines ex­
pert systems, fuzzy systems, genetic algorithms and neural networks, and has been 
dem onstrated in the complex decision making task of foreign exchange trading. It 

consists of three hybrid strands — expert-fuzzy-genetic, genetic-neural and multiple 

model. While the expert-fuzzy-genetic strand is an function-replacing hybrid accord­

ing to our classification scheme, the genetic-neural and multiple model strands are 

intercom m unicating hybrids.

We have proposed a sketch of a methodology for hybrid systems development 

based on our classification scheme and experiences obtained during the construction 

of IN TEN T. The scheme involves making assessments of com putational requirements 

of the problem domain and rating available inteUigent techniques. We view this as 

an im portant initial stage in the development of a comprehensive methodology for 
hybrid systems.

The trading decision-making task involved constructing a system th a t had the fol­

lowing properties: the abiUty to  acquire trading knowledge, the abihty to cope with 

brittleness, continuous learning, transparency of decision model and the abiUty to in­

corporate human knowledge. After assessing different available inteUigent techniques

191
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it was clear tha t no single technique could be used for this task. Therefore a hybrid 

system combining several inteUigent techniques with com plementary com putational 

properties was developed.

A key issue th a t needed to be resolved was the issue of communication of knowl­

edge between the different inteUigent systems. By using production rules with the 

same syntactic structure as the common knowledge representation scheme, we have 

dem onstrated the abiUty to transfer knowledge between the genetic algorithm, expert 

and fuzzy systems. The production rule format also faciUtates users to easily under­

stand the reasoning process and also aUows users to easily change existing knowledge 

and to add new knowledge. Further research is needed to evaluate the use of other 

knowledge representation scheme such as frames for such knowledge communication 
purposes.

In order to capture the meaning of Hnguistic terms used by domain experts such 

as low, medium  and high, a novel m ethod for pre-processing data  has been developed 
(see section 5.3) . The algorithm which uses Single Linkage Clustering converts raw 

data (e.g. volume 15612) into symboUc representations (e.g. volume high). An 

extension of this algorithm is used in the fuzzy system to convert raw data  into fuzzy 

membership functions (e.g. low [0.0] medium [0.2] high [0 .8]). The results of these 

procedures have been verified by the domain expert (see section 6 .2). There are many 

potential apphcations of this procedure including in the area of cardiology diagnosis 

where hnguistic categories such as moderate, normal, mild for describing readings of 
cholesterol, blood pressure, maximum heart rate and others [102]. Using the above 

algorithms such hnguistic categories can be automaticaUy derived using raw data  (e.g. 

m ax-heart-rate 180, blood pressure 130, cholesterol 219) from readings obtained from 

measuring instrum ents.

Packard’s [93] genetic algorithm for complex data analysis has been used for in­

ducing rules in the INTENT system. An im portant contribution of this research is 

the extension of Packard’s system to induce fuzzy rule bases (see section 7.3). This 

provides a method to autom ate the construction of fuzzy rule bases which is usuaUy 

a time consuming trial and error process. There are many param eters in the hybrid 

system which have been set arbitrarily (e.g. the cut-off values for the fuzzy system 

and neural networks) and the genetic algorithm can also be extended to search such 

param eter spaces.
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A nother extension to Packard’s system is the feedback mechanism to the expert 

and fuzzy rule bases (see section 7.6). Here an assessment of similarity between ex­

isting expert or fuzzy rules and new genetically induced rules is made and only if 

the rules are very 'dis-similar’ are they added to the expert rule bases. This is made 

possible because of the common knowledge representation schemes used by the dif­

ferent intelligent systems. This mechanism thus provides a mechanism for 'm erging’ 

machine generated knowledge with expert specified knowledge. This mechanism may 

provide particular benefits in domains where there are already operational expert 

systems such as credit evaluation where this type of genetic mechanism can help to 

induce relationships from past data and then augment the new knowledge with the 

existing knowledge.

A further conclusion of this thesis is the confirmation of the effectiveness of deci­

sion com bination using different inteUigent systems (see section 9.1). In the multiple 

model strand of the INTENT system decisions from the expert system, fuzzy system, 

genetic algorithms and neural networks are combined. The results have confirmed the 
usefulness of decision combination approaches in inteUigent systems which have been 

dem onstrated elsewhere in apphcations such as protein structure prediction [130].

A central problem in the trading appUcation domain has been the lack of com­

parative studies. There are very few pubhshed studies on foreign exchange trading 

performance and most studies do not use the same data  sample th a t we have used. 

However, it is Ukely tha t many trading organisations are conducting similar research, 

but their experiences are not pubhshed because of the com petitive nature of the apph- 

cation domain. Because of this reason an empirical investigation of the effectiveness 

of expert hum an trader performance was conducted. This provided us with a unique 

set of measures to compare the performance of INTENT.

The IN TEN T system was evaluated by making simulated trades for trading the 

British Pound and the Deutschmark. On the two key measures of trading perfor­

mance, correct percentage of trades and average gain per trade, the best approach 

was the  decision combination (C =  4) m ethod. In terms of the percentage of correct 

decisions, three out of eight of our decision modules were better than the 64.2% ac­

curacy of the expert. These are the decision combination (C = 3 and C = 4) and 

the neural network using fuzzy data. In term s of highest average earnings, two of 

our modules (decision combination C = 3 and C = 4) were better than  the exp ert’s 
average of $633.35 per trade.
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AU induced knowledge have been evaluated by the domain expert to determine 

its quaUty. The general conclusion has been tha t the induced knowledge is similar to 

trading knowledge used by our domain expert and th a t the m ajority  of induced rules 

can be used w ithout modification. The issue of transparency of decision model has 

been addressed and the domain expert has concluded th a t the knowledge represen­

tation format is sufficiently general and easy to in terpret. The knowledge represen­

tation scheme also faciUtates the modification of induced knowledge by the domain 

expert. Further studies of our system being used in decision-making environments 

are needed to fuUy assess the receptiveness to the approach among different deci­

sion makers. Feedback in the form of the frequency of judgm ental revisions to the 

induced Hnguistic models and the nature of those revisions wiU help to guide the 

further development of the IN TENT system.

This thesis also makes a contribution to the general area of knowledge extraction. 

Experts can be helped in the expression of their expertise by providing them  with 

easy to understand Hnguistic rules (induced from raw data  using INTENT) which can 
then be further refined to suit individual needs. This type of tool can supplement 

current manual approaches to knowledge extraction (say) based on the analysis of 

verbal protocols [68]. Another faciUty in IN TEN T th a t can further enhance the 

knowledge extraction process is the aUowance of expert knowledge as ‘seeds’ for the 

genetic algorithm (see section 7.6.2). An expert can input a particular set of rules 

and the genetic algorithm wiU evaluate them  (using past data), and progressively 

fine-tune them  over many cycles, thus providing a mechanism for expert knowledge 

refinement.

10.2  F u tu re  w ork

An im portant but relatively simple extension to the IN TEN T system is the pro­

vision of fuzzy hedges to the existing system. Fuzzy hedges such as very, somewhat, 

rather, extremely were devised by Zadeh [133] to further quaUfy Hnguistic variables 

in fuzzy systems. These constructs which play a similar role to adverbs in EngHsh 

sentences are constructed by changing the shape of a fuzzy set. The fuzzy hedge 

very (as in very low volume), for example, intensifies the fuzzy space by squaring the 

membership function at each point in the fuzzy set.
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The genetic algorithm can be modified to induce relationships with such fuzzy 

hedges. An example rule th a t may be induced is ‘If the price is somewhat h igh  

AND the open interest is extremely low  THEN Buy’. Users of the system would also 

be able to  change existing knowledge and add new knowledge using such qualifiers. 

Such extensions would further increase comprehensibihty of the decision models and 

increase the accessibihty of the system to decision makers.

In order to check the validity of our ideas independent of particular application 

details, we propose to apply the IN TEN T system in other areas such as organisa­

tional resource allocation. A common problem in most organisations is the allocation 

of resources depending on the utility or profitability (or potential profitability) of 

different type of customers. Our hybrid system can be used in such tasks to uncover 

relationships in the customer data  which can then be used to make strategic decisions.

For example, if a credit card company needs to understand the behaviour of its cus­

tomers then our system can be used to induce relationships between the behavioural 
variables characterising customers (income, age, credit balance etc.) and the vari­

ables th a t characterise prohtabihty. The first step, as in the trading appHcation, is 
the conversion of raw data  items (e.g. age 35, income 15,000 etc.) into Hnguistic 

categories by the means of the clustering algorithm. Example Hnguistic categories 

tha t can be specified are: for age - young, middle-aged and senior, for income and 

credit balance - low, medium and high.

The IN TEN T induction mechanisms can then be appHed (with or w ithout expert 

knowledge) to produce decision rules in the form of,

IF senior aged AND the credit balance is high THEN the customer profit abihty is high

IF the customer has low income AND is young AND has a medium credit balance THEN 

the customer profitabiHty is low

Such Hnguistic decision rules wiU enable most decision makers, regardless of 

whether they have a technical background or not, to easily understand the under­

lying relationships and to make judgm ental revisions to these models. A variety of 

resource allocation decisions can then be based on the resulting analysis. For example, 

a decision maker may decide to allocate less resources (such as advertising) towards 

customers who are not profitable and to increase resources to the more profitable 
customers.
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As with the trading decision making problem the IN TEN T system should ideally 

be set to continuously learn from any changes in the decision making environment. 

Especially in times of dram atic economic changes such as in the case of a recession, the 

behaviour of customers (e.g. spending habits) can change dramatically. If the system 

learns continuously, it wiU induce new rules th a t capture such changes. Further, as 

in the trading domain, the facility to revise decision models judgmentaUy is a very 

useful mechanism for deahng with unusual circumstances such as the development of 

extraordinary competitive conditions.
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Appendix A  

Symbolic Pre-processing Example

A .l  C lu ster  A n a ly sis  E x a m p le

The following contains an example of clustering using Stolcke’s [116] Single Link­

age Algorithm and the Cluster Selection algorithm detailed in Chapter 5.

The example data set is British Pound volume data:

[1312 1207 234 415 494 367 222 193 332 314 488 1254 1949 826 421 626 824 466 383

1051 1052 968 455 1128 1267 545 1290 1013 842 1331 522 1157 1203 1550 1698 1949 2561

2903 2259 1515 2813 2338 1604 3905 4225 2691 869 860 1205]

Vectors in the output are identified by their input sequence num ber (Eg. in the 

above example 1312 is 0 , 1207 is 1 etc). The following contains an output aU pairs 

of clusters formed, along with their respective inter-cluster distances. Clusters are 

given as lists of vectors.

minimum d is ta n c e  = 0 .00 0 0 0 0  ( 3S ) ( 12 ) 

minimum d is ta n c e  = 1 .00 0 0 0 0  ( 20 ) ( 19 ) 

minimum d is ta n c e  = 2 .000000  ( 16 ) ( 13 ) 

minimum d is ta n c e  = 2 .00 0 0 0 0  ( 48 ) ( 1 ) 

minimum d is ta n c e  = 3 .00 0 0 0 0  ( 1 48 ) ( 32 ) 

minimum d is ta n c e  = 6 .0 0 0 0 0 0  ( 10 ) ( 4 ) 

minimum d is ta n c e  = 6 .0 0 0 0 0 0  ( 14 ) ( 3 ) 

minimum d is ta n c e  = 9 .0 0 0 0 0 0  ( 47 ) ( 46 ) 

minimum d is ta n c e  = 11 .000000  ( 22 ) ( 17 ) 

minimum d is ta n c e  = 12 .000000  ( 6 ) ( 2 ) 

minimum d is ta n c e  = 13 .000000  ( 24 ) ( 11 ) 

minimum d is ta n c e  = 16 .000000  ( 18 ) ( 5 ) 

minimum d is ta n c e  = 17 .000000  ( 28 ) ( 13 16 ) 

minimum d is ta n c e  = 18 .000000  ( 9 ) ( 8 ) 

minimum d is ta n c e  = 19 .000000  ( 29 ) ( 0 ) 

minimum d is ta n c e  = 23 .000000  ( 30 ) ( 2B )
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minimum d is ta n c e  = 2 9 .000000  ( 31 ) ( 23 )

minimum d is ta n c e  = 2 9 .500000  ( 26 ) ( 11 24 )

minimum d is ta n c e  = 3 0 .500000  ( 17 22 ) ( 4 10 )

minimum d is ta n c e  = 33 .833332  ( 46 47 ) ( 1 3  16 28 ) 

minimum d is ta n c e  = 35 .0 0 0 0 0 0  ( 7 ) ( 2 6 )

minimum d is ta n c e  = 35 .0 0 0 0 0 0  ( 39 ) ( 33 )

minimum d is ta n c e  = 38 .5 0 0 0 0 0  ( 27 ) ( 19 20 )

minimum d is ta n c e  = 4 3 .0 0 0 0 0 0  ( 5 18 ) ( 3 14 )

minimum d is ta n c e  = 5 1 .166668  ( 0 29 ) ( 11 24 26 )

minimum d is ta n c e  = 5 7 .750000  ( 25 30 ) ( 4 10 17 22 )

minimum d is ta n c e  = 62 .5 0 0 0 0 0  ( 32 1 48 ) ( 23 31 )

minimum d is ta n c e  = 70 .6 6 6 6 6 4  ( 19 20 27 ) ( 21 )

minimum d is ta n c e  = 7 1 .5 0 0 0 0 0  ( 42 ) ( 33 39 )

minimum d is ta n c e  = 7 3 .5 0 0 0 0 0  ( 3  14 5 1 8 )  ( 8 9 )  

minimum d is ta n c e  = 7 9 .0 0 0 0 0 0  ( 41 ) ( 38 )

minimum d is ta n c e  = 9 0 .0 0 0 0 0 0  ( 40 ) ( 37 )

minimum d is ta n c e  = 110 .800003  ( 23 31 32 1 48 ) ( 11 24 26 0 29 )

minimum d is ta n c e  = 123 .000000  ( 4 10 17 22 25 30 ) ( 8 9 3 14 5 18 )

minimum d is ta n c e  = 130 .000000  ( 45 ) ( 36 )

minimum d is ta n c e  = 141 .666672  ( 33 39 42 ) ( 34 )

minimum d is ta n c e  = 1 76 .800003  ( 13 16 28 46 47 ) ( 21 19 20 27 )

minimum d is ta n c e  = 192 .500000  ( 8 9 3 14 5 18 4 10 17 22 25 30 ) ( 15 )

minimum d is ta n c e  = 231 .974365  ( 15 8 9 3 14 5 18 4 10 17 22 25 30 ) ( 2 6 7 )

minimum d is ta n c e  = 2 32 .000000  ( 36 46 ) ( 37 40 )

minimum d is ta n c e  = 3 12 .622223  ( 11 24 26 0 29 23 31 32 1 48 ) ( 21 19 20 27 13 16 28 46 47 )

minimum d is ta n c e  = 3 20 .000000  ( 44 ) ( 43 )

minimum d is ta n c e  = 349 .5 0 0 0 0 0  ( 38 41 ) ( 12 35 )

minimum d is ta n c e  = 5 0 4 .434204  ( 21 19 20 27 13 16 28 46 47 11 24 26 0 29 23 31 32 1 48 ) ( 34 33 39 42

)

minimum d is ta n c e  = 618 .2 5 0 0 0 0  ( 37 40 36 45 ) ( 12 35 38 41 )

minimum d is ta n c e  = 770 .2 3 0 9 5 7  ( 34 33 39 42 21 19 20 27 13 16 28 46 47 11 24 26 0 29 23 31 32 1 48 ) (

2 6 7 15 8 9 3 14 5 18 4 10 17 22 25 30 )

minimum d is ta n c e  = 1573 .823730  ( 2 6 7 15 8 9 3 14 5 18 4 10 17 22 25 30 34 33 39 42 21 19 20 27 13 16

28 46 47 11 24 26 0 29 23 31 32 1 48 ) ( 12 35 38 41 37 40 36 45 )

minimum d is ta n c e  = 2938.063721  ( 12 35 38 41 37 40 36 45 2 6 7 15 8 9 3 14 5 18 4 10 17 22 25 30 34 33
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39 42 21 19 20 27 13 16 28 46 47 11 24 26 0 29 23 31 32 1 48 ) ( 43 44 )

The following represents the hierarchical clusters as a tree lying on its side. The 

leaves of the tree are formed by vector names, and the horizontal spacing between 

nodes is proportional to the distances between clusters. The linguistic terms HIGH, 

MEDIUM and LOW appear beside the clusters that were chosen by the cluster se­

lection algorithm.
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A ppendix B 

Trading Indicators and Expert and Fuzzy 
Rules

B . l  T rad ing In d ic a to r s  R e fe r e n c e  T ab le

The following contains the variable reference table used in IN TEN T. This 

is represented as a Hst of lists where each list contains the following in­

formation: type of variable (S=sym bolic, F=fuzzy), name of variable (e.g.

m a -d iff - l - 5 - c l a s s i f i e d - v a lu e ) , and the permissible states (e.g. n e g a t iv e ,  

n e u t r a l  p o s i t iv e ) .  This table is referred to as the feature index.

[ [S m a -d i f r - l - 5 - c la s s ir i« d - v a lu e  [n e g a t iv e  n e u tr a l p o s i t iv e ]  ]

/*  th e  d if f e r e n c e  betw een th e  1 and B day p r ic e  moving average * /

[S m a -d if f - 1 -1 0 - c la s s i f ie d - v a lu e  [n e g a t iv e  n e u tr a l  p o s i t i v e ]  ]

/ *  th e  d i f f e r e n c e  betw een th e  1 and 10 day p r ic e  moving average * /

[S m a - d i f f - l - 2 0 - c la s s i f ie d - v a lu e  [n e g a t iv e  n e u tr a l  p o s i t i v e ]  ]

/♦  th e  d if f e r e n c e  betw een th e  1 and 20 day p r ic e  moving average * /

[S m a -d if f - 1 -5 0 - c la s s i f i e d -v a lu e  [n e g a t iv e  n e u tr a l  p o s i t i v e ]  ]

/*  th e  d if f e r e n c e  betw een th e  1 and SO day p r ic e  moving average * /

[S m a -d if f - l - lO O - c la s s i f ie d - v a lu e  [n e g a t iv e  n e u tr a l  p o s i t i v e ]  ]

/*  th e  d if f e r e n c e  betw een th e  1 and 100 day p r ic e  moving average * /

[S m a - d i f f - l - 2 0 0 - c l a s s i f ie d -v a lu e  [n e g a t iv e  n e u tr a l  p o s i t i v e ]  ]

/*  th e  d if f e r e n c e  betw een th e  1 and 200 day p r ic e  moving average * /

[F m a -d if f - l - 5 - f u z z y -v a lu e s  [n e g a tiv e  n e u tr a l  p o s i t i v e ]  ]

/ *  th e  d i f f e r e n c e  betw een th e  1 and 5 day p r ic e  moving average ( fu z z y )  * /

[F m a -d if f -1 -1 0 - fu z z y -v a lu e s  [n e g a tiv e  n e u tr a l  p o s i t i v e ]  ]

/*  th e  d if f e r e n c e  betw een th e  1 and 10 day p r ic e  moving average ( fu z z y )  * /

[F m a -d if f -1 -2 0 - fu z z y -v a lu e s  [n e g a tiv e  n e u tr a l  p o s i t i v e ]  ]

/*  th e  d i f f e r e n c e  betw een th e  1 and 20 day p r ic e  moving average ( fu z z y )  * /
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[F m a-d iff-1 -6 0 -fiizzy -v eü .T ies Cnagativa n e u tr a l p o s i t i v e ]  ]

/*  th e  d i f f e r e n c e  b etu een  th e  1 and 50 day p r ic e  moving average ( fu z z y )  * !

[F m a -d if f - l- lO O -fu z z y -v a lu e s  [n e g a tiv e  n e u tr a l  p o s i t i v e ]  ]

/♦  th e  d i f f e r e n c e  betw een th e  1 and 100 day p r ic e  moving average ( fu z z y )  * /

[F m a -d if f -1 -2 0 0 - fu z z y -v a lu e s  [n e g a tiv e  n e u tr a l  p o s i t i v e ]  ]

/*  th e  d i f f e r e n c e  betw een th e  1 and 200 day p r ic e  moving average ( fu z z y )  * /

[S v o l - m a - d i f f - l - lO - c la s s i f i e d - v a lu e  [n e g a tiv e  n e u tr a l p o s i t iv e ]  ]

/*  th e  d if f e r e n c e  betw een th e  1 and 10 day volume moving average * /

[S v o l - m a - d i f f - l - 2 0 - c l a s s i f ie d -v a lu e  [n e g a tiv e  n e u tr a l  p o s i t i v e ]  ]

/*  th e  d i f f e r e n c e  betw een th e  1 and 20 day volume moving average * /

[F v o l - m a - d if f - l - lO - f u z z y - v a lu e s  [n e g a tiv e  n e u tr a l  p o s i t i v e ]  ]

/*  th e  d if f e r e n c e  betw een th e  1 and 10 day volume moving average ( fu z z y )  * /

[F v o l-m a -d if f - l - 2 0 - fu z z y - v a lu e s  [n e g a tiv e  n e u tr a l  p o s i t i v e ]  ]

/*  th e  d if f e r e n c e  betw een th e  1 and 20 day volume moving average * /

[S o i - m a - d i f f - 1 - 1 0 - c la s s i f i e d - v a lu e  [n e g a tiv e  n e u tr a l  p o s i t i v e ]  ]

/*  th e  d i f f e r e n c e  betw een th e  1 and 10 day open in t e r e s t  moving average * /

[S o i - m a - d i f f - l - 2 0 - c l a s s i f ie d -v a lu e  [n e g a tiv e  n e u tr a l  p o s i t i v e ]  ]

I *  th e  d i f f e r e n c e  betw een th e  1 and 20 day open i n t e r e s t  moving average * /

[F o i-m a -d if f -1 -1 0 - fu z z y -v a lu e s  [n e g a tiv e  n e u tr a l  p o s i t i v e ]  ]

/*  th e  d i f f e r e n c e  betw een th e  1 and 10 day open in t e r e s t  moving average ( fu z z y )  * /  

[F o i-m a -d if f -1 -2 0 - fu z z y -v a lu e s  [n e g a tiv e  n e u tr a l  p o s i t i v e ]  ]

/*  th e  d i f f e r e n c e  betw een th e  1 and 20 day open in t e r e s t  moving average ( fu z z y )  * /  

[S m a -la r g e -1 -2 0  [y e s  no] ]

/*  i s  th e  1 day p r ic e  moving average la r g e r  than  th e  20 day moving average * /

[S m a -la r g e -1 -5 0  [y e s  no] ]

/*  i s  th e  1 day p r ic e  moving average la r g e r  than  th e  50 day moving average * /

[S m a -la r g e -1 -1 0 0  [y es  no] ]

/♦  i s  th e  1 day p r ic e  moving average la r g e r  than  th e  100 day moving average * /

[S m a -la r g e -1 -2 0 0  [y e s  no] ]

/*  i s  th e  1 day p r ic e  moving average la r g e r  than  200 day moving average * /

[S m a-cb -1 -20  [y e s  no] ]

/* is the 20 day price moving average cut from below by the 1 day moving average*/
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[s m a -c b -l-5 0  [y e s  no] ]

/*  i s  th e  50 day p r ic e  moving average cu t from  below  by th e  1 day moving average * /  

[S m a-cb -1 -100  [y e s  no] ]

/*  i s  th e  100 day moving average cu t from below  by th e  1 day moving average ♦ /

[S m a-cb -1-200  [y e s  no] ]

/♦  i s  th e  200 day p r ic e  moving average cu t from  below  by th e  a day moving average • /  

[S m a -ca -1 -20  [y e s  no] ]

/ •  i s  th e  20 day p r ic e  moving average cu t from  above by th e  1 day moving average * /  

[S m a-ca-l-B O  [y e s  no] ]

/*  i s  th e  SO day p r ic e  moving average cu t from  above by th e  1 day moving average ♦ /  

[S m a -ca -1 -100  [y e s  no] ]

/*  i s  th e  100 day p r ic e  moving average cu t from  above by th e  1 day moving average * /  

[S m a -ca -1 -200  [y e s  no] ]

/♦  i s  th e  200 day p r ic e  moving average cu t from above by th e  1 day moving average ♦ /  

[S tb -5 0  [up down no] ]

/*  i s  th e r e  a 50 day tr a d in g  break ♦ /

[S tb -1 0 0  [up down no] ]

/*  i s  th e r e  a 100 day tr a d in g  break * /

[S tb -2 0 0  [up down no] ]

/*  i s  th e r e  a 200 day tr a d in g  break * /

[S p r i c e - r s i - 7  [low  medium h igh ] ]

/*  th e  p r ic e  7 day r e la t iv e  s tr e n g th  index * /

[S p r i c e - r s i - 1 4  [low  medium h ig h ] ]

/♦  th e  14 day p r ic e  r e la t iv e  s tr e n g th  index * /

[S p r i c e - r s i - 2 8  [low  medium h igh ] ]

/*  th e  28 day p r ic e  r e la t iv e  s tr e n g th  in d ex  ■*/

[F p r ic e - r s i - 7 - f u z z y  [low medium h ig h ] ]

/*  th e  7 day p r ic e  r e la t iv e  s tr e n g th  in d ex  ( fu z z y )  * /

[F p r ic e - r s i - 1 4 - f u z z y  [low medium h ig h ] ]

/*  th e  14 day p r ic e  r e la t iv e  s tr e n g th  index (fu z z y )  ♦ /

[F p r ic e - r s i - 2 8 - f u z z y  [low medium h ig h ] ]

/♦ the 28 day price relative strength index (fuzzy) */
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[s v o l - r s i - 7  [low  medium h ig h ] ]

/♦  th e  7 day volume r e la t iv e  s tr e n g th  in d ex  ♦ /

[S v o l - r s i - 1 4  [low  medium h igh ] ]

/*  th e  14 day volume r e la t iv e  s tr e n g th  index * /

[S v o l - r s i - 2 8  [low  medium h ig h ] ]

/*  th e  28 day volume r e la t iv e  s tr e n g th  in d ex  * /

[F v o l - r s i - 7 - f u z z y  [low medium h ig h ] ]

/ •  th e  7 day volume r e la t iv e  s tr e n g th  index (fu z z y )  * /

[F v o l - r s i - 1 4 - f u z z y  [low medium h ig h ] ]

/*  th e  14 day volume r e la t iv e  s tr e n g th  index (fu z z y )  * /

[F v o l - r s i - 2 8 - f u z z y  [low medium h ig h ] ]

/*  th e  28 day volume r e la t iv e  s tr e n g th  index ( fu z z y )  * /

[S o i - r s i - 7  [low  medium h igh ] ]

/*  th e  7 day open in te r e s t  r e la t iv e  s tr e n g th  index * /

[S o i - r s i - 1 4  [low  medium h igh ] ]

/*  th e  14 day open in t e r e s t  r e l a t i v e  s tr e n g th  index * /

[S o i - r s i - 2 8  [low  medium h igh ] ]

/*  th e  28 day open in t e r e s t  r e l a t i v e  s tr e n g th  index * /

[F o i - r s i - 7 - f u z z y  [low medium h ig h ] ]

/♦  th e  7 day open in t e r e s t  r e la t iv e  s tr e n g th  index ( fu z z y )  * /  

[F o i - r s i - 1 4 - f u z z y  [low medium h ig h ] ]

/*  th e  14 day open in t e r e s t  r e l a t i v e  s tr e n g th  index ( fu z z y )  • /

[F o i - r s i - 2 8 - f u z z y  [low medium h ig h ] ]

/*  th e  28 day open in t e r e s t  r e l a t i v e  s tr e n g th  index ( fu z z y )  * /

[S p r ic e - v o la -1 0  [low  medium h ig h ] ]

/ •  th e  10 day p r ic e  v o l a t i l i t y  * /

[S p r ic e - v o la -2 0  [low  medium h ig h ] ]

/*  th e  20 day p r ic e  v o l a t i l i t y  • /

[S p r ic e - v o la -5 0  [low  medium h ig h ] ]

/*  th e  50 day p r ic e  v o l a t i l i t y  * /

[S p r ic e -v o la -1 0 0  [low  medium h ig h ] ]

/* the 100 day price volatility */
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[F p r ic « - fu z z y -T o la -1 0  [low  medium h igh ] ]

/ •  th e  10 day p r ic e  v o l a t i l i t y  ( fu z z y )  * /

[F p r ic e - fu z z y -v o la -2 0  [low  medium h igh ] ]

/ •  th e  20 day p r ic e  v o l a t i l i t y  ( fu z z y )  ♦ /

[F p r ic e -fu z z y -v o la -B O  [low  medium h igh ] ]

/♦  th e  60 day p r ic e  v o l a t i l i t y  ( fu z z y )  * /

[F p r ic e - fu z z y -v o la -1 0 0  [low  medium h ig h ] ]

/*  th e  100 day p r ic e  v o l a t i l i t y  ( fu z z y )  * /

[S p r i c e - a f t e r - l - d a y  [UP DOWH] ]

[S p r ic e - a f t e r - 2 - d a y  [UP DOWI] ]

[S p r ic e - a f t e r - 6 - d a y  [UP DOWI] ]

[S p r ic e -a f t e r -1 0 -d a y  [UP DOWI] ]

] —» f e a t u r e - l i s t ;

The following list is the f e a t u r e - s t r u c t  which selects a given set of variables 

from the f  e a t u r e - l i s t  for the IN TENT simulations.

[ma-ca-l-lOO ma-ca-1-200 tb-50 tb-100 tb-200 price-rsi-7 price-rsi-14 price-rsi-28 

vol-rsi-7 vol-rsi-14 vol-rsi-28 oi-rsi-7 oi-rsi-14 oi-rsi-28 price-vola-10 price-vola-20 

price-vola-50 price-vola-100 price-after-lO-day] — » feature-struct ;

B .2  E x p e r t S y s te m  R u les

[ El [ma-diff-l-20-classified-value [positive] ] [oi-ma-diff-l-20-classified-value 
[positive] ] [action [UP]] ]

[ E2 [ma-diff-l-20-classified-value [positive] ] [oi-ma-diff-l-20-classified-value 
[negative] ] [action [DOWN]] ]

[ E3 [ma-diff-l-20-classified-value [negative] ] [oi-ma-diff-l-20-classified-value 
[positive] ] [action [DOWN]] ]

[ E4 [ma-diff-l-20-classified-value [negative] ] [oi-ma-diff-l-20-classified-value 
[positive] ] [action [UP]] ]

[ E5 [price-rsi-14 [high] ] [oi-rsi-14 [high] ] [action [UP]] ]

[ E6 [price-rsi-14 [high] ] [oi-rsi-14 [low] ] [action [DOWN]] ]
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[ E7 [price-rsi-14 [low] ] [oi-rsi-14 [high] ] [action [DOWN]] ]

[ E8 [price-rsi-14 [low] ] [oi-rsi-14 [low] ] [action [UP]] ]

[ E9 [ma-diff-l-20-classified-value [positive] ] [vol-ma-diff-l-20-classified-value 
[positive] ] [oi-ma-diff-l-20-classified-value [positive] ] [action [UP]] ]

[ ElO [ma-diff-l-20-classified-value [negative] ] [vol-ma-diff-l-20-classified-value 
[negative] ] [oi-raa-diff-l-20-classified-value [negative] ] [action [DOWN]] ]

[ Ell [price-rsi-14 [high] ] [vol-rsi-14 [high] ] [oi-rsi-14 [high] ] [action [UP]]
]

[ E12 [price-rsi-14 [low] ] [vol-rsi-14 [low] ] [oi-rsi-14 [low] ] [action [DOWN]]
] ]

[ E13 [tb-100 [up] ] [action [UP]] ]

[ E14 [tb-100 [down] ] [action [DOWN]] ]

[ E15 [tb-200 [up] ] [action [UP]] ]

[ E16 [tb-200 [down] ] [action [DOWN]] ]

[ E17 [ma-large-1-100 [yes] ] [action [UP]] ]

[ E18 [tb-100 [no] ] [action [DOWN]] ]

[ E19 [ma-large-1-200 [yes] ] [action [UP]] ]

[ E20 [ma-large-1-200 [no] ] [action [DOWN]] ]

[ E21 [ma-cb-1-100 [yes] ] [action [UP]] ]

[ E22 [ma-cb-1-200 [yes] ] [action [UP]] ]

[ E23 [ma-ca-1-100 [yes] ] [action [DOWN]] ]

[ E24 [ma-ca-1-200 [yes] ] [action [DOWN]] ]

[ E25 [ma-diff-l-lOO-classified-value [positive] ] [action [UP]] ]

[ E26 [ma-diff-l-lOO-classified-value [negative] ] [action [DOWN]] ]

[ E27 [ma-diff-1-200-classified-value [positive] ] [action [UP]] ]

[ E28 [ma-diff-l-200-classified-value [negative] ] [action [DOWN]] ]

[ E29 [price-rsi-14 [high] ] [action [DOWN]] ]

[ E30 [price-rsi-14 [low] ] [action [UP]] ]

[ E31 [price-rsi-28 [high] ] [action [DOWN]] ]
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[ E32 [price-rsi-28 [low] ] [action [UP]] ]

[ E33 [ma-diff-l-lOO-classified-value [positive] ] [price-vola-50 [low] ] [action 
[UP]] ]

[ E34 [ma-diff-l-lOO-classified-value [negative] ] [price-vola-50 [low] ] [action 
[DOWN]] ]

[ E35 [ma-diff-1-200-classified-value [positive] ] [price-vola-100 [low] ] [action 
[UP]] ]

[ E36 [ma-diff-l-200-classified-value [negative] ] [price-vola-100 [low] ] [action 
[DOWN]] ]

[ E37 [price-rsi-14 [high] ] [price-vola-50 [high] ] [action [DOWN]] ]

[ E38 [price-rsi-14 [low] ] [price-vola-50 [high] ] [action [UP]] ]

[ E39 [price-rsi-28 [high] ] [price-vola-100 [high] ] [action [DOWN]] ]

[ E40 [price-rsi-28 [low] ] [price-vola-100 [high] ] [action [UP]] ]

B .2 .1  B r i t i s h  P o u n d  S e le c t e d  R u le s

[ [ El [ma-diff-1-20-classified-value [positive] ] [vol-ma-diff-l-20-classified-value
□  ] [oi-ma-diff-1-20-classified-value [positive] ] [action [UP]] ]

[ ElO [ma-diff-1-20-classified-value [negative] ] [vol-ma-diff-l-20-classified-value 
[negative] ] [oi-ma-diff-1-20-classified-value [negative] ] [action [DOWN]] ]

[ E19 [ma-large-1-100 [] ] [ma-large-1-200 [yes] ] [ma-cb-1-200 [] ] [action [UP]]
]

[ E20 [ma-large-1-100 [] ] [ma-large-1-200 [no] ] [ma-cb-1-200 [] ] [action [DOWN]]
]

[ E22 [ma-large-1-100 [] ] [ma-large-1-200 [] ] [ma-cb-1-200 [yes] ] [action [UP]]
]

[ E25 [ma-diff-1-100-classified-value [positive] ] [ma-diff-l-200-classified-value
□  ] [action [UP]] ]

[ E38 [price-rsi-14 [low] ] [price-vola-50 [high] ] [action [UP]] ]
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B .2 .2 D e u t s c h m a r k  S e le c t e d  R u le s

[ [ El [ma-dilf-l-20-classified-value [positive] ] [oi-ma-diff-l-20-classified-value 
[positive] ] [action [UP]] ]

[ E9 [ma-diff-l-20-classified-value [positive] ] [vol-ma-diff-l-20-classified-value 
[positive] ] [oi-ma-diff-l-20-classified-value [positive] ] [action [UP]] ]

[ E15 [tb-200 [up] ] [action [UP]] ]

[ E17 [ma-large-1-100 [yes] ] [action [UP]] ]

[ E19 [ma-leurge-1-200 [yes] ] [action [UP]] ]

[ E25 [ma-diff-1-100-classified-value [positive] ] [action [UP]] ]

[ E27 [ma-diff-l-200-classified-value [positive] ] [action [UP]] ]

[ E38 [price-rsi-14 [low] ] [price-vola-50 [high] ] [action [UP]] ]

B .3  F u zzy  S y s te m  R u les

[FI [ma-diff-l-20-fuzzy-values [positive] ] [oi-ma-diff-1-20-fuzzy-values [positive]
] [action [UP]]]

[F2 [ma-diff-1-20-fuzzy-values [positive]] [oi-ma-diff-1-20-fuzzy-values [negative]] 
[action [DOWN]]]

[F3 [ma-diff-1-20-fuzzy-values [negative]] [oi-ma-diff-1-20-fuzzy-values [positive]] 
[action [DOWN]]]

[F4 [ma-diff-1-20-fuzzy-values [negative]] [oi-ma-diff-1-20-fuzzy-values [negative]] 
[action [UP]]]

[F5 [price-rsi-14-fuzzy [high]] [oi-rsi-14-fuzzy [high]] [action [UP]]]

[F6 [price-rsi-14-fuzzy [high]] [oi-rsi-14-fuzzy [low]] [action [DOWN]]]

[F7 [price-rsi-14-fuzzy [low]] [oi-rsi-14-fuzzy [high]] [action [DOWN]]]

[F8 [price-rsi-14-fuzzy [low]] [oi-rsi-14-fuzzy [low]] [action [UP]]]

[F9 [ma-diff-1-20-fuzzy-values [positive]] [oi-ma-diff-1-20-fuzzy-values [positive]] 
[vol-ma-diff-1-20-fuzzy-values [positive]] [action [UP]]]

[FIO [ma-diff-1-20-fuzzy-values [negative]] [oi-ma-diff-1-20-fuzzy-values [negative]] 
[vol-ma-diff-1-20-fuzzy-values [negative]] [action [DOWN]]]
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[Fil [price-rsi-14-fuzzy [high]] [oi-rsi-14-fuzzy [high]] [vol-rsi-14-fTizzy [high]] 
[action [UP]]]

[F12 [price-rsi-14-fTizzy [low]] [oi-rsi-14-fuzzy [low]] [vol-rsi-14-fTizzy [low]]
[action [DOWN]]]

[F13 [ma-diff-l-lOO-fnzzy-values [positive]] [action [UP]]]

[F14 [ma-diff-1-100-fTizzy-valTies [negative]] [action [DOWN]]]

[F15 [m a -d i f f - l - 2 0 0 - f T i z z y - v a l Ties [ p o s i t i v e ] ] [ a c t io n  [UP]]]

[F16 [m a -d if f - l - 2 0 0 - f n z z y - v a l Ties [ n e g a t iv e ] ]  [ a c t io n  [DOWN]]]

[F17 [price-rsi-14-fTizzy [high]] [action [DOWN]]]

[F18 [price-rsi-14-fTizzy [low]] [action [UP]]]

[F19 [price-rsi-28-fTizzy [high]] [action [DOWN]]]

[F20 [price-rsi-28-fTizzy [low]] [action [UP]]]

[F21 [price-fnzzy-vola-50 [low]] [ma-diff-l-lOO-fnzzy-values [positive]] [action 
[UP]]]

[F22 [price-fnzzy-vola-50 [low]] [ma-diff-l-lOO-fnzzy-values [negative]] [action 
[DOWN]]]

[F23 [price-fuzzy-vola-100 [low]] [ma-diff-l-200-fuzzy-values [positive]] [action 
[UP]]]

[F24 [price-fuzzy-vola-100 [low]] [ma-diff-fuzzy-l-200-fuzzy-values [negative]] [action 
[DOWN]]]

[F25 [price-fuzzy-vola-50 [high]] [price-rsi-14-fuzzy [high]] [action [DOWN]]]

[F26 [price-fuzzy-vola-50 [high]] [price-rsi-14-fuzzy [low]] [action [UP]]]

[F27 [price-fuzzy-vola-100 [high]] [price-rsi-28-fTizzy [high]] [action [DOWN]]]

[F28 [price-fuzzy-vola-100 [high]] [price-rsi-28-fuzzy [low]] [action [UP]]]

B .3 .1  B r i t i s h  P o u n d  S e le c t e d  R u le s

[ [FI [ma-diff-l-20-fuzzy-vailues [positive] ] [oi-ma-diff-1-20-fuzzy-values [positive]
] [action [UP]]]

[F5 [price-rsi-14-fuzzy [high]] [oi-rsi-14-fuzzy [high]] [action [UP]]]

[F6 [price-rsi-14-fuzzy [high]] [oi-rsi-14-fuzzy [low]] [action [DOWN]]]
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[FlO [ma-dif1-1-20-fuzzy-values [negative]] [oi-ma-diff-l-20-fnzzy-values [negative]] 
[vol-ma-diff-1-20-fuzzy-values [negative]] [action [DOWN]]]

[F12 [price-rsi-14-fuzzy [low]] [oi-rsi-14-fuzzy [low]] [vol-rsi-14-fuzzy [low]] 

[action [DOWN]]]

B .3 .2 D e u t s c h m a r k  S e le c t e d  R u le s

[ [F9 [ma-diff-1-20-fuzzy-values [positive]] [oi-ma-diff-1-20-fuzzy-values [positive]] 
[vol-ma-diff-1-20-fuzzy-values [positive]] [action [UP]]]

[F13 [ma-diff-1-100-fuzzy-values [positive]] [action [UP]]]

[F15 [ma-diff-1-200-fuzzy-values [positive]] [action [UP]]]

[F26 [price-fuzzy-vola-50 [high]] [price-rsi-14-fuzzy [low]] [action [UP]]]



A ppendix C 

Simulation Results - Expert System

C .l  T h e  E x p er t S y s te m  R e su lts

E l E 2 E3 E4 E5
Trading- Period-Years 3.02 3.02 3.02 3.02 -
Total-Closed-Trades 22.0 7.0 23.0 23.0 -
Total-Proft-Trades 14.0 2.0 13.0 10.0 -
Total-Losing-Trades 8.0 5.0 10.0 13.0 -
Profit able-Trades-pcn 63.64 28.57 56.52 43.47 -
Total-G ains-$ 9375.84 -3426.09 -5386.38 -149.594 -
Initial-Capital-$ 100000.0 100000.0 100000.0 100000.0 -
Capital-A fter-Trading-$ 109376.0 96573.9 94613.6 99850.4 -
Av-Gains-per-Trade-$ 426.17 -489.44 -234.19 -6.50 -
M ax- P roft - Trade- $ 11825.6 2896.6 4477.56 4347.5 -
M ax-Losing-Trade-$ -4448.69 -4457.52 -4877.59 -4774.55 -
A v-Proft-Trade-$ 2258.94 2075.19 1198.69 1864.2 -
Av-Losing-Trade-$ -2781.16 -1515.3 -2096.94 -1445.51 -
Maximum-Drawdown-$ -5227.76 -5664.85 -7423.39 -6721.58 -
Buy-Signals-pcn 100.0 0.0 0.0 100.0 -
Profit-Buy-Trades 0.63 0 0 0.43 -
Proht-SeU-Trades 0 0.28 0.56 0 -
R eturn-per-year-pcn 3.00 -1.14 -1.81 -0.04 -
Std-Dev-of-PL 3510.4 2122.19 2135.29 2148.07 -

Table C .l: Expert Rules 1-5 Trading the British Pound (84 - 87)
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E6 E7 E8 E9 ElO
Trading-Period-Years - - 3.02 3.02 3.02
Total-Closed-Trades - - 3.0 13.0 8.0
Total-Proft-Trades - - 1.0 6.0 6.0
Total-Losing-Trades - - 2.0 7.0 2.0
Profitable-Trades-pcn - - 33.33 46.15 75.0
Total-Gains-$ - - -3425.31 4488.88 3470.25
Initial-C apital-$ - - 100000.0 100000.0 100000.0
Capital-After-Trading-$ - - 96574.7 104489.0 103470.0
Av-Gains-per-Trade-$ - - -1141.77 345.29 433.78
M ax-Proft-Trade-$ - - 577.33 13128.8 3378.68
M ax-Losing-Trade-$ - - -3216.85 -3629.12 -4996.37
A V- P roft - Trade-$ - - 577.33 3974.06 1691.36
Av-Losing-Trade-$ - - -2001.32 -2765.06 -3338.92
Maximum-Drawdown-$ - - -4002.65 -6608.04 -6677.85
Buy-Signals-pcn - - 100.0 100.0 0.0
Profit-Buy-Trades - - 0.34 0.46 0
Profit-SeU-Trades - - 0 0 0.75
Return-per-year-pcn - - -1.14 1.46 1.13
Std-Dev-of-PL - - 1569.29 4472.23 2457.57

Table C .2 : Expert Rules 6-10 Trading the British Pound (84-87)

E l l E 12 E13 E14 E15
Trading-Period-Years - - 3.02 3.02 3.02
Total-Closed-Trades - - 8.0 17.0 7.0
Total-Proft-Trades - - 3.0 9.0 3.0
Total-Losing-Trades - - 5.0 8.0 4.0
Profitable-Trades-pcn - - 37.5 52.94 42.85
Total-Gains-$ - - -4936.13 -944.031 -1199.59
lnitial-Capital-$ - - 100000.0 100000.0 100000.0
Capital-A fter-Trading-$ - - 95063.9 99056.0 98800.4
Av-Gains-per-Trade-$ - - -617.01 -55.53 -171.37
M ax-Proft-Trade-$ - - 3589.74 4645.56 3730.84
Max-Losing-Trade-$ - - -3781.94 -9323.52 -3436.41
Av-Proft-Trade-$ - - 2615.99 1832.51 2718.82
Av-Losing-Trade-$ - - -2556.83 -2179.58 -2339.01
M ajdmum-Drawdown-$ - - -9002.21 -10315.8 -9356.05
Buy-Signals-pcn - - 100.0 0.0 100.0
Profit-Buy-Trades - - 0.37 0 0.42
Profit-SeU-Trades - - 0 0.52 0
Return-per-year-pcn - - -1.66 -0.31 -0.39
Std-Dev-of-PL - - 2679.77 2979.38 2664.28

Table C.3: Expert Rules 11-15 Trading the British Pound (84-87)
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E16 E17 E18 E19 E 20
Trading-Period-Years 3.02 3.02 3.02 3.02 3.02
Total-Closed-Trades 13.0 34.0 68.0 35.0 40.0
Total-P roft- Trades 7.0 18.0 38.0 20.0 24.0
Total-Losing-Trades 6.0 16.0 30.0 15.0 16.0
Profitable-Trades-pcn 53.84 52.94 55.88 57.14 60.0
Total-Gains-$ 6026.06 19482.2 -10012.0 7439.13 9887.53
Initial-Capital-$ 100000.0 100000.0 100000.0 100000.0 100000.0
Capital-After-Trading-$ 106026.0 119482.0 89988.0 107439.0 109888.0
Av-Gains-per-Trade-$ 463.54 573.00 -147.23 212.55 247.18
M ax-Proft-Trade-$ 4645.56 8959.21 4317.43 8752.3 5749.46
M ax-Losing-Trade-$ -2216.05 -7158.8 -10162.2 -4569.21 -9893.48
Av-Proft-Trade-$ 1896.75 3260.77 1743.45 2120.3 1853.84
A V- Losing- Trade- $ -1208.54 -2450.73 -2542.1 -2331.12 -2162.79
Maximum-Drawdown-$ -3617.15 -7158.8 -26258.0 -5268.32 -13359.7
Buy-Signals-pcn 0.0 100.0 0.0 100.0 0.0
Profit-Buy-Trades 0 0.52 0 0.57 0
Profit- Sell-Trades 0.54 0 0.56 0 0.6
Return-per-year-pcn 1.95 6.06 -3.43 2.40 3.17
Std-Dev-of-PL 1989.29 3640.97 2863.96 2848.02 2601.46

Table C.4: Expert Rules 16-20 Trading the British Pound (84-87)

E21 E 22 E23 E24 E25
Trading-Period-Years 3.02 3.02 3.02 3.02 3.02
Total-Closed-Trades 6.0 6.0 5.0 6.0 44.0
Total-Proft-Trades 3.0 4.0 2.0 2.0 23.0
Total-Losing-Trades 3.0 2.0 3.0 4.0 21.0
Profitable-Trades-pcn 50.0 66.67 40.0 33.34 52.27
Total-Gains-$ 3316.0 4741.75 -11388.3 -5152.56 20868.7
Initial-Capital-$ 100000.0 100000.0 100000.0 100000.0 100000.0
Capital-A fter-Trading-$ 103316.0 104742.0 88611.8 94847.4 120869.0
Av-Gains-per-Trade-$ 552.67 790.29 -2277.65 -858.76 474.29
Max-Proft-Trade-$ 4132.22 4027.85 618.309 3170.21 11418.7
Max-Losing-Trade-$ -1915.72 -2584.65 -8700.88 -5644.5 -6823.77
Av-Proft-Trade-$ 2581.22 2472.32 450.392 2565.5 2989.24
Av-Losing-Trade-$ -1475.89 -2573.77 -4096.34 -2570.9 -2280.18
Maximum-Drawdown-$ -2761.5 -2584.65 -12289.0 -10283.6 -10498.2
Buy-Signals-pcn 100.0 100.0 0.0 0.0 100.0
Profit-Buy-Trades 0.5 0.67 0 0 0.52
Profit-SeU-Trades 0 0 0.4 0.34 0
Return-per-year-pcn 1.08 1.54 -3.91 -1.73 6.47
Std-Dev-of-PL 2438.79 2513.22 3386.65 2845.02 3558.53

Table C.5: Expert Rules 21-25 Trading the British Pound (84-87)
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E26 E27 E28 E29 E30
Trading-Period-Years 3.02 3.02 3.02 - 3.02
Total-Closed-Trades 29.0 48.0 16.0 - 20.0
Total-Proft-Trades 15.0 26.0 9.0 - 10.0
Total-Losing-Trades 14.0 22.0 7.0 - 10.0
Profitable-Trades-pcn 51.73 54.16 56.25 - 50.0
Total-Gains-$ -6207.13 22433.1 833.25 - 3091.56
Initial-C apital-$ 100000.0 100000.0 100000.0 - 100000.0
Capital-After-Trading- $ 93792.9 122433.0 100833.0 - 103092.0
Av-Gains-per-Trade-$ -214.04 467.36 52.07 - 154.58
Max- P roft - Trade- $ 4315.94 7615.76 4656.35 - 8372.17
Max-Losing-Trade-$ -16208.1 -5002.21 -9010.64 - -4661.74
Av-Proft-Trade-$ 1968.22 2535.56 2401.58 - 2244.91
Av-Losing-Trade-$ -2552.17 -1976.89 -2968.71 - -1935.75
Maximum-Drawdown-$ -18979.0 -7649.81 -11660.6 - -6113.97
Buy-Signals-pcn 0.0 100.0 0.0 - 100.0
Profit-Buy-Trades 0 0.54 0 - 0.5
Profit-SeU-Trades 0.52 0 0.56 - 0
Return-per-year-pcn -2.09 6.92 0.27 - 1.01
Std-Dev-of-PL 3670.02 2896.76 3475.8 - 2845.34

Table C.6 : Expert Rules 26-30 Trading the British Pound (84-87)

E31 E32 E33 E34 E35
Trading-Period-Years - 3.02 3.02 3.02 -
Total- Closed-Trades - 6.0 2.0 3.0 -
Total-Proft-Trades - 0.0 1.0 0.0 -
Total-Losing-Trades - 6.0 1.0 3.0 -
Profitable-Trades-pcn - 0.0 50.0 0.0 -
Total-Gains-$ - -10254.8 2972.34 -2133.38 -
Initial-C apital-$ - 100000.0 100000.0 100000.0 -
Capital-A fter-Trading-$ - 89745.2 102972.0 97866.6 -
Av-Gains-per-Trade-$ - -1709.13 1486.17 -711.125 -
M ax-Proft-Trade-$ - 0.0 3212.07 0.0 -
Max-Losing-Trade-$ - -4439.92 -239.762 -1307.55 -
Av-Proft-Trade-$ - 0 3212.07 0 -
A V - Losing-Trade- $ - -1709.13 -239.762 -711.115 -
Maximum-Drawdown-$ - -10254.8 -239.762 -2133.35 -
Buy-Signals-pcn - 100.0 100.0 0.0 -
Profit-Buy-Trades - 0.0 0.5 0 -
Profit- SeU-Trades - 0 0 0.0 -
Return-per-year-pcn - -3.51 0.97 -0.71 -
Std-Dev-of-PL - 1375.5 1725.92 465.684 -

Table C.7: Expert Rules 31-35 Trading the British Pound (84-87)
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E36 E37 E38 E39 E40
Trading-Period-Years - - 3.02 - 3.02
Total-Closed-Trades - - 16.0 - 6.0
Total-P roft- Trades - - 9.0 - 0.0
Total-Losing-Trades - - 7.0 - 6.0
Profitable-Trades-pcn - - 56.25 - 0.0
Total-Gains-$ - - 6341.81 - -10254.8
Initial-Capital-$ - - 100000.0 - 100000.0
Capital-A fter-Trading-$ - - 106342.0 - 89745.2
Av-Gains-per-Trade-$ - - 396.363 - -1709.13
M ax-P roft - Trade-$ - - 8636.13 - 0.0
Max-Losing-Trade-$ - - -4808.72 - -4439.92
Av-Proft-Trade-$ - - 2452.12 - 0
Av-Losing-Trade-$ - - -2246.74 - -1709.13
Maximum-Drawdown-$ - - -6874.75 - -10254.8
Buy-Signals-pcn - - 100.0 - 100.0
Profit-Buy-Trades - - 0.5625 - 0.0
Profit-SeU-Trades - - 0 - 0
Return-per-year-pcn - - 2.05417 - -3.51465
Std-Dev-of-PL - - 3139.74 - 1375.5

Table C .8 : Expert Rules 36-40 Trading the British Pound (84-87)

E l E2 E3 E4 E5
Trading-Period-Years 3.02 3.02 3.02 3.02 -
Total-Closed-Trades 28.0 28.0 3.0 3.0 -
Tot al- P roft - Trades 17.0 12.0 2.0 1.0 -
Total-Losing-Trades 11.0 16.0 1.0 2.0 -
Profitable-Trades-pcn 60.71 42.85 66.67 33.34 -
Total-Gains-$ 22920.6 -10473.4 4532.72 -5112.03 -
Initial-Capital-$ 100000.0 100000.0 100000.0 100000.0 -
Capital-A fter-Trading-$ 122921.0 89526.6 104533.0 94888.0 -
Av-Gains-per-Trade-$ 818.59 -374.05 1510.91 -1704.01 -
M ax- P roft- Trade- $ 8469.83 7102.81 3061.11 1296.16 -
Max-Losing-Trade-$ -4802.72 -6285.0 -1496.16 -3254.48 -
A V - Proft- Trade- $ 2858.08 2229.26 3014.43 1296.16 -
Av-Losing-Trade-$ -2333.35 -2326.54 -1496.16 -3204.1 -
Maximum-Drawdown-$ -7892.81 -21091.6 -1496.16 -6408.2 -
Buy-Signals-pcn 100.0 0.0 0.0 100.0 -
Profit-Buy-Trades 60.71 0 0 33.33 -
Profit-SeU-Trades 0 42.8571 66.67 0 -
Return-per-year-pcn 7.07 -3.59 1.47 -1.72 -
Std-Dev-of-PL 3194.98 2912.27 2126.66 2121.84 -

Table C.9: Expert Rules 1-5 Trading the Deutschm ark (84-87)
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E6 E7 E 8 E9 ElO
Trading-Period-Years - - 3.02 3.02 3.02
Total-Closed-Trades - - 5.0 22.0 13.0
Total-Proft-Trades - - 3.0 15.0 7.0
Total-Losing-Trades - - 2.0 7.0 6.0
Profitable-Trades-pcn - - 60.0 68.18 53.81
Total-G ains-$ - - 13417.6 28231.3 -14000.8
Initial-Capital-$ - - 100000.0 100000.0 100000.0
Capital-After-Trading- $ - - 113418.0 128231.0 85999.2
Av-Gains-per-Trade-$ - - 2683.51 1283.24 -1076.99
M ax- P roft- Trade- $ - - 8582.79 8857.42 2550.05
Max-Losing-Trade-$ - - -1059.48 -5017.31 -7853.19
Av-Proft-Trade-$ - - 5018.15 2984.62 1317.03
Av-Losing-Trade-$ - - -818.43 -2362.58 -3870.0
M axim um-D r a wdown-$ - - -1636.88 -8427.08 -20236.3
Buy-Signals-pcn - - 100.0 100.0 0.0
Profit-Buy-Trades - - 60.0 68.18 0
Profit-SeU-Trades - - 0 0 53.85
Return-per-year-pcn - - 4.26 8.58 -4.87
Std-Dev-of-PL - - 3553.41 3187.24 3034.96

Table C.IO: Expert Rules 6-10 Trading the Deutschm ark (84-87)

E l l E 12 E13 E14 E15
Trading-Period-Years - - 3.02 3.02 3.02
Total-Closed-Trades - - 21.0 11.0 19.0
Total-Proft-Trades - - 14.0 5.0 13.0
Total-Losing-Trades - - 7.0 6.0 6.0
Profitable-Trades-pcn - - 66.67 45.45 68.42
Total-Gains-$ - - 2129.28 3398.69 12027.0
Initial-Capital-$ - - 100000.0 100000.0 100000.0
Capital-A fter-Trading-$ - - 102129.0 103399.0 112027.0
Av-Gains-per-Trade-$ - - 101.39 308.97 633.00
M ax-Proft-Trade-$ - - 5558.96 4590.8 6097.71
M ax- Losing- Trade- $ - - -8775.62 -3700.66 -3094.6
Av-Proft-Trade-$ - - 1677.49 2338.4 1843.41
A V - Losing-Trade- $ - - -3050.79 -1382.23 -1989.55
Maximum-Drawdown-$ - - -13294.1 -6355.89 -6641.8
Buy-Signals-pcn - - 100.0 0.0 100.0
Profit-Buy-Trades - - 66.67 0 68.42
Profit-SeU-Trades - - 0 45.45 0
Return-per-year-pcn - - 0.70 1.11 3.83
Std-Dev-of-PL - - 2923.54 2339.31 2253.94

Table C .l l :  Expert Rules 11-15 Trading the Deutschm ark (84-87)
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E16 E17 E18 E19 E 20
Trading-Period-Years 3.02 3.02 3.02 3.02 3.02
Total-Closed-Trades 10.0 48.0 66.0 44.0 29.0
Total-Proft-Trades 5.0 30.0 26.0 31.0 14.0
Total-Losing-Trades 5.0 18.0 40.0 13.0 15.0
Profitable-Trades-pcn 50.0 62.5 39.39 .4546 48.2759
Total-Gains-S 2500.56 41741.0 -45357.3 37607.8 6050.13
Initial-C apital-$ 100000.0 100000.0 100000.0 100000.0 100000.0
Capital-After-Trading-$ 102501.0 141741.0 54642.7 137608.0 106050.0
Av-Gains-per-Trade-$ 250.05 869.60 -687.23 854.72 208.62
M ax-Proft-Trade-$ 4550.92 8889.45 3621.29 9694.11 4735.74
Max-Losing-Trade-$ -3668.51 -5098.23 -6528.56 -6135.67 -4490.94
Av-Proft-Trade-$ 2078.81 2629.29 1399.67 2412.44 2346.02
Av-Losing-Trade-$ -1578.72 -2063.21 -2043.72 -2859.81 -1786.28
Maximum-Drawdown-$ -6300.68 -9504.3 -14991.0 -9773.5 -9529.55
Buy-Signals-pcn 0.0 100.0 0.0 100.0 0.0
Profit-Buy-Trades 0 62.5 0 70.4546 0
Profit-SeU-Trades 50.0 0 39.39 0 48.27
Return-per-year-pcn 0.82 12.24 -18.13 11.15 1.96
Std-Dev-of-PL 2383.98 2944.08 2204.55 3156.57 2453.98

Table C .12: Expert Rules 16-20 Trading the D eutschm ark (84-87)

E21 E22 E23 E24 E25
Trading-Period-Years 3.02 3.02 3.02 3.02 3.02
Total-Closed-Trades 6.0 4.0 5.0 4.0 51.0
Total-Proft-Trades 4.0 1.0 3.0 3.0 34.0
Total-Losing-Trades 2.0 3.0 2.0 1.0 17.0
Profitable-Trades-pcn 66.67 25.0 60.0 75.0 66.67
Total-Gains-$ 7777.59 -5407.16 -5938.97 5848.5 39163.9
Initial-Capital-$ 100000.0 100000.0 100000.0 100000.0 100000.0
Capital- After-Trading- $ 107778.0 94592.8 94061.0 105849.0 139164.0
Av-Gains-per-Trade-$ 1296.27 -1351.79 -1187.79 1462.13 767.92
M ax-Proft-Trade-$ 8621.07 741.22 3071.41 3164.09 9942.47
Max-Losing-Trade-$ -3367.5 -3152.69 -8452.13 -365.83 -6292.87
A V -Proft-Trade-$ 3593.53 741.22 2393.5 2071.44 2471.72
Av-Losing-Trade-$ -3298.27 -2049.46 -6559.73 -365.828 -2639.67
Maximum- Drawdown- $ -6596.53 -6148.38 -13119.5 -365.828 -9364.01
Buy-Signals-pcn 100.0 100.0 0.0 0.0 100.0
Profit-Buy-Trades 66.67 25.0 0 0 66.67
Profit-SeU-Trades 0 0 60.0 75.0 0
Return-per-year-pcn 2.51 -1.82 -2.00 1.99 11.56
Std-Dev-of-PL 4078.56 1703.26 4577.7 1684.83 3118.26

Table C.13: Expert Rules 21-25 Trading the D eutschm ark (84-87)
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E26 E27 E28 E29 E30
Trading-Period-Years 3.02 3.02 3.02 - 3.02
Total-Closed-Trades 18.0 46.0 23.0 - 13.0
Total-Proft-Trades 11.0 27.0 11.0 - 7.0
Total-Losing-Trades 7.0 19.0 12.0 - 6.0
Prohtable-Trades-pcn 61.11 58.69 47.82 - 53.84
Total-Gains-$ 2576.28 36481.7 -6743.34 - 3059.16
Initial-C apital-$ 100000.0 100000.0 100000.0 - 100000.0
C apital- After- Trading- $ 102576.0 136482.0 93256.7 - 103059.0
Av-Gains-per-Trade-$ 143.127 793.08 -293.189 - 235.32
M ax-Proft-Trade-$ 4324.54 9372.75 3672.04 - 8069.13
Max-Losing-Trade-$ -7002.76 -6528.9 -4954.3 - -6013.4
Av-Proft-Trade-$ 1869.63 2767.31 1814.1 - 2743.16
Av-Losing-Trade-$ -2569.95 -2012.4 -2224.86 - -2690.49
M aximum-Drawdown-$ -7612.18 -10472.1 -10089.8 - -8511.2
Buy-Signals-pcn 0.0 100.0 0.0 - 100.0
Profit-Buy-Trades 0 58.69 0 - 53.84
P rofit-Sell-Trades 61.11 0 47.82 - 0
Return-per-year-pcn 0.84 10.84 -2.28 - 1.00
Std-Dev-of-PL 2827.05 3141.67 2507.62 - 3483.51

Table C.14: Expert Rules 26-30 Trading the Deutschmark (84-87)

E31 E32 E33 E34 E35
Trading-Period-Years 3.02 - 3.02 3.02 3.02
Total-Closed-Trades 13.0 - 6.0 1.0 3.0
Total-P roft - Trades 7.0 - 3.0 1.0 0.0
Total-Losing-Trades 6.0 - 3.0 0.0 3.0
Prohtable-Trades-pcn 53.8461 - 50.0 100.0 0.0
Total-Gains-$ 3059.16 - 7428.5 3327.31 -3958.97
Initial-Capital-$ 100000.0 - 100000.0 100000.0 100000.0
Capital-After-Trading-$ 103059.0 - 107429.0 103327.0 96041.0
Av-Gains-per-Trade-$ 235.32 - 1238.08 3327.31 -1319.66
M ax- P roft - Trade- $ 8069.13 - 8412.04 3327.31 0.0
Max-Losing-Trade-$ -6013.4 - -1912.6 0.0 -2515.08
Av-Proft-Trade-$ 2743.16 - 3926.19 3327.31 0
Av-Losing-Trade-$ -2690.49 - -1450.03 0 -1319.66
M aximum-D rawdown-$ -8511.2 - -1912.6 0.0 -3958.99
Buy-Signals-pcn 100.0 - 100.0 100.0 0.0
Profit-Buy-Trades 53.8461 - 50.0 100.0 0
Profit-SeU-Trades 0 - 0 0 0.0
Return-per-year-pcn 1.00 - 2.40 1.08 -1.32
Std-Dev-of-PL 3483.51 - 3639.29 0.0 922.74

Table C.15: Expert Rules 31-35 Trading the Deutschmark (84-87)
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E36 E37 E38 E39 E40
Trading-Period-Years 3.02 - 3.02 - 3.02
Total-Closed-Trades 3.0 - 12.0 - 6.0
Total-Proft-Trades 0.0 - 7.0 - 3.0
Total-Losing-Trades 3.0 - 5.0 - 3.0
Prohtable-Trades-pcn 0.0 - 58.33 - 50.0
Total-Gains-$ -5980.81 - 10262.0 - 7428.5
Initial-Capital-$ 100000.0 - 100000.0 - 100000.0
Capital-A fter-Trading-$ 94019.2 - 110262.0 - 107429.0
Av-Gains-per-Trade-$ -1993.6 - 855.164 - 1238.08
M ax- P roft-Trade- $ 0.0 - 8633.09 - 8412.04
M ax-Losing-Trade-$ -3197.02 - -4578.85 - -1912.6
Av-Proft-Trade-$ 0 - 2899.17 - 3926.19
Av-Losing-Trade-$ -1993.61 - -2006.45 - -1450.03
Maximum-Drawdown-$ -5980.82 - -8511.2 - -1912.6
Buy-Signals-pcn 0.0 - 100.0 - 100.0
Profit-Buy-Trades 0 - 58.33 - 50.0
P rofit- Sell- Trades 0.0 - 0 - 0
Return-per-year-pcn -2.02 - 3.28 - 2.40
Std-Dev-of-PL 1251.04 - 3232.09 - 3639.29

Table C.16: Expert Rules 36-40 Trading the Deutschm ark (84-87)



A ppendix D 

Simulation Results - Fuzzy System

D . l  T h e  F u zzy  S y s te m  R e su lts

FI F 2 F3 F4 F5
Trading-Period-Years 3.02 3.02 3.02 3.02 3.02
Total-Closed-Trades 15.0 7.0 23.0 9.0 34.0
Total-P roft - Trades 9.0 3.0 13.0 3.0 19.0
Total-Losing-Trades 6.0 4.0 10.0 6.0 15.0
Prohtable-Trades-pcn 60.0 42.85 56.52 33.33 55.88
Total-Gains-$ 9485.91 -755.0 -14441.0 -4526.41 15261.8
Initial-Capital-$ 100000.0 100000.0 100000.0 100000.0 100000.0
Capital-A fter-Trading-$ 109486.0 99245.0 85559.0 95473.6 115262.0
Av-Gains-per-Trade-$ 632.39 -107.85 -627.87 -502.93 448.87
M ax-Proft-Trade-$ 11616.6 2896.6 4560.35 4029.36 7296.57
Max-Losing-Trade-$ -4370.07 -4457.52 -11500.1 -3168.23 -7533.6
Av-Proft-Trade-$ 2719.29 2241.84 1566.72 1732.53 2460.3
Av-Losing-Trade-$ -2497.93 -1870.14 -3480.84 -1620.67 -2098.93
Maximum-Drawdown-$ -6547.28 -5664.85 -20748.7 -9724.04 -14463.6
Buy-Signals-pcn 100.0 0.0 0.0 100.0 100.0
Profit-Buy-Trades 60.0 0 0 33.34 55.89
Profit-SeU-Trades 0 42.86 56.52 0 0
Return-per-year-pcn 3.04 -0.25 -5.02 -1.52 4.80
Std-Dev-of-PL 3812.51 2405.43 3358.91 1968.84 3055.31

Table D .l: Fuzzy Rules 1-5 Trading the British Pound (84-87)
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F 6 F7 F8 F9 FIO
Trading-Period-Years 3.02 3.02 3.02 3.02 3.02
Total-Closed-Trades 23.0 19.0 8.0 11.0 9.0
Total-Proft-Trades 16.0 10.0 4.0 6.0 7.0
Total-Losing-Trades 7.0 9.0 4.0 5.0 2.0
Prohtable-Trades-pcn 69.56 52.63 50.0 54.54 77.77
Total-Gains-$ 16488.2 -8769.13 7641.88 -307.656 3625.13
Initial-Capital-$ 100000.0 100000.0 100000.0 100000.0 100000.0
C apit cd- After- Trading- $ 116488.0 91230.9 107642.0 99692.3 103625.0
Av-Gains-per-Trade-$ 716.87 -461.53 955.23 -27.96 402.79
M ax-P roft-Trade-$ 7138.08 3659.34 9706.69 3596.76 3383.74
Max-Losing-Trade-$ -5019.95 -8731.18 -4035.96 -3596.56 -5003.84
Av-Proft-Trade-$ 2236.73 1901.99 3491.08 2275.09 1473.28
Av-Losing-Trade-$ -2757.07 -3087.67 -1580.61 -2791.64 -3343.92
Maximum-Drawdown-$ -8978.56 -15465.4 -6322.45 -6818.34 -6687.84
Buy-Signals-pcn 0.0 0.0 100.0 100.0 0.0
Profit-Buy-Trades 0 0 50.0 54.54 0
Profit-SeU-Trades 69.56 52.63 0 0 77.78
Return-per-year-pcn 5.17 -2.98 2.46 -0.10 1.18
Std-Dev-of-PL 2870.08 3222.3 3736.78 2746.38 2322.21

Table D.2: Fuzzy Rules 6-10 Trading the British Pound (84-87)

F l l F 12 F13 F14 F15
Trading-Period-Years 3.02 3.02 3.02 3.02 3.02
Total-Closed-Trades 22.0 5.0 42.0 29.0 48.0
Tot al- P roft - Trades 12.0 4.0 23.0 15.0 26.0
Total-Losing-Trades 10.0 1.0 19.0 14.0 22.0
Prohtable-Trades-pcn 54.54 80.0 54.76 51.72 54.17
Total-Gains-$ 9473.13 4331.41 20682.8 -6207.13 22433.1
Initial-C apital-$ 100000.0 100000.0 100000.0 100000.0 100000.0
Capital-After-Trading-$ 109473.0 104331.0 120683.0 93792.9 122433.0
Av-Gains-per-Trade-$ 430.59 866.28 492.49 -214.03 467.35
M ax- Proft-Trade-$ 5785.98 3995.16 11516.1 4315.94 7615.76
Max-Losing-Trade-$ -3283.68 -2785.96 -6881.93 -16208.1 -5002.21
Av-Proft-Trade-$ 2070.88 1779.34 2948.65 1968.22 2535.56
A V - Losing- Trade- $ -1537.74 -2785.96 -2480.85 -2552.17 -1976.89
M aximum-D rawdown-$ -8786.78 -2785.96 -9715.55 -18979.0 -7649.81
Buy-Signals-pcn 100.0 0.0 100.0 0.0 100.0
Profit-Buy-Trades 54.55 0 54.76 0 54.16
Profit-SeU-Trades 0 80.0 0 51.72 0
Return-per-year-pcn 3.04 1.41 6.41 -2.09 6.92
Std-Dev-of-PL 2295.52 2196.47 3655.12 3670.02 2896.76

Table D.3: Fuzzy Rules 11-15 Trading the British Pound (84-87)
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F16 F17 F18 F19 F 20
Trading-Period-Years 3.02 3.02 3.02 3.02 3.02
Total-Closed-Trades 16.0 50.0 26.0 54.0 17.0
Total-Proft-Trades 9.0 26.0 11.0 27.0 9.0
Total-Losing-Trades 7.0 24.0 15.0 27.0 8.0
Profitable-Trades-pcn 56.25 52.0 42.30 50.0 52.94
Total-Gains-$ 833.25 -15200.9 1226.81 -20607.3 5298.28
Initial-C apital-$ 100000.0 100000.0 100000.0 100000.0 100000.0
Capital-After-Trading- $ 100833.0 84799.1 101227.0 79392.8 105298.0
A V- Gains-per-Trade- $ 52.07 -304.01 47.18 -381.61 311.66
M ax-Proft-Trade-$ 4656.35 6151.03 9161.0 4576.52 8294.59
Max-Losing-Trade-$ -9010.64 -9075.41 -4147.09 -8351.8 -4972.1
Av-Proft-Trade-$ 2401.58 1538.08 2878.71 1394.83 2487.09
Av-Losing-Trade-$ -2968.71 -2299.62 -2029.27 -2158.07 -2135.69
Maximum-Drawdown-$ -11660.6 -11928.6 -13942.0 -12781.3 -5381.18
Buy-Signals-pcn 0.0 0.0 100.0 0.0 100.0
Profit-Buy-Trades 0 0 42.30 0 52.94
Profit-SeU-Trades 56.25 52.0 0 50.0 0
Return-per-year-pcn 0.27 -5.30 0.40 -7.34 1.72
Std-Dev-of-PL 3475.8 2655.86 3152.94 2431.91 3348.67

Table D.4: Fuzzy Rules 16-20 Trading the British Pound (84-87)

F 21 F 22 F23 F24 F25
Trading-Period-Years 3.02 3.02 - - 3.02
Total-Closed-Trades 1.0 6.0 - - 39.0
Total-Proft-Trades 1.0 2.0 - - 22.0
Total-Losing-Trades 0.0 4.0 - - 17.0
Profitable-Trades-pcn 100.0 33.33 - - 56.41
Total-Gains-$ 1945.06 -1750.75 - - -11623.2
Initial-C apit al-$ 100000.0 100000.0 - - 100000.0
Capital-After-Trading-$ 101945.0 98249.3 - - 88376.8
Av-Gains-per-Trade-$ 1945.06 -291.792 - - -298.03
M ax- P roft- Trade- $ 1945.06 3242.26 - - 6267.69
M ax-Losing-Trade-$ 0.0 -2869.26 - - -9247.55
Av-Proft-Trade-$ 1945.06 1590.37 - - 1477.98
A V - Losing- Trade- $ 0 -1232.85 - - -2596.4
Maximum-Drawdown-$ 0 . 0 -4347.86 - - -12154.8
Buy-Signals-pcn 100.0 0 . 0 - - 0 . 0

Profit-Buy-Trades 100.0 0 - - 0

P rofit- S eU- Trades 0 33.33 - - 56.41
Return-per-year-pcn 0.63 -0.58 - - -4.00
Std-Dev-of-PL 0 . 0 1840.17 - - 2831.45

Table D.5: Fuzzy Rules 21-25 Trading the British Pound (84-87)
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F26 F27 F28
Trading-Period-Years 3.02 3.02 3.02
Total-Closed-Trades 21.0 52.0 16.0
Total-Proft-Trades 10.0 27.0 7.0
Total- Losing-Trades 11.0 25.0 9.0
Profitable-Trades-pcn 47.619 51.9231 43.75
Total-Gains-$ 9697.63 -19899.3 2545.41
Initial-C apital-$ 100000.0 100000.0 100000.0
Capital-A fter-Trading-$ 109698.0 80100.8 102545.0
Av-Gains-per-Trade-$ 461.79 -382.67 159.08
M ax-Proft-Trade-$ 9927.6 4617.33 8077.74
Max-Losing-Trade-$ -4494.12 -8426.29 -4842.11
Av-Proft-Trade-$ 3373.43 1364.96 2777.75
Av-Losing-Trade-$ -2185.16 -2270.13 -1877.65
Maximum-Drawdown-$ -15108.7 -12895.3 -5240.49
Buy-Signals-pcn 100.0 0.0 100.0
Profit-Buy-Trades 47.619 0 43.75
Profit-SeU-Trades 0 51.92 0
Return-per-year-pcn 3.10 -7.07 0.83
Std-Dev-of-PL 3606.01 2469.08 3337.51

Table D.6 : Fuzzy Rules 26-28 Trading the British Pound (84-87)

FI F 2 F3 F4 F5
Trading-Period-Years 3.02 3.02 3.02 3.02 3.02
Total-Closed-Trades 24.0 28.0 4.0 20.0 37.0
Total-Proft-Trades 13.0 11.0 3.0 10.0 21.0
Total-Losing-Trades 11.0 17.0 1.0 10.0 16.0
Profitable-Trades-pcn 54.16 39.28 75.0 50.0 56.75
Total-Gains-$ 11587.1 -22840.8 5813.91 -16988.5 6325.66
Initial-C apit al-$ 100000.0 100000.0 100000.0 100000.0 100000.0
C apit al- After-Trading- $ 111587.0 77159.2 105814.0 83011.5 106326.0
Av-Gains-per-Trade-$ 482.79 -815.74 1453.48 -849.42 170.96
M ax-P roft - Trade-$ 7365.62 2913.13 3098.62 2021.79 4975.88
Max-Losing-Trade-$ -4359.9 -5894.88 -1514.5 -4533.58 -5626.13
Av-Proft-Trade-$ 2597.79 958.679 2442.8 695.735 2120.74
A V - Losing- Trade- $ -2016.75 -1963.9 -1514.5 -2394.59 -2388.12
Maximum-Drawdown-$ -7165.08 -7347.47 -1514.5 -9692.3 -10954.9
Buy-Signals-pcn 100.0 0.0 0.0 100.0 100.0
Profit-Buy-Trades 54.17 0 0 50.0 56.75
Profit-SeU-Trades 0 39.28 75.0 0 0
Return-per-year-pcn 3.7 -8.2 1.88 -5.97 2.05178
Std-Dev-of-PL 2751.86 1913.42 1868.95 1858.97 2607.21

Table D.7: Fuzzy Rules 1-5 Trading the Deutschm ark (84-87)
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F 6 F7 F 8 F9 FIO
Trading-Period-Years 3.02 3.02 3.02 3.02 3.02
Total-Closed-Trades 9.0 3.0 5.0 21.0 12.0
Total-Proft-Trades 3.0 2.0 2.0 12.0 7.0
Tot al- Losing-Trades 6.0 1.0 3.0 9.0 5.0
Profitable-Trades-pcn 33.34 66.67 40.0 57.14 58.34
Total-Gains-$ -5048.69 2172.56 6074.81 10944.9 -9828.09
Initial-C apital-$ 100000.0 100000.0 100000.0 100000.0 100000.0
Capital-After-Trading-$ 94951.3 102173.0 106075.0 110945.0 90171.9
Av-Gains-per-Trade-$ -560.96 724.18 1214.96 521.18 -819.00
M ax- P roft - Trade- $ 3845.95 4566.27 8376.09 5210.4 2052.2
M ax-Losing-Trade-$ -4103.36 -3680.88 -2243.06 -4340.95 -8234.23
A V- P roft- Trade- $ 2001.63 2926.71 5417.9 2468.14 1290.56
Av-Losing-Trade-$ -1842.27 -3680.88 -1587.0 -2074.75 -3772.4
Maximum-Drawdown-$ -6228.76 -3680.88 -4760.99 -7291.06 -15878.2
Buy-Signals-pcn 0.0 0.0 100.0 100.0 0.0
Profit-Buy-Trades 0 0 40.0 57.1429 0
Profit-SeU-Trades 33.34 66.67 0 0 58.34
Return-per-year-pcn -1.70 0.71 1.97 3.49 -3.36
Std-Dev-of-PL 2270.56 3390.34 3964.3 2590.86 2985.26

Table D.8 : Fuzzy Rules 6-10 Trading the Deutschm ark (84-87)

F l l F 12 F13 F14 F15
Trading-Period-Years 3.02 3.02 3.02 3.02 3.02
Total-Closed-Trades 5.0 1.0 48.0 19.0 44.0
Total-Proft-Trades 5.0 1.0 30.0 11.0 31.0
Total-Losing-Trades 0.0 0.0 18.0 8.0 13.0
P rofit able- Trades- p cn 100.0 100.0 62.5 57.8947 70.4546
Total-Gains-$ 9917.56 2043.06 42015.0 -1166.38 33223.2
Initial-C apital-$ 100000.0 100000.0 100000.0 100000.0 100000.0
Capital-After-Trading-$ 109918.0 102043.0 142015.0 98833.6 133223.0
Av-Gains-per-Trade-$ 1983.51 2043.06 875.313 -61.3882 755.073
M ax- P roft - Trade- $ 3022.79 2043.06 8906.62 3988.68 9385.22
Max-Losing-Trade-$ 0.0 0.0 -5108.08 -6747.25 -5940.16
Av-Proft-Trade-$ 1983.52 2043.06 2634.14 1629.92 2338.63
Av-Losing-Trade-$ 0 0 -2056.07 -2386.95 -3021.11
Maximum-Drawdown-$ 0.0 0.0 -9327.89 -6747.25 -12743.5
Buy-Signals-pcn 100.0 0.0 100.0 0.0 100.0
Profit-Buy-Trades 100.0 0 62.5 0 70.4546
Profit-SeU-Trades 0 100.0 0 57.89 0
R eturn-per-year-pcn 3.18 0.67 12.31 -0.38 9.96
Std-Dev-of-PL 978.43 0.0 2944.12 2466.92 3107.32

Table D.9: Fuzzy Rules 11-15 Trading the Deutschm ark (84-87)
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F16 F17 F18 F19 F 20
Trading-Period-Years 3.02 3.02 3.02 3.02 3.02
Total-Closed-Trades 23.0 55.0 13.0 39.0 22.0
Total-Proft-Trades 11.0 25.0 7.0 12.0 12.0
Total-Losing-Trades 12.0 30.0 6.0 27.0 10.0
Profitable-Trades-pcn 47.82 45.45 53.84 30.76 54.54
Total-Gains-$ -6973.56 -28807.1 3059.16 -29170.0 13296.4
Initial-Capital-$ 100000.0 100000.0 100000.0 100000.0 100000.0
Capital-After-Trading-$ 93026.4 71192.9 103059.0 70830.0 113296.0
Av-Gains-per-Trade-$ -303.19 -523.76 235.32 -747.95 604.38
M ax-P roft-Trade-$ 3662.98 2995.71 8069.13 5857.48 10740.4
Max-Losing-Trade-$ -4942.07 -4902.71 -6013.4 -7392.56 -4679.26
Av-Proft-Trade-$ 1809.62 1390.33 2743.16 2339.49 2997.53
Av-Losing-Trade-$ -2239.94 -2118.85 -2690.49 -2120.14 -2267.4
Maximum-Drawdown-$ -10064.9 -10227.1 -8511.2 -15460.7 -10977.7
Buy-Signals-pcn 0.0 0.0 100.0 0.0 100.0
Profit-Buy-Trades 0 0 53.85 0 54.55
Profit-SeU-Trades 47.83 45.45 0 30.77 0
Return-per-year-pcn -2.36 -10.64 1.00 -10.79 4.22
Std-Dev-of-PL 2514.19 2088.42 3483.51 2598.74 3499.82

Table D.IO: Fuzzy Rules 16-20 Trading the Deutschm ark (84-87)

F21 F22 F23 F24 F25
Trading-Period-Years - 3.02 - 3.02 3.02
Total-Closed-Trades - 3.0 - 3.0 51.0
Total-Proft-Trades - 0.0 - 0.0 26.0
Total-Losing-Trades - 3.0 - 3.0 25.0
Profitable-Trades-pcn - 0.0 - 0.0 50.98
Total-Gains-$ - -3958.97 - -6212.91 -21474.8
Initial-Capital-$ - 100000.0 - 100000.0 100000.0
Capital-A fter-Trading-$ - 96041.0 - 93787.1 78525.2
Av-Gains-per-Trade-$ - -1319.66 - -2070.97 -421.074
Max-Proft-Trade-$ - 0.0 - 0.0 4681.92
Max-Losing-Trade-$ - -2515.08 - -3429.12 -5126.65
Av-Proft-Trade-$ - 0 - 0 1617.38
Av-Losing-Trade-$ - -1319.66 - -2070.97 -2541.07
Maximum-Drawdown-$ - -3958.99 - -6212.92 -10025.0
Buy-Signals-pcn - 0.0 - 0.0 0.0
Profit-Buy-Trades - 0 - 0 0
Profit-SeU-Trades - 0.0 - 0.0 50.9804
Return-per-year-pcn - -1.32 - -2.10 -7.69
Std-Dev-of-PL - 922.74 - 1327.89 2441.29

Table D .l l :  Fuzzy Rules 21-25 Trading the D eutschm ark (84-87)
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F26 F27 F28
Trading-Period-Years 3.02 3.02 3.02
Total-Closed-Trades 12.0 36.0 21.0
Total-Proft-Trades 7.0 11.0 11.0
Total-Losing-Trades 5.0 25.0 10.0
Profitable-Trades-pcn 58.33 30.56 52.38
Total-Gains-$ 10262.0 -22871.1 13218.4
Initial-Capital-$ 100000.0 100000.0 100000.0
Capital-After-Trading-$ 110262.0 77128.9 113218.0
Av-Gains-per-Trade-$ 855.16 -635.30 629.45
M ax- P roft - Trade- $ 8633.09 6378.38 10733.0
Max-Losing-Trade-$ -4578.85 -8049.97 -4676.04
A V- P roft - Trade- $ 2899.17 2805.32 3261.54
Av-Losing-Trade-$ -2006.45 -2149.19 -2265.84
Maximum-Drawdown-$ -8511.2 -16835.6 -10970.2
Buy-Signals-pcn 100.0 0.0 100.0
Profit-Buy-Trades 58.33 0 52.38
Profit-SeU-Trades 0 30.55 0
Return-per-year-pcn 3.28 -8.24 4.19
Std-Dev-of-PL 3232.09 2899.35 3577.72

Table D .12; Fuzzy Rules 26-28 Trading the Deutschm ark (84-87)



A ppendix E 

Rule Comparisons and Induced Genetic 
Rules

E .l  R u le  C om p a riso n s

This is an example of the rule comparison mechanism introduced in C hapter 7. 

The rules with E suffixes are existing expert rule bases and the rules with G suffixes 

are ones th a t have been induced by the genetic algorithm. The comparison is made 

by the c o m p a rin g -ru le s  function.

[[El [ma-diff-l-20-classified-value []] [ma-diff-1-50-classified-value [positive]] 

[vol-ma-diff-1-10-classified-value [negative]] [vol-ma-diff-1-20-classified-value
[]]

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-l-20-classified-value [neutral]] 

[price-vola-20 [high]] [price-vola-50 []] [action [UP]]]

[E2 [ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value [positive]] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-l-20-classified-value []]

[oi-ma-diff-l-lO-classified-value []] [oi-ma-diff-l-20-classified-value []] 

[price-vola-20 [high]] [price-vola-50 []] [action [UP]]]

[E3 [ma-diff-1-20-classified-value [negative]] [ma-diff-1-50-classified-value [positive 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-l-20-classified-value [negative]] 

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 [high]] [price-vola-50 [medium]] [action [UP]]]

[E4 [ma-diff-1-20-classified-value [positive]] [ma-diff-1-50-classified-value []] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-l-20-classified-value [negative]] 

[oi-ma-diff-l-lO-classified-value []] [oi-ma-diff-1-20-classified-value []]
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[price-vola-20 []] [price-vola-50 [low]] [action [DOWN]]]

[E5 [ma-diff-l-20-classified-value [neutral]] [ma-diff-1-50-classified-value []]

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-l-20-classified-value [neutral]] 

[oi-ma-diff-l-lO-classified-value [negative]] [oi-ma-diff-l-20-classified-value []] 

[price-vola-20 [medium]] [price-vola-50 []]

[action [UP]]] ] — ♦ expert-rulebase;

[[G7 [ma-diff-l-20-classified-value [positive]] [ma-diff-1-50-classified-value []] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-l-20-classified-value []] 

[oi-ma-diff-1-10-classified-value [positive]] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 [low]] [price-vola-50 []] [action [DOWN]]]

[G8 [ma-diff-l-20-classified-value [negative]] [ma-diff-1-50-classified-value [negative 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-l-20-classified-value []] 

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value [neutral]] 

[price-vola-20 [high]] [price-vola-50 [high]] [action [UP]]]

[G9 [ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value [positive]] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-l-20-classified-value []]

[oi-ma-diff-l-lO-classified-value []] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 [high]] [price-vola-50 []]

[action [UP]]] ] — + genetic-rulebase;

The following co m p a rin g -ru le s  function performs the similarity base comparison 

and returns the least similar rule (G7 in this example) for addition to the perm anent 

rule base.

comparing-rules( 1 ,expert-rulebase,genetic-rulebase) rules-to-add;

ru les-to-add== —>

** [[G7 [ma-diff-l-20-classified-value [positive]] [ma-diff-1-50-classified-value
[]]
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[vol-ma-dilf-l-lO-classified-value []] [vol-ma-diff-l-20-classified-value []]

[oi-ma-diff-l-lO-classified-value [positive]] [oi-ma-diff-l-20-classified-value []]

[price-vola-20 [low]] [price-vola-50 []] [action [DOWN]]]]

Another example where the two least similar rules G7 and G8 are found for addi­

tion to the perm anent rule base.

comparing-rules(2 ,expert-rulebase,genetic-rulebase) —» rules-to-add; 

ru les-to-add==

** [[G7 [ma-diff-1-20-classified-value [positive]] [ma-diff-1-50-classified-value
[]]

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-1-20-classified-value []] 

[oi-ma-diff-1-10-classified-value [positive]] [oi-ma-diff-l-20-classified-value []] 

[price-vola-20 [low]] [price-vola-50 []] [action [DOWN]]]

[08 [ma-diff-1-20-class ified-value [negative]] [ma-diff-1-50-classified-value [negative 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-1-20-classified-value []]

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value [neutral]] 

[price-vola-20 [high]] [price-vola-50 [high]] [action [UP]]]]

E .2  T h e  S y m b o lic  M o d e  In d u ced  R u le s

The following is the rule base induced by the genetic algorithm in the symboHc 

mode with the Set A variables using B r it is h  P o u n d  data  from 1984 to 1987. The 

results from applying this induced rule base to data between 1988 and 1992 was 

presented in C hapter 7.

In all of the presented rules (and rule bases) the numerical figure at the end 

indicates the fitness of th a t rule (rule base).

[[G1 [ma-diff-l-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-l-50-classified-value []]
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[ma-diff-l-lOO-classified-value []] [ma-diff-l-200-classified-value [negative]] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-1-20-classified-value []] 

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 [high]] [price-vola-50 []]

[price-vola-100 []] [action [DOWN]] 1 0.541353]

[G2 [ma-diff-1-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value []]

[ma-diff-1-100-classified-value []] [ma-diff-1-200-classified-value []] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-1-20-classified-value []] 

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 [high]] [price-vola-50 []]

[price-vola-100 []] [action [DOWN]] 2 0.520505]

[G3 [ma-diff-1-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value []]

[ma-diff-1-100-classified-value []] [ma-diff-l-200-classified-value []] 

[vol-ma-diff-1-10-classified-value [positive]] [vol-ma-diff-1-20-classified-value
[]]

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 [high]] [price-vola-50 []]

[price-vola-100 []] [action [DOWN]] 3 0.503145]

[G4 [ma-diff-1-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value []]

[ma-diff-1-100-classified-value [positive]] [ma-diff-1-200-classified-value []] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-1-20-classified-value []] 

[oi-ma-diff-l-lO-classified-value []] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 []] [price-vola-50 []]

[price-vola-100 []] [action [UP]] 4 0.492958]
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[G5 [ma-diff-1-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value []]

[ma-diff-1-100-classified-value []] [ma-diff-1-200-classified-value [positive]] 

[vol-ma-diff-1-10-classified-value [neutral]] [vol-ma-diff-1-20-classified-value
[]]

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 []] [price-vola-50 []]

[price-vola-100 []] [action [UP]] 5 0.48954]

[G6 [ma-diff-1-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value []]

[ma-diff-1-100-classified-value []] [ma-diff-1-200-classified-value [positive]] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-1-20-classified-value [neutral]] 

[oi-ma-diff-1-10-classified-value [] ] [oi-ma-diff-1-20-class ified-value []] 

[price-vola-20 []] [price-vola-50 []]

[price-vola-100 [high]] [action [UP]] 6 0.488636]

[G7 [ma-diff-1-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value []]

[ma-diff-1-100-classified-value []] [ma-diff-1-200-classified-value [negative]] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-1-20-classified-value [neutral]] 

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 []] [price-vola-50 []]

[price-vola-100 []] [action [UP]] 7 0.488636]

[G8 [ma-diff-1-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value []]

[ma-diff-1-100-classified-value [positive]] [ma-diff-1-200-classified-value []] 

[vol-ma-diff-1-10-classified-value [neutral]] [vol-ma-diff-1-20-classified-value
[]]

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value []]
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[price-vola-20 []] [price-vola-50 []]

[price-vola-100 []] [action [UP]] 8 0.487805]

[G9 [ma-diff-1-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value []]

[ma-diff-1-100-classified-value []] [ma-diff-1-200-classified-value [positive]] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-1-20-classified-value []] 

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 [high]] [price-vola-50 []]

[price-vola-100 []] [action [DOWN]] 9 0.483645]]

The following is the rule base induced by the genetic algorithm in the symbolic 

mode with the Set B  variables using British Pound data  from 1984 to 1987.

[[G1 [price-rsi-7 []] [price-rsi-14 []] [price-rsi-28 []]

[vol-rsi-7 []] [vol-rsi-14 []] [vol-rsi-28 []]

[oi-rsi-7 [medium]] [oi-rsi-14 [medium]] [oi-rsi-28 []]

[price-vola-10 [medium]] [price-vola-20 [high]] [price-vola-50 []] 

[price-vola-100 [high]] [action [DOWN]] 18 0.65]

[G2[price-rsi-7 []] [price-rsi-14 []] [price-rsi-28 []]

[vol-rsi-7 []] [vol-rsi-14 []] [vol-rsi-28 []]

[oi-rsi-7 []] [oi-rsi-14 [medium]] [oi-rsi-28 []]

[price-vola-10 []] [price-vola-20 [medium]] [price-vola-50 []]

[price-vola-100 [medium]] [action [DOWN]] 1 0.564103]

[G3[price-rsi-7 []] [price-rsi-14 []] [price-rsi-28 []]

[vol-rsi-7 []] [vol-rsi-14 []] [vol-rsi-28 []]

[oi-rsi-7 [medium]] [oi-rsi-14 [medium]] [oi-rsi-28 []]

[price-vola-10 []] [price-vola-20 [medium]] [price-vola-50 []]

[price-vola-100 [high]] [action [DOWN]] 2 0.557377]
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[G4[price-rsi-7 []] [price-rsi-14 []] [price-rsi-28 []]

[vol-rsi-7 []] [vol-rsi-14 []] [vol-rsi-28 []]

[oi-rsi-7 []] [oi-rsi-14 [medium]] [oi-rsi-28 []]

[price-vola-10 []] [price-vola-20 [high]] [price-vola-50 [medium]] 

[price-vola-100 [high]] [action [DOWN]] 3 0.545455]

[G5[price-rsi-7 []] [price-rsi-14 []] [price-rsi-28 []]

[vol-rsi-7 []] [vol-rsi-14 []] [vol-rsi-28 []]

[oi-rsi-7 []] [oi-rsi-14 [medium]] [oi-rsi-28 []]

[price-vola-10 []] [price-vola-20 [medium]] [price-vola-50 []] 

[price-vola-100 []] [action [DOWN]] 4 0.541176]

[G6 [price-rsi-7 [low]] [price-rsi-14 []] [price-rsi-28 []] 

[vol-rsi-7 []] [vol-rsi-14 []] [vol-rsi-28 []]

[oi-rsi-7 [medium]] [oi-rsi-14 [medium]] [oi-rsi-28 []] 

[price-vola-10 []] [price-vola-20 [high]] [price-vola-50 []] 

[price-vola-100 []] [action [DOWN]] 5 0.537879]

[G7 [price-rsi-7 [low]] [price-rsi-14 []] [price-rsi-28 []] 

[vol-rsi-7 []] [vol-rsi-14 []] [vol-rsi-28 []]

[oi-rsi-7 [medium]] [oi-rsi-14 [medium]] [oi-rsi-28 []] 

[price-vola-10 []] [price-vola-20 [high]] [price-vola-50 []] 

[price-vola-100 [high]] [action [DOWN]] 6 0.537879]

[G8[price-rsi-7 [low]] [price-rsi-14 []] [price-rsi-28 []] 

[vol-rsi-7 []] [vol-rsi-14 []] [vol-rsi-28 []]

[oi-rsi-7 [medium]] [oi-rsi-14 []] [oi-rsi-28 []]

[price-vola-10 []] [price-vola-20 [high]] [price-vola-50 []] 

[price-vola-100 []] [action [DOWN]] 7 0.537879]

[G9[price-rsi-7 [low]] [price-rsi-14 []] [price-rsi-28 []] 

[vol-rsi-7 []] [vol-rsi-14 []] [vol-rsi-28 []]
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[oi-rsi-7 [medium]] [oi-rsi-14 []] [oi-rsi-28 []]

[price-vola-10 []] [price-vola-20 [low]] [price-vola-50 []]

[price-vola-100 [high]] [action [DOWN]] 8 0.537879]]

Here the rule base which was induced with the Set A variables using the 

D eu tsch m ark  data  is presented. Again as with the British Pound data  the results 

of applying these rules to unseen data  was presented in Chapter 7.

[[[Gl [ma-diff-1-5-classified-valne []] [ma-diff-1-10-classified-valne []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-valne []]

[ma-diff-1-100-classified-valne []] [ma-diff-1-200-classified-valne [positive]] 

[vol-ma-diff-1-10-classified-valne []] [vol-ma-diff-1-20-classified-valne []] 

[oi-ma-diff-1-10-classified-valne [negative]] [oi-ma-diff-1-20-classified-valne []] 

[price-vola-20 [high]] [price-vola-50 []]

[price-vola-100 []] [action [UP]] 1 0,671233]

[G2 [ma-diff-1-5-classified-valne []] [ma-diff-1-10-classified-valne []]

[ma-diff-1-20-classified-valne []] [ma-diff-1-50-classified-valne []]

[ma-diff-1-100-classified-valne []] [ma-diff-1-200-classified-valne [positive]] 

[vol-ma-diff-1-10-classified-valne []] [vol-ma-diff-1-20-classified-valne []] 

[oi-ma-diff-1-10-classified-valne [negative]] [oi-ma-diff-1-20-classified-valne []] 

[price-vola-20 [high]] [price-vola-50 []]

[price-vola-100 [high]] [action [UP]] 2 0.666667]

[G3 [ma-diff-1-5-classified-valne []] [ma-diff-1-10-classified-valne []]

[ma-diff-1-20-classified-valne []] [ma-diff-1-50-classified-valne []]

[ma-diff-1-100-classified-valne []] [ma-diff-1-200-classified-valne [positive]] 

[vol-ma-diff-1-10-classified-valne []] [vol-ma-diff-1-20-classified-valne []] 

[oi-ma-diff-1-10-classified-valne []] [oi-ma-diff-1-20-classified-valne []] 

[price-vola-20 []] [price-vola-50 []]

[price-vola-100 [high]] [action [UP]] 3 0.642857]
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[G4 [ma-diff-l-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value []]

[ma-diff-1-100-classified-value []] [ma-diff-1-200-classified-value [positive]] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-1-20-classified-value []] 

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 [high]] [price-vola-50 []]

[price-vola-100 [high]] [action [UP]] 4 0.642082]

[G5 [ma-diff-1-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value [positive]] 

[ma-diff-1-100-classified-value []] [ma-diff-1-200-classified-value [positive]] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-1-20-classified-value []] 

[oi-ma-diff-1-10-classified-value [negative]] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 [high]] [price-vola-50 []]

[price-vola-100 []] [action [UP]] 5 0.641791]

[G6 [ma-diff-1-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value []]

[ma-diff-1-100-classified-value []] [ma-diff-1-200-classified-value [positive]] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-1-20-classified-value []] 

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value [] ] 

[price-vola-20 []] [price-vola-50 []]

[price-vola-100 []] [action [UP]] 6 0.638655]

[G7 [ma-diff-1-5-classified-value []] [ma-diff-1-10-classified-value []]

[ma-diff-1-20-classified-value []] [ma-diff-1-50-classified-value []] 

[ma-diff-l-lOO-classified-value []] [ma-diff-1-200-classified-value [positive]] 

[vol-ma-diff-1-10-classified-value []] [vol-ma-diff-1-20-classified-value []] 

[oi-ma-diff-1-10-classified-value []] [oi-ma-diff-1-20-classified-value []] 

[price-vola-20 [high]] [price-vola-50 []]
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[price-vola-100 []] [action [UP]] 7 0.637895]

[GB [ma-diff-1-5-classified-valne []] [ma-diff-1-10-classified-valne []]

[ma-diff-1-20-classified-valne []] [ma-diff-1-50-classified-valne [positive]] 

[ma-diff-1-100-classified-valne []] [ma-diff-1-200-classified-valne [positive]] 

[vol-ma-diff-1-10-classified-valne []] [vol-ma-diff-1-20-classified-valne []] 

[oi-ma-diff-1-10-classified-valne [negative]] [oi-ma-diff-1-20-classified-valne []] 

[price-vola-20 [high]] [price-vola-50 []]

[price-vola-100 [high]] [action [UP]] 8 0.636364]

[G9 [ma-diff-1-5-classified-valne []] [ma-diff-1-10-classified-valne []]

[ma-diff-1-20-classified-valne []] [ma-diff-1-50-classified-valne [positive]] 

[ma-diff-1-100-classified-valne []] [ma-diff-1-200-classified-valne [positive]] 

[vol-ma-diff-1-10-classified-valne []] [vol-ma-diff-1-20-classified-valne []] 

[oi-ma-diff-1-10-classified-valne []] [oi-ma-diff-1-20-classified-valne []] 

[price-vola-20 [high]] [price-vola-50 []]

[price-vola-100 [high]] [action [UP]] 9 0.621176]]]

Here is the rule base induced using Deutschmark Set B data.

[[[Gl [price-rsi-7 [low]] [price-rsi-14 []] [price-rsi-28 []] [vol-rsi-7 []] 

[vol-rsi-14 []] [vol-rsi-28 []] [oi-rsi-7 []] [oi-rsi-14 []]

[oi-rsi-28 []] [price-vola-10 [high]] [price-vola-20 []] [price-vola-50 []] 

[price-vola-100 []] [action [UP]] 1 0.634783]

[G2 [price-rsi-7 [low]] [price-rsi-14 []] [price-rsi-28 []] [vol-rsi-7 [medinm]] 

[vol-rsi-14 []] [vol-rsi-28 []] [oi-rsi-7 []] [oi-rsi-14 []]

[oi-rsi-28 []] [price-vola-10 [high]] [price-vola-20 []] [price-vola-50 []] 

[price-vola-100 []] [action [UP]] 2 0.634615]

[G3 [price-rsi-7 [low]] [price-rsi-14 []] [price-rsi-28 []] [vol-rsi-7 [medinm]] 

[vol-rsi-14 []] [vol-rsi-28 [medinm]] [oi-rsi-7 []] [oi-rsi-14 []]
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[oi-rsi-28 []] [price-vola-10 [high]] [price-vola-20 []] [price-vola-50 []] 

[price-vola-100 []] [action [UP]] 3 0.634615]

[G4 [price-rsi-7 [low]] [price-rsi-14 []] [price-rsi-28 []] [vol-rsi-7 [medium]] 

[vol-rsi-14 []] [vol-rsi-28 [medium]] [oi-rsi-7 []] [oi-rsi-14 []]

[oi-rsi-28 []] [price-vola-10 [high]] [price-vola-20 []] [price-vola-50 []] 

[price-vola-100 [high]] [action [UP]] 15 0.634615]

[G5 [price-rsi-7 [low]] [price-rsi-14 []] [price-rsi-28 []] [vol-rsi-7 []] 

[vol-rsi-14 []] [vol-rsi-28 []] [oi-rsi-7 []] [oi-rsi-14 []]

[oi-rsi-28 []] [price-vola-10 [high]] [price-vola-20 []] [price-vola-50 []] 

[price-vola-100 [low]] [action [UP]] 20 0.631579]

[G6 [price-rsi-7 []] [price-rsi-14 []] [price-rsi-28 []] [vol-rsi-7 [medium]] 

[vol-rsi-14 []] [vol-rsi-28 []] [oi-rsi-7 []] [oi-rsi-14 []]

[oi-rsi-28 []] [price-vola-10 [high]] [price-vola-20 []] [price-vola-50 []]

[price-vola-100 []] [action [UP]] 4 0.59802]

[G7 [price-rsi-7 []] [price-rsi-14 []] [price-rsi-28 []] [vol-rsi-7 [medium]] 

[vol-rsi-14 [medium]] [vol-rsi-28 []] [oi-rsi-7 []] [oi-rsi-14 []]

[oi-rsi-28 []] [price-vola-10 [high]] [price-vola-20 []] [price-vola-50 []]

[price-vola-100 []] [action [UP]] 5 0.59802]

[G8 [price-rsi-7 []] [price-rsi-14 []] [price-rsi-28 []] [vol-rsi-7 []] 

[vol-rsi-14 [medium]] [vol-rsi-28 []] [oi-rsi-7 []] [oi-rsi-14 []]

[oi-rsi-28 []] [price-vola-10 [high]] [price-vola-20 []] [price-vola-50 []]

[price-vola-100 [low]] [action [DOWN]] 16 0.597786]

[G9 [price-rsi-7 []] [price-rsi-14 []] [price-rsi-28 []] [vol-rsi-7 []] 

[vol-rsi-14 []] [vol-rsi-28 []] [oi-rsi-7 []] [oi-rsi-14 [medium]]

[oi-rsi-28 []] [price-vola-10 [high] ] [price-vola-20 []] [price-vola-50 []]

[price-vola-100 []] [action [UP]] 22 0.593807]]]
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E .3  T h e  F u zzy  M o d e  In d u ce d  R u le s

The following are the fittest two fuzzy rule bases (FR1,FR2) induced using the 

British Pound data.

[[FRl[Gl[ma-diff-l-50-fuzzy-values []] [ma-diff-l-lOO-fuzzy-values []]

[ma-diff-l-200-fuzzy-values [negative]] [vol-ma-diff-l-lO-fnzzy-values []] 

[vol-ma-diff-l-20-fnzzy-values []] [oi-ma-diff-l-lO-fuzzy-values []]

[oi-ma-diff-l-20-fuzzy-values [neutral]] [price-fuzzy-vola-20 []] 

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [DOWN]]]

[G2[ma-diff-l-50-fuzzy-values []] [ma-diff-l-lOO-fuzzy-values []]

[ma-diff-l-200-fuzzy-values [negative]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-l-20-fuzzy-values []] [oi-ma-diff-l-lO-fuzzy-values []]

[oi-ma-diff-l-20-fuzzy-values [neutral]] [price-fuzzy-vola-20 []] 

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [DOWN]]]

[G3[ma-diff-l-50-fuzzy-values []] [ma-diff-l-lOO-fuzzy-values []]

[ma-diff-1-200-fuzzy-values [negative]] [vol-ma-diff-l-lO-fuzzy-values []] 

[vol-ma-diff-l-20-fuzzy-values []] [oi-ma-diff-1-10-fuzzy-values []]

[oi-ma-diff-l-20-fuzzy-values [negative]] [price-fuzzy-vola-20 []] 

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [DOWN]]]

[G4[ma-diff-l-50-fuzzy-values []] [ma-diff-1-100-fuzzy-values []]

[ma-diff-1-200-fuzzy-values [negative]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-1-20-fuzzy-values []] [oi-ma-diff-1-10-fuzzy-values []] 

[oi-ma-diff-1-20-fuzzy-values [negative]] [price-fuzzy-vola-20 []] 

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [DOWN]]] 1 0.635294]

[FR2[Gl[ma-diff-l-50-fuzzy-values []] [ma-diff-l-lOO-fuzzy-values []]

[ma-diff-1-200-fuzzy-values [negative]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-1-20-fuzzy-values []] [oi-ma-diff-1-10-fuzzy-values []]



246

[oi-ma-diff-1-20-fuzzy-values [neutral]] [price-fuzzy-vola-20 []] 

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [DOWN]]]

[G2[ma-diff-l-50-fuzzy-values []] [ma-diff-l-lOO-fuzzy-values []]

[ma-diff-1-200-fuzzy-values [negative]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-1-20-fuzzy-values []] [oi-ma-diff-1-10-fuzzy-values []]

[oi-ma-diff-1-20-fuzzy-values [neutral]] [price-fuzzy-vola-20 []] 

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [DOWN]]]

[G3[ma-diff-1-50-fuzzy-values []] [ma-diff-1-100-fuzzy-values []]

[ma-diff-1-200-fuzzy-values [negative]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-1-20-fuzzy-values []] [oi-ma-diff-1-10-fuzzy-values []]

[oi-ma-diff-1-20-fuzzy-values [negative]] [price-fuzzy-vola-20 [] ] 

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [DOWN]]]

[G4[ma-diff-l-50-fuzzy-values []] [ma-diff-1-100-fuzzy-values []]

[ma-diff-1-200-fuzzy-values [negative]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-1-20-fuzzy-values []] [oi-ma-diff-1-10-fuzzy-values []]

[oi-ma-diff-1-20-fuzzy-values [negative]] [price-fuzzy-vola-20 []]

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 [high]] [action [DOWN]]] 2 0.635294]]

The fuzzy rule bases induced using Deutschm ark data  is presented next.

[[FRl[Gl[ma-diff-l-50-fuzzy-values [neutral]] [ma-diff-1-100-fuzzy-values []]

[ma-diff-1-200-fuzzy-values [positive]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-1-20-fuzzy-values [positive]] [oi-ma-diff-l-lO-fuzzy-values []] 

[oi-ma-diff-1-20-fuzzy-values []] [price-fuzzy-vola-20 [low]]

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [UP]]]

[G2[ma-diff-1-50-fuzzy-values [neutral]] [ma-diff-l-lOO-fuzzy-values []]

[ma-diff-1-200-fuzzy-values [positive]] [vol-ma-diff-1-10-fuzzy-values []]
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[vol-ma-diff-1-20-fuzzy-values [positive]] [oi-ma-diff-1-10-fuzzy-values []] 

[oi-ma-diff-1-20-fuzzy-values []] [price-fuzzy-vola-20 []]

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [UP]]]

[G3[ma-diff-l-50-fuzzy-values []] [ma-diff-1-100-fuzzy-values []]

[ma-diff-1-200-fuzzy-values [neutral]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-1-20-fuzzy-values [positive]] [oi-ma-diff-1-10-fuzzy-values [neutral]] 

[oi-ma-diff-1-20-fuzzy-values []] [price-fuzzy-vola-20 []]

[price-fuzzy-vola-50 [low]] [price-fuzzy-vola-100 []] [action [UP]]]

[G4[ma-diff-1-50-fuzzy-values []] [ma-diff-1-100-fuzzy-values []]

[ma-diff-1-200-fuzzy-values [positive]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-1-20-fuzzy-values [positive]] [oi-ma-diff-1-10-fuzzy-values [neutral]] 

[oi-ma-diff-1-20-fuzzy-values []] [price-fuzzy-vola-20 []]

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [UP]]] 1 0.671875]

[FR2[Gl[ma-diff-l-50-fuzzy-values [positive]] [ma-diff-1-100-fuzzy-values []] 

[ma-diff-1-200-fuzzy-values [positive]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-1-20-fuzzy-values [positive]] [oi-ma-diff-1-10-fuzzy-values [neutral]] 

[oi-ma-diff-1-20-fuzzy-values []] [price-fuzzy-vola-20 [low]]

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [UP]]]

[G2[ma-diff-1-50-fuzzy-values [neutral]] [ma-diff-l-lOO-fuzzy-values []]

[ma-diff-1-200-fuzzy-values [positive]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-1-20-fuzzy-values [positive]] [oi-ma-diff-1-10-fuzzy-values [neutral]] 

[oi-ma-diff-1-20-fuzzy-values []] [price-fuzzy-vola-20 []]

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [UP]]]

[G3[ma-diff-l-50-fuzzy-values []] [ma-diff-1-100-fuzzy-values []]

[ma-diff-1-200-fuzzy-values [positive]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-1-20-fuzzy-values [positive]] [oi-ma-diff-1-10-fuzzy-values [neutral]]
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[oi-ma-diff-l-20-fuzzy-values []] [price-fuzzy-vola-20 []]

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [UP]]]

[G4[ma-diff-l-50-fuzzy-values [neutral]] [ma-diff-l-lOO-fuzzy-values []] 

[ma-diff-1-200-fuzzy-values [positive]] [vol-ma-diff-1-10-fuzzy-values []] 

[vol-ma-diff-1-20-fuzzy-values [positive]] [oi-ma-diff-1-10-fuzzy-values []] 

[oi-ma-diff-1-20-fuzzy-values []] [price-fuzzy-vola-20 []]

[price-fuzzy-vola-50 []] [price-fuzzy-vola-100 []] [action [UP]]] 2 0.671875]]



A ppendix F 

IN TEN T M ain Programs

This appendix contains a selection of the main P O P -11 routines of the IN TEN T 

system. The fuU hstings can be found in /c s/academ ic /phd l/S tan ley /su rang /IN T E N T /in ten t 

There are three main associated files: expert.p , fuzzy.p and gri.p.
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--------------------------------------  E X P E R T  S Y S T E M  -  ( e x p e r t . p )  ---------------------------------------------------------------------

e l s e

f i n d i n g  t h e  " b e s t "  c l u s t e r s  f r o m  t h e  c l u s t e r  t r e e  * /

f i n e  f i n d - b e s t - c l u s t e r s ( 1 1 n g - t e r m s , c l u s t e r l l s t - l l s t s ) - >  

b e s t - c l u s t e r s ;

/ ‘ f i n d  t o t a l  n u m b e r  o f  p o i n t s  -  b e c a u s e  t h e  f i n a l  b i n a r y  p a r t i t i o n  

h a s  a l l  t h e  e l e m e n t s ,  y o u  o n l y  n e e d  t o  c o u n t  a l l  t h e  e l e m e n t s  i n  

t h o s e  t w o * /

l e n g t h ( c l u s t e r l i s t  ( 1 ) )  + l e n g t h  ( c l u s t e r l i s t  ( 2 ) )  - >  t o t a l - n u m b e r - p o i n t s ;

t o t a l - n u m b e r - p o i n t s  /  l e n g t h ( l i n g - t e r m s )  - > i d e a l - c l u s t e r - l e n g t h ;

/ *  c o n s t r u c t  a  l i s t  w h i c h  h a s  a  n u m b e r  o f  l i s t s  c o r r e s p o n d i n g  t o  t h e  

n u m b e r  o f  e l e m e n t s  i n  l i n g - t e r m s  • /

[ 1 - > s l o t s - l 1 s t ;

r e p e a t  l e n g t h ( l i n g - t e r m s )  t i m e s
[ - - s l o t s - l i s t  [ ) ) - > s l o t s - l i s t ;  

e n d r e p e a t ;

f o r  d u s  i n  c l u s t e r l i s t  d o

/ *  C h e c k i n g  f o r  c o m m o n  e l e m e n t s  -  c l u s t e r  a n d  s l o t s  ‘ /

f a l s e - > c o m m o n - e l e m e n t s - p r e s e n t ;  [ ] - > c o m m o n - e l e m - s l o t ; 0 - > c o u n t - c o m m o n , ■

f o r  s l o t  i n  s l o t s - l i s t  d o
i f  l e n g t h ( s l o t )  >  0  t h e n

0 - > e l e m c o u n t ;  f a l s e - > m a t c h - f o u n d , •

u n t i l  m a t c h - f o u n d  =  t r u e  o r  e l e m c o u n t =  l e n g t h  ( s l o t )  d o  

e l e m c o u n t  + 1 - > e l e m c o u n t ;  

s l o t ( e l e m c o u n t ) - > e l e m ;  
i f  m e m b e r  ( e l e m ,  d u s )  t h e n

/ *  b e a c a u s e  m o r e  t h a n  o n e  c o m m o n  e l e m e n t  * /  

c o u n t - c o m m o n  + 1 - > c o u n t - c o m m o n ;  

s l o t - > c o m m o n - e l e m - s l o t  ;  

t r u e - > c o m m o n - e l e m e n t s - p r e s e n t ;  

t r u e - > m a t c h - f o u n d , • 

e n d i f ;  

e n d u n t i 1 ;  

e n d i f ;  

e n d f o r ;

/ *  c h e c k i n g  f o r  a  c l e a n  c o m m o n  r e p l a c e m e n t  ‘ /

i f  c o u n t - c o m m o n  =  1 t h e n

/ *  f i n d  i f  t h e  d u s  i s  c l o s e r  t o  t h e  i d e a l - c l u s t e r - l e n g t h  

t h a n  t h e  o n e  i n  t h e  s l o t * /

i f  a b s  ( l e n g t h  ( d u s )  -  i d e a l - c l u s t e r - l e n g t h )  <

a b s ( l e n g t h ( c o m m o n - e l e m - s l o t )  -  i d e a l - c l u s t e r - l e n g t h )

t h e n

s l o t s - l i s t — > [ ? ? f i r s t b i t  - - c o m m o n - e l e m - s l o t  ? ? s e c o n d b i t ) ;

/ *  r e p l a c e  s l o t * /
[ - - f i r s t b l t  - d u s  - - s e c o n d b i t  ) - > s l o t s - l  1 s t  ;  

e n d i f ;

i f  c o u n t - c o m m o n  = 0  t h e n

I ) - > l a r g e s t - d i f f - s l o t ;  0 - > l a r g e s t - d i f f e r e n c e ;

/ *  f i n d  t h e  w o r s t  s l o t  i n  t h e  s l o t s  l i s t  a n d  r e p l a c e  w i t h  d u s * /

f o r  A s l o t  I n  s l o t s - l i s t  d o  

s l o t c o u n t  + l - > s l o t c o u n t ;

a b s ( l e n g t h ( A s l o t )  -  i d e a l - c l u s t e r - l e n g t h ) - >  d i f f e r e n c e ;

i f  d i f f e r e n c e  > l a r g e s t - d i f f e r e n c e  t h e n  

d i f f e r e n c e  - > l a r g e s t - d i f f e r e n c e ;

s l o t c o u n t - > l a r g e s t  s l o t c o u n t  ;  A s l o t - > l a r g e s t - d i f f - s l o t ;  

e n d i f ;  

e n d f o r ;

i f  a b s  ( l e n g t h  ( d u s )  -  i d e a l - c l u s t e r - l e n g t h )  <

a b s ( l e n g t h ( l a r g e s t - d i f f - s l o t )  -  i d e a l - c l u s t e r - l e n g t h )

t  h e n
s l o t s - l i s t — > [ ? ? f i r s t b i t  l a r g e s t - d i f f - s l o t  ? ? e n d b i t ] ;  

c l u s - > s l o t s - l 1 s t ( l a r g e s t s l o t c o u n t ) ;  

e n d ! f ;  
e n d i f ;  

e n d ! f ;  

e n d  f o r ;
s l o t s - 1  i s t - > b e s t - c l  u s t e r s . -  

e n d d e f  i n e ;

/ *  c l a s s i f y i n g  n e w  d a t a  i t e m s  * /

d e f i n e  c l a s s i f i c a t i o n ( v a l u e , c l u s t e r - r a n g e s ) - > c l a s s i f i e d - v a l u e ;

/ *  f i r s t  s e e  i f  t h e  v a l u e  I s  l e s s  t h a n  t h e  l o w e s t  v a l u e  i f  s o  i t  i s  l o w  

e l s e

t h e n  s e e  i f  i t  i s  h i g h e r  t h a n  t h e  h i g h e s t  t h e n  h i g h  

e l s e

i f  i t  i s  w i t h i n  t h e  v a l u e s  o f  t h e  c l u s t e r s  -  g i v e  t h e  a p p r o p r i a t e  n a m e  o f  d u s  
e l s e

f i n d  w h i c h  c l u s t e r  i t  i s  n e a r e s t  t o  a n d  a s s i g n  t h e  n a m e  o f  t h a t  c l u s t e r  

* /

v a r s  d u s  n a m e  i t e m  F n a m e  L n a m e  E f i r s t v a l  L l a s t v a l  f o u n d  f i r s t v a l  l a s t v a l ;  

f a l s e - > f o u n d ;

c l u s t e r - r a n g e s ( 1 ) — > [ ? F n a m e  ( ? F f i r s t v a l  = = ) ) ;  

l a s t ( c l u s t e r - r a n g e s ) — > [ ? L n a m e  [ = =  ? L l a s t v a l ) l ;

/ *  l o w e r  t h a n  t h e  l o w e s t * /

i f  v a l u e  < F f i r s t v a l  t h e n  F n a m e  X ' '  - > c l a s s i f i e d - v a l u e ;

t r u e - > f o u n d ;

e n d i f ;

/ *  h i g h e r  t h a n  t h e  h i g h e s t  * /

i f  v a l u e  > L l a s t v a l  t h e n  L n a m e  x ' ' - > c l a s s i f i e d - v a l u e ;

t  r u e - > f o u n d ;  

e n d i f ;

i f  f o u n d = f a l s e  t h e n
/ *  w i t h i n  t h e  c l u s t e r s  * /  

f o r  d u s  i n  c l u s t e r - r a n g e s  d o
c l u s - - > [ ? n a m e  ( ? f i r s t v a l  = =  ? l a s t v a l ) ] ;  

i f  v a l u e  > =  f i r s t v a l  a n d  v a l u e  < = l a s t v a l  t h e n
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n a m e  x ' ' - > c l a s s i f i e d - v a l u e ;  
t r u e - >  f o u n d ;

q u l t l o o p ( l ) ;
e n d ! f ;  

e n d f o r ;  

e n d i f ;

/ *  f i n d i n g  t h e  n e a r e s t  c l u s t e r  * /

i f  f o u n d  “  f a l s e  t h e n

v a r s  m i n - c l u s - d i s t a n c e  n e a r e s t - c l u s - n a m e  a - d i s  b - d i s ;

/ *  g e t t i n g  t h e  f i r s t  n e a r e s t  c l u s t e r  d i s t a n c e  * /

c l u s t e r - r a n g e s  ( 1 ) — > ( ? n a m e  [ ? f i r s t v a l  -== ? l a s t v a l ) ) ;

a b s ( v a l u e  -  f i r s t v a l ) - >  a - d i s ;  a b s ( v a l u e  -  l a s t v a l )  - >  b - d i s ;

i f  a - d i s  <  b - d i s  t h e n  a - d i s  - > m i n - c l u s - d i s t a n c e ;  
e l s e

b - d i s  - > m i n - c l u s - d i s t a n c e ;  

e n d i f ;

n a m e - > n e a r e s t - c l  u s - n a m e ;

f o r  d u s  i n  c l u s t e r - r a n g e s  d o

c l u s - - > [ ? n a m e  [ ? f i r s t v a l  = ”  ? l a s t v a l ) ] ;  

a b s ( v a l u e  -  f i r s t v a l ) - >  a - d i s ;  
a b s ( v a l u e  -  l a s t v a l )  - >  b - d i s ;

i f  a - d i s  < m i n - c l u s - d i s t a n c e  t h e n  

a - d i s - > m i n - c l u s - d i s t a n c e ;  

n a m e - > n e a r e S t - c l  u s - n a m e ;  
e n d i f ;

i f  b - d i s  < m i n - c l u s - d i s t a n c e  t h e n  
b - d i s - > m i n - c l u s - d i s t a n c e ;  

n a m e - > n e a r e s t - c l  u s - n a m e ;  

e n d i f ;  
e n d f o r ;

n e a r e s t - c l u s - n a m e  > <  ' ' - > c l a s s i f i e d - v a l u e ;  

e n d i f ;  

i d e f i n e ;

E x p e r t  s y s t e m  i n t e r p r e t e r  * /

f i n e  i n t e r p r e t e r ( f e a t u r e - i n d e x , s y m b o l i c - a r r a y , t r a d e - s t i n d e x , t r a d e - e n d i n d e x ,  

i d u c t i o n - r u l e s , c o n f l i c t - f l a g ) - > t r a d e s - l 1 s t  ;

f o r  a r r a y i n d e x  f r o m  t r a d e - s t i n d e x  t o  t r a d e - e n d i n d e x  d o  

[ ] - > t o t a l - r u l e - s t a t s ;

f a l s e - > r u l e - n o t - a p p l y ;  [ ) - > r u l e - s t a t s ;

'  ' - > s e l e c t - i d ;

/ *  t a k e  e a c h  r u l e  i n  t h e  c u r r e n t  r u l e  c o n t e x t  -  i . e .  e x p e r t ,  g e n e t i c  

o r  f u z z y  r u l e s  * /

f o r  r u l e  i n  p r o d u c t i o n - r u l e s  d o

[ ) - > r u l e - s t a t s ;  f a l s e - > r u l e - n o t - a p p l y ;

/ *  t a k e  t h e  i d e n t i f i e r * /

l - > f e a t - c n t ;

r u l e ( f e a t - c n t ) - > r u l e - i d e n t i f i e r ;

/ *  t a k e  e a c h  f e a t u r e  o f  a  r u l e * /

u n t i l  f e a t - c n t  =  l e n g t h  ( f e a t u r e - s t r u c t )  d o

f e a t - c n t  + l - > f e a t - c n t ;  

r u l e ( f e a t - c n t ) - > f e a t - i n - r u l e ;  
f e a t - i n - r u l e — > [ =  ? s u b - f e a t u r e s ] ;

/ *  t a k e  e a c h  v a l u e  ( n u m e r i c  o r  q u a l i t a t i v e )  i n  f e a t u r e s * /

0 - > n u m - s u b - f e a t  u r e s - m a t  c h e d ;

f o r  s u b - i t e m  i n  s u b - f e a t u r e s  d o

/ *  h e r e  t h e  c h e c k  i s  t o  s e e  w h e t h e r  t h e  s u b - f e a t u r e s  

i n  t h e  a r r a y  a n d  o f  t h e  r u l e  m a t c h .  * /

s u b - i t e m x '  ’ - > s u b - i t e m ;

/ *  f e a t - c n t  - 1  i s  t o  c o m p e n s a t e  f o r  t h e  a d d i t i o n  o f  t h e  r u l e  

i d e n t i f i e r  * /

i f  s u b - i t e m  =

s y m b o l  i c - a r r a y  ( f e a t u r e - i n d e x ( f e a t - c n t - 1 ) , a r r a y i n d e x )  t h e n

n u m - s u b - f e a t u r e s - m a t c h e d  + 1 - > n u m - s u b - f e a t u r e s - m a t c h e d ;  

e n d i f ;  

e n d f o r ;

/ •  c o n f l i c t  r e s o l u t i o n  b a s e d  o n  s p e c i f i t y  -  m o r e  i t e m s  

m a t c h e d  h i g h e r  t h e  s c o r e ,  b e t t e r  t h e  r u l e  * /

i f  l e n g t h  ( s u b - f e a t u r e s )  = 0  t h e n  

( - r u l e - s t a t s  0 ) - > r u l e - s t a t s ;

e l s e

[ ~ ~ r u l e - s t a t s  - n u m - s u b - f e a t u r e s - m a t c h e d ] - > r u l e - s t a t s ;  

e n d i  f ;

i f  n u m - s u b - f e a t  u r e s - m a t  c h e d  =  0  a n d  l e n g t h ( s u b - f e a t u r e s ) / = 0  

t h e n  t r u e  - > r u l e - n o t - a p p l y ;  

e n d i f ;  

e n d u n t i 1 ;

i f  r u l e - n o t - a p p l y = f a l s e  t h e n

[ — t o t a l - r u l e - s t a t s  ( ~ r u l e - i d e n t i f i e r  - r u l e - s t a t s ] ]

- > t o t a l - r u l e - s t a t s ;

e n d i  f ;  

e n d f o r ;

/ *  c o n f l i c t  r e s o l u t i o n  -  a p p l y  r u l e s  o f  s p e c i f i c i t y  t o  s e l e c t  a  s i n g l e  r u l e  * /

i f  l e n g t h  ( t o t a l - r u l e - s t a t s )  >  0  t h e n

c o n f 1 l e t - r e s o l u t  i o n ( c o n f 1 i c t - f 1 a g , t o t a l - r u l e - s t a t s ) - > s e l e c t - i d ;

/ *  f i n d  t h e  c o r e s s p o n d i n g  a c t i o n  o f  t h e  s e l e c t e d  r u l e  * /  

p r o d u c t i o n - r u l e s - - > [ = =  [ - s e l e c t - i d  = =  [ =  [ ? a c t ] ] ]  = = ] ;

/ *  a d d  r u l e  n u m b e r  E 4  G 4  F 5  E G 5  e t c ,  c u r r e n t  i n d e x  a n d  a c t i o n  i n t o  

t r a d e s  l i s t * /

( - - t r a d e s - l i s t
[ - ( s y m b o l i c - a r r a y ( c i n d e x ( 1 ) , a r r a y i n d e x ) )

- s e l e c t - i d  - a c t ]  ] - > t r a d e s - l i s t ;

e n d i f ;  

e n d f o r ;  

e n d d e f i n e ;
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f i n e  c o n f 1 i  c t - r e s o l u t  i o n  ( c o n f 1 i c t - f l a g , t o t a l - r u l e - s t a t s ) - > s e l e c t - i d ;  

v a r s  i d e n t i f i e r  v a l - l i s t  t o t a l  v a l  a d d - r u l e - s t a t s  r l s t  s e l e c t - i d ;

[ 1 - > a d d - r u l e - s t a t s ; 0 - > v a l ; 0 - > t o t a l ;

/ *  i f  c o n f l i c t  r e s o l u t i o n  i s  n o t  o n  t h e n  t a k e  f i r s t  o n e  * /

i f  c o n f l i c t - f l a g  =  " n o "  t h e n

h d ( h d ( t o t a l - r u l e - s t a t s ) ) - >  s e l e c t - i d ;

e l s e

f o r  r l s t  i n  t o t a l - r u l e - s t a t s  d o

r l s t — > ( ? i d e n t i f  1 e r  ? v a l - l i s t ) ;

0 - > t o t a l ;
f o r  v a l  i n  v a l - l i s t  d o  

v a l  +  t o t a l  - > t o t a l ;  

e n d f o r ;

( - - a d d - r u l e - s t a t s  [ - i d e n t i f i e r  - t o t a l ] | - > a d d - r u l e - s t a t s ;  

e n d f o r ;

/ •  s o r t i n g  * /
s o r t - b y - n - n u m ( a d d - r u l e - s t a t s , 2 ) - > a d d - r u l e - s t a t s ;

/ *  s e l e c t i o n  * /

l a s t ( a d d - r u l e - s t a t s ) — > [ ? s e l e c t - i d  - ] ;  

e n d i f ;  

i d e f i n e ;

E v a l u a t i o n  o f  D e c i s i o n s  • /

i n e  e v a l u a t e - t  r a d e s ( d a t a - a  r r a y , p o s  i t  i o n - d a y s , t  r a d e s - 1 i  s t , o p e n - c o l , i n i t i a l - c a p i t a l , t r a  

- c o s t s ,  r u n n i n g - p o s i t i o n s , n u m c o l u m n s ) - > t r a d e s - r e p o r t - > n r o w ;

0 - > n r o w ;  0 . 0 - > p r o f i t - t o t a 1 ;  0 . 0 - > l o s s - t o t a 1 ;  0 - > d a y c o u n t ;  

i n i t i a l - c a p i t a l - > c a p i t a l ;  1 e n g t h ( t r a d e s - l i s t ) - > l e n g ;  

n e w a r r a y ( [ l  - n u m c o l u m n s  1 - l e n g  ] ) - > t r a d e s - r e p o r t ;

/ *  a  h o s t  o f  ' c o n f l i c t i n g  t r a d e  a c t i o n s '  w i l l  h a v e  t o  b e  a s s e s s e d  

-  t h a t  i s  i f  t h e r e  i s  a  n e w  s i g n a l  b e f o r e  t h e  c u r r e n t  t r a d e  ' e x p i r e s '  

w h a t  a c t i o n  i s  t o  b e  t a k e n

( 1 )  i f  t h e  n e w  s i g n a l  s a y s  t h e  s a m e  a c t i o n  t h e n  i g n o r e  i t

( 2 )  i f  i t  h a s  a  d i f f e r e n t  a c t i o n  t h e n  a s s e s s  i t ' s  p a s t  

p r e d i c t i v e  r a t i n g  a n d  i f  t h i s  r a t i n g  i s  v e r y  h i g h  t h e n  

s h i f t  t o  t h i s  n e w  r u l e  * /

0 - > p r e v - i  n d x ; ' ' - > p r e v - a c t  i o n ; ' ' - > p r e v - r u l e ;  [ | - > t e m p - t r a d e s - 1 i s t ;

i f  r u n n i n g - p o s i t i o n s = " y e s "  t h e n

/ *  c o n s t r u c t  t h e  n e w  t r a d e s - l i s t  w h i c h  h a s  t h e  r u n n i n g  p o s i t i o n s  * /

[ — t e m p - t r a d e s - l i s t  -  ( t r a d e s - l i s t  ( 1 ) ) ] - > t e m p - t r a d e s - l i s t ;

t r a d e s - l i s t ( 1 ) — > [ ? i n d x  ? r u l e - i d  ? a c t i o n j ;
r u l e - i d - > p r e v - r u l e - i d ;  l e n g t h ( t r a d e s - l i s t ) - > l e n - t r a d e s - l i s t ;

f o r  t r a d e n u m  f r o m  1 t o  l e n - t r a d e s - 1 i s t  d o

t r a d e s - l i s t ( t r a d e n u m ) - > t r a d e ;  

t r a d e — > [ ? i n d x  ? r u l e - i d  T a c t i o n ) ;  
i f  r u l e - i d  / = •  p r e v - r u l e - i d  t h e n

[ — t e m p - t r a d e s - l i s t  - t r a d e ] - > t e m p - t r a d e s - l i s t ;  

r u l e - i d  - > p r e v - r u l e - i d ;  

e n d i f ;

e n d f o r ;

t e m p - t  r a d e s - 1 i s t - > t r a d e s - l l s t ;

e n d i f ;

l e n g t h ( t r a d e s - l i s t ) - > l e n - t r a d e s - l i s t ;

f o r  t r a d e n u m  f r o m  1 t o  ( l e n - t r a d e s - 1 i s t - 1 )  d o
t r a d e s - l i s t ( t r a d e n u m ) - > t r a d e ;  t r a d e — > [ ? i n d x  ? r u l e - i d  T a c t i o n ] ;  

i n d x  + 1 - > i n d x ;

/ *  t h e  t o d a y ' s  o p e n  p r i c e  -  t h e  f o l l o w i n g  ' p o s i t i o n - d a y s '  t h e  n u m b e r

o f  d a y s  y o u  w a n t  t o  b e  i n  t h e  m a r k e t  * /

i f  r u n n i n g - p o s i t i o n s  / =  " y e s "  t h e n

d a t a - a r r a y ( o p e n - c o l , i n d x )  -  d a t a - a r r a y ( o p e n - c o l , i n d x  + p o s i t i o n - d a y s )  

- >  c h a n g e - i n - p r i c e ;

e l s e

/ *  g e t  t h e  i n d e x  o f  t h e  n e x t  i t e m  * /

/ *  i f  t r a d e n u m  < l e n - t r a d e s - 1 i s t  t h e n  * /
t r a d e s - l i s t ( t r a d e n u m  + 1 ) - > n e x t - t r a d e ;  

n e x t - t r a d e — > [ T n e x t - i n d e x  =  = ] ;

;  ;  ;  e x e c u t i n g  t h e  f o l l o w i n g  m o r n i n g  

n e x t - i n d e x  + 1 - >  n e x t - i n d e x ;

d a t a - a r r a y ( o p e n - c o l , i n d x )  -  d a t a - a r r a y ( o p e n - c o l , n e x t - i n d e x )

- > c h a n g e - i n - p r i c e ;

e n d i f ;

( c h a n g e - i n - p r i c e / d a t a - a r r a y ( o p e n - c o l ,  i n d x )  ) * c a p i t a l  - > a p p r - d e p ;  

c a p i t a l  * ( 0 . 1 / 1 0 0 )  - >  t r a n s - c o s t s ;

i f  ( i n d x  -  p r e v - i n d x )  > p o s i t i o n - d a y s  o r  p r e v - i n d x  -= 0  

o r  r u n n i n g - p o s i t i o n s  = " y e s "  t h e n
i f  a c t i o n  = " D O W N "  a n d  c h a n g e - i n - p r i c e  >  0  t h e n

a b s ( a p p r - d e p )  + c a p i t a l  -  t r a n s - c o s t s  - > c a p i t a l ;
' p r o f i t ' - > p r o f i t - l o s s ;  p r o f  i t - t o t a l  + l - > p r o f  i t - t o t a l ;  

a b s ( a p p r - d e p )  -  t r a n s - c o s t s  - > t r a d e - v a l u e ;  

e n d i f ;

i f  a c t i o n  *  " D O W N "  a n d  ( c h a n g e - i n - p r i c e  <  0  o r  

c h a n g e - i n - p r i c e  = 0 )  t h e n
c a p i t a l  -  a b s ( a p p r - d e p )  -  t r a n s - c o s t s  - >  c a p i t a l ;

' l o s s ' - > p r o f i t - l o s s ;  l o s s - t o t a l + l - > l o s s - t o t a l ;  

n e g a t e ( a b s ( a p p r - d e p ) ) -  t r a n s - c o s t s  - > t r a d e - v a l u e ;  

e n d i f ;

i f  a c t i o n  =  " U P "  a n d  c h a n g e - i n - p r i c e  <  0  t h e n

a b s ( a p p r - d e p )  + c a p i t a l  -  t r a n s - c o s t s  - > c a p i t a l ;

' p r o f i t ' - > p r o f i t - l o s s ;  p r o f i t - t o t a l +  l - > p r o f i t - t o t a l ;  

a b s  ( a p p r - d e p )  -  t r a n s - c o s t s  - > t r a d e - v a l u e ;  

e n d i f ;

i f  a c t i o n  = " U P "  a n d  ( c h a n g e - i n - p r i c e  >  0  o r  c h a n g e - i n - p r i c e = 0 )  t h e n  

c a p i t a l  -  a b s ( a p p r - d e p )  -  t r a n s - c o s t s  - >  c a p i t a l ;
' l o s s ' - > p r o f i t - l o s s ;  l o s s - t o t a l + l - > l o s s - t o t a l ;  

n e g a t e ( a b s ( a p p r - d e p ) ) -  t r a n s - c o s t s  - > t r a d e - v a l u e ;  

e n d i f ;

/ *  i n  p e r c e n t a g e  t e r m s  * /

p r o f i t - t o t a l / ( p r o f i t - t o t a l  + l o s s - t o t a l )  •  1 0 0 - > t r a d e s - r e p o r t  ( 9 , n r o w ) ;  

/ »  i n c l u d i n g  t r a n s a c t i o n  c o s t s  * /  

c a p i t a l  - > t r a d e s - r e p o r t ( 1 0 , n r o w ) ;  
r u l e - i d - > t r a d e s - r e p o r t ( 1 1 , n r o w ) ;

/ *  H a v e  i n t r o d u c e d  t h e  n e w  p e n a l t y  i t e m  s u g g e s t e d  b y  C h r i s  

-  t h i s  i s  t o  t a k e  i n t o  a c c o u n t  t h e  t r a n s a c t i o n  c o s t s * /

i n d x - > p r e v - i n d x ;  a c t i o n - > p r e v - a c t i o n ;  r u l e - l d - > p r e v - r u l e ;
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e n d i  f ;  

e n d f o r ;  

d d e f i n e ;

- > f u z z y - v e c t o r - r a n g e s ;

e n d i f ;

e n d f o r ;
e n d d e f i n e ;

F U Z Z Y  S Y S T E M  ( f u z z y . p ) d e f i n e  c a I c - m e m b e r s h i p - f u n c t  i o n ( f u z z y - v e c t o r - r a n g e s , n u m - b i n s ) - >  

m e m b e r s h i p - f u n c t  i o n s - > b i  n r a n g e s ;

D e f i n i n g  f u z z y  m e m b e r s h i p  f u n c t i o n s  f r o m  t h e  c l u s t e r s  * /

h e r e  y o u  t a k e  t h e  c l u s t e r - r a n g e s  a n d  f i n d  t h e  m i n  a n d  m a x  v a l u e  o f  

c h  r a n g e  -  a n d  t h e n  s t r e t c h  e a c h  v e c t o r  t o  f o r m  a  " a l w a y s  m e m b e r s h i p  

t y p e  f u n c t i o n .  N o w  t h e  r a n g e  o f  l o w  b e c o m e s  f r o m  t h e  

e g i n n i n g  o f  l o w  u n t i l  t h e  m i d - p o i n t  o f  m e d i u m .  T h e  m i d - p o i n t  o f  m e d i u m  

t h e  m i d - p o i n t  o f  m e d i u m  -  n o w  s t r e t c h  i t  u n t i l  t h e  m i d - p o i n t  o f  l o w  a n d

I d p o i n t  o f  h i g h ,  ( y o u  d o  t h i s  f o r  a l l  f u n c t i o n s  i n  t h e  m i d d l e  S t r e t c h  h i g h

n t i l  t h e  m i d - p o i n t  o f  m e d i u m .  a l s o  c a l c u l a t e  t h e  m i d - p o i n t .  T h e  m i d - p o i n t  

1 1  b e  u s e f u l  i n  t h e  n e x t  s e c t i o n  i n  t h e  a s s i g n m e n t  o f
e m b e r s h i p  f u n c t i o n s .  Y o u  p u t  t h e  n e w  r a n g e  i n  w h a t  i s  c a l l e d  a

u z z y - v e c t o r - r a n g e  * /

f i n e  c l u s t e r - r a n g e s - t o - s t r e t c h e d - v e c t o r s ( c l u s t e r - r a n g e s ) - >  

f u z z y - v e c t o r - r a n g e s ;

[ I - > c l u s t e r s - w i t h - m i d - p o i n t s ;  ( ] - > f u z z y - v e c t o r - r a n g e s  ;

/ *  g e t t i n g  m i d - p o i n t s  * /  

f o r  c l  i n  c l u s t e r - r a n g e s  d o

c l — > [ ? n a m e  Z c l r a n g e ] ;  c l r a n g e ( l )  - > m i n v a l ;

c l r a n g e  ( l e n g t h ( c l r a n g e ) ) - > m a x v a l ;  / *  g e t t i n g  t h e  m i d  v a l u e  * /  

( m i n v a l + m a x v a l ) / 2 . 0 - > m i d v a l ;

( — c l u s t e r s - w i t h - m i d - p o i n t s  [ - n a m e  [ - m i n v a l  - m i d v a l  - m a x v a l ) )  | 

- > c l u s t e r s - w i t h - m i d - p o i n t s ;
e n d f o r ;

0 - > c o u n t ;

f o r  c l  i n  c l u s t e r s - w i t h - m i d - p o i n t s  d o  

c o u n t  + 1 - > c o u n t ;  

c l — > [ ? n a m e  ? c l r a n g e ) ;

/ *  t h e  f i r s t  i t e m  -  l i k e  l o w  * /  

i f  c o u n t  -  1 t h e n

c l r a n g e ( 1 )  - > m i n v a l ;  c l r a n g e ( 2 )  - > m i d v a l ;

/ *  g e t t i n g  t h e  m i d - p o i n t  o f  t h e  n e x t  c l u s t e r  * /  

c l u s t e r s - w i t h - m i d - p o i  n t  s ( c o u n t  + l ) — > [ -  ? n e x t  r a n g e | ;  

n e x t r a n g e ( 2 )  - > m a x v a l ;

[ — f u z z y - v e c t o r - r a n g e s  ( - n a m e  [ - m i n v a l  - m i d v a l  - m a x v a l ] ) j 

- > f u z  z y - v e c t o r - r a n g e s ;  

m i n v a l - > p r e v - m i n v a l ;  m i d v a l - > p r e v - m i d v a l ;  m a x v a l - > p r e v - m a x v a l ;  
e n d i f ;

/ •  m i d d l e  c l u s t e r s  * /

i f  c o u n t  / - I  a n d  c o u n t  / -  l e n g t h ( c l u s t e r s - w i t h - m i d - p o i n t s )  t h e n  

p r e v - m i d v a l - > m i n v a l ;  c l r a n g e ( 2 ) - > m i d v a l ;  

c l u s t e r s - w i t h - m i d - p o i n t s ( c o u n t  + 1 ) — > [ *  ? n e x t  r a n g e  j ;  
n e x t r a n g e ( 2 )  - > m a x v a l ;

[ — f u z z y - v e c t o r - r a n g e s  [ - n a m e  [ - m i n v a l  - m i d v a l  - m a x v a l ] j  ]

- > f u z z y - v e c t o r - r a n g e s ;  

m i n v a l - > p r e v - m i n v a l ;  m i d v a l - > p r e v - m i d v a l ;  m a x v a l - > p r e v - m a x v a l ;  

e n d i f ;

/ *  e n d  c l u s t e r  ‘ /

i f  c o u n t  -  l e n g t h  ( c l u s t e r s - w i t h - m i d - p o i n t s )  t h e n
p r e v - m i d v a l - > m i n v a l ;  c l r a n g e ( 2 ) - > m i d v a l ;  c l r a n g e ( 3 ) - > m a x v a l ;
[ — f u z z y - v e c t o r - r a n g e s  [ - n a m e  [ - m i n v a l  - m i d v a l  - m a x v a l ] ]  ]

/ *  g e t  t h e  b e g i n n i n g  o f  t h e  r a n g e  a n d  t h e  e n d  * /

f u z z y - v e c t o r - r a n g e s ( 1 ) - - > [ =  [ ? r a n g e m i n v a l  = - ] ] ;

f u z z y - v e c t o r - r a n g e s ( l e n g t h ( f u z z y - v e c t o r - r a n g e s ) ) - - > [ -  [= ? r a n g e m a x v a l ] ] ;

r a n g e m a x v a l  -  r a n g e m i n v a l  - > t o t a l - r a n g e ;  t o t a l - r a n g e / n u m - b i n s - > b i n - l e n g t h ;
/ *  c o n s t r u c t  b i n r a n g e s  l i s t  * /  r a n g e m i n v a l  - >  b i n p o s ;

/ *  N O T E  t h e  n u m - b l n s  + 1 ,  s o  t h e r e  w i l l  b e  o n e  m o r e  e l e m e m n t  -  
b e c a u s e  o f  t h e  r a n g e s  * /

r e p e a t  n u m - b i n s + 1  t i m e s
( — b i n r a n g e s  - b i n p o s ] - > b i n r a n g e s ;  

b i n - l e n g t h  + b i n p o s - > b i n p o s  

e n d r e p e a t ;

/ *  n o w  g e t  t h e  m e m b e r s h i p  f o r  e a c h  f u z z y  v a r i a b l e * /

0 - > c o u n t ;

f o r  v e c t o r  i n  f u z z y - v e c t o r - r a n g e s  d o  

[ ] - > s i n g l e - m e m - f u n c ;  

c o u n t  + l - > c o u n t ;
v e c t o r - - > [ ? n a m e  [ ? m i n v a l  ? m i d v a l  ? m a x v a l ] ] ;

/ *  n o w  y o u  c a l c u l a t e  t h e  m e m b e r s h i p  v a l u e s  a c c o r d i n g  t o  w h e r e  t h e  

c l u s t e r / v e c t o r  i s  -  i f  i t  i s  i n  t h e  b e g i n n i n g  o r  e n d  i t  i s  t h e  

l i n e  a n d  s l o p e  s h a p e ,  i f  i t  i s  i n  t h e  m i d d l e  i t  i s  t h e  s l o p e  a n d  

s l o p e  s h a p e  * /

r a n g e m i  n v a l - > p o i n t  i n g - v a l u e ;

/ *  f o r  l o w  o r  a n y  l i n g u i s t i c  t e r m  w h i c h  i s  i n  t h e  b e g i n i n g  * /  

i f  c o u n t  -  1 t h e n

r e p e a t  n u m - b i n s  t i m e s  

/ *  u p t o  t h e  l i n e  * /

i f  p o i n t i n g - v a l u e  < = m i d v a l  t h e n  l - > m e m - v a l u e  e n d i f ;

/ « c a l c u l a t i n g  t h e  s l o p e  * /

i f  p o i n t i n g - v a l u e  > m i d v a l  a n d  p o i n t i n g - v a l u e  <  m a x v a l  t h e n

( 1 / ( m a x v a l - m i d v a l ) ) * ( m a x v a l  -  p o i n t i n g - v a l u e )  - >  m e m - v a l u e ;

e n d i f ;

/ *  z e r o  v a l u e s  r a n g e  * /

i f  p o i n t i n g - v a l u e  > = m a x v a l  t h e n  0 - > m e m - v a l u e  e n d i f ;

[ — s i n g l e - m e m - f u n e  - m e m - v a l u e ] - > s i n g l e - m e m - f u n e ;  

p o i n t  i n g - v a l u e  + b i n - l e n g t h  - >  p o i n t i n g - v a l u e ;  

e n d r e p e a t ;

[ — m e m b e r s h i p - f u n c t i o n s  [ - n a m e  - s i n g l e - m e m - f u n c ] ] - > m e m b e r s h i p - f u n c t i o n s ;

/ "  L a s t  l i n g u i s t i c  t e r m  * /  

e l s e i f  c o u n t  =- l e n g t h  ( f u z z y - v e c t o r - r a n g e s )  t h e n  

r e p e a t  n u m - b i n s  t i m e s
/ *  z e r o  v a l u e s  r a n g e  * /
i f  p o i n t i n g - v a l u e  < m i n v a l  t h e n  0 - > m e m - v a l u e  e n d i f ;

/ *  UDwa r d  s l a n t  * /
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e l s e

i f  p o i n t i n g - v a l u e  < m i d v a l  a n d  p o i n t i n g - v a l u e  > m i n v a l  t h e n

( 1 / ( m i d v a l - m i n v a l ) ) * ( p o i n t i n g - v a l u e  -  m i n v a l )  - >  m e m - v a l u e ;

e n d i f ;

/ *  1 v a l u e  r a n g e  * /

i f  p o i n t i n g - v a l u e  >  m i d v a l  t h e n  l - > m e m - v a l u e  e n d i f ;

[ ~ - s i n g l e - m e m - f u n e  - m e m - v a l u e ) - > s i  n g 1 e - m e m - f u n e ;  

p o i n t i n g - v a l u e  + b i n - l e n g t h  - >  p o i n t i n g - v a l u e ;  

e n d r e p e a t ;

[ - - m e m b e r s h i p - f u n e t i o n s  [ - n a m e  - s i n g l e - m e m - f u n e )  | - > m e m b e r s h i p - f u n e t  i o n s ;

I

/ *  a l l  m i d d l e  u p w a r d  a n d  d o w n w a r d  s l a n t i n g  f u e n t i o n s  * /  

r e p e a t  n u m - b i n s  t i m e s  

/ *  u p w a r d  s l a n t * /

i f  p o i n t i n g - v a l u e  < m i d v a l  a n d  p o l n t l n g - v a l u e  > m i n v a l  t h e n

( 1 / ( m i d v a l - m i n v a l ) ) * ( p o i n t i n g - v a l u e  -  m i n v a l )  - >  m e m - v a l u e ;

e n d i  f ;

/ *  d o w n w a r d  s l a n t  * /
I f  p o i n t i n g - v a l u e  > m i d v a l  a n d  p o i n t i n g - v a l u e  c m a x v a l  t h e n

( 1 / ( m a x v a l - m i d v a l ) ) * ( m a x v a l  -  p o i n t i n g - v a l u e )  - >  m e m - v a l u e ;

e n d i f ;

/ *  z e r o  v a l u e s  r a n g e  * /

i f  p o i n t i n g - v a l u e  < m i n v a l  t h e n  0 - > m e m - v a l u e  e n d i f ;  

i f  p o i n t i n g - v a l u e  > m a x v a l  t h e n  0 - > m e m - v a l u e  e n d i f ;

[ — s i  n g 1 e - m e m - f u n c  - m e m - v a 1 u e ) - > s i n g l e - m e m - f u n c ;  

p o i n t i n g - v a l u e  + b i n - l e n g t h  - >  p o i n t i n g - v a l u e ;  

e n d r e p e a t ;

( — m e m b e r s h i p - f u n e t i o n s  [ - n a m e  - s i n g l e - m e m - f u n c ) j - > m e m b e r s h i p - f u n c t i o n s ;  

e n d i f ;  

e n d f o r ;  

i d e f i n e ;

t i n e  c l a s s i f y - n e w - v a l u e ( f u z z y - m e m b e r s h i p - f u n c t l o n s , b i n r a n g e s , c l a s s i f y v a l )  

- > f u z z y - v a l u e s ;

u n t i l  f o u n d - r a n g e  -  t r u e  d o  c o u n t + 1 - > c o u n t ;

/ *  i f  e v e n  t h e  f i r s t  o n e  i s  l a r g e r  t h a n  t h e  o n e  t o  c l a s s i f y  * /

/ *  t a k e s  c a r e  o f  t h e  s i t u a t i o n  w h e r e  t h e  v a l u e  t o  c l a s s i f y  i s

l o w e r  t h a n  e v e n  t h e  f i r s t  e l e m e n t * /

i f  c o u n t - 1  a n d  b i n r a n g e s  ( c o u n t )  > -  c l a s s i f y v a l  t h e n

1 - > r a n g e i n d e x ;  t r u e - > f o u n d - r a n g e ;

/ *  t h e  s i t u a t i o n  w h e r e  t h e  v a l u e  t o  b e  c l a s s i f i e d  i s  l a r g e r  t h a n  t h e  

l a s t  e l e m e n t  * /

e l s e i f  c l a s s i f y v a l  > =  b i n r a n g e s ( l e n g t h ( b i n r a n g e s ) )
t h e n  l e n g t h ( b i n r a n g e s )  -  1  - > r a n g e i n d e x ;  t r u e - > f o u n d - r a n g e ;  

e l s e i f  b i n r a n g e s ( c o u n t )  > =  c l a s s i f y v a l  t h e n

t r u e - > f o u n d - r a n g e ;  c o u n t  -  1 - > r a n g e i n d e x ;  

e n d i f ;  

e n d u n t i 1 ;

f o r  f u n c  i n  f u z z y - m e m b e r s h i p - f u n c t i o n s  d o  

f u n c - - > [ ? n a m e  ? m e m - f u n c ) ;  

m e m - f u n c ( r a n g e i n d e x )  - >  r o u n d - f u z z y - v a l ;
[ — f u z z y - v a l u e s  [ - n a m e  - r o u n d - f u z z y - v a l ]  ] - > f u z z y - v a l u e s ;

e n d f o r ;

e n d d e f i n e ;

/ *  f u z z y  r e a s o n i n g  * /

d e f i n e  m i n - m a x - a n t e c e d e n t s ( r u l e , f u z z y - v a l u e s )  - > r u l e - s t r e n g t h ;

v a r s  n u m - a n t e c e d e n t s  c o u n t  a n t e  a n t e - v a l  f v a l  a c t i v e - v a l u e  a c t i v e - v a l u e - 1 1 s t ;

v a r s  o r l i s t  a v a l ;  [ j - > a c t i v e - v a l u e - 1 i s t  ;  0 - > c o u n t ;  l e n g t h ( r u l e )  - 1  - > n u m - a n t e c e d e n t s ;

u n t i l  c o u n t  -  n u m - a n t e c e d e n t s  d o  

c o u n t  + 1 - > c o u n t ;  

r u l e ( c o u n t ) — > [ ? a n t e  ? a n t e - v a l j ;

i f  l e n g t h ( a n t e - v a l ) = 0  t h e n
/ *  j u s t  i g n o r e  b e c a u s e  t h i s  p a r t  o f  t h e  r u l e  i s  r e d u n d a n t  * /

e l s e i f  l e n g t h  ( a n t e - v a 1 )  > 1 t h e n  

[ 1 - > o r l i s t ;

f o r  a v a l  i n  a n t e - v a l  d o

/ *  g e t  t h e  c o r r e s p o i n g  e n t r y  f r o m  t h e  f u z z y - v a l u e s  

e g .  [ l o w  1 I ( m e d i u m  0 . 3  j [ h i g h  0 . 1  ] * /

f u z z y - v a l u e s ( c o u n t ) - ) f v a l ;  f v a l — > [ = -  [ - a v a l  ? a c t I v e - v a l u e ]  

[ - - o r l l s t  - a c t i v e - v a l u e ] - > o r l 1 s t ;  

e n d f o r ;

l a s t  ( s o r t  ( o r l i s t ) ) - > a c t i v e - v a 1 u e ;

[ - - a c t i  v e - v a 1 u e - 1 i s t  - a c t  i v e - v a l u e ] - > a c t i v e - v a l u e - 1 i s t ;

e l s e

/ *  o n l y  o n e  v a l u e  e g .  v o l [ h i g h ]  * /  

f u z z y - v a l u e s ( c o u n t ) - > f v a l ;

/ *  i n  t h i s  s i t u a t i o n  t h e r e  i s  o n l y  o n e  m e m b e r  i n  t h i s  l i s t  * /  

h d  ( a n t e - v a l ) - > a n t e - v a 1 ;

f v a l - - > [ - -  [ - a n t e - v a l  ? a c t i v e - v a l u e ]  - = ] ;

[ - - a c t i v e - v a l u e - l i s t  - a c t  i v e - v a l u e ] - > a c t i v e - v a 1 u e - 1 1 s t  ;  

e n d i f ;  

e n d u n t i 1 ;

/ *  f i n d i n g  t h e  m i n i m u m  * /

i f  l e n g t h ( a c t i v e - v a l u e - l i s t )  >  0  t h e n  

h d ( s o r t ( a c t i v e - v a l u e - 1 i s t ) )  - > r u l e - s t r e n g t h ;  

e l s e  0 . 0 - > r u l e - s t  r e n g t h ;  

e n d i f ;  

e n d d e f i n e ;

d e f i n e  m i n - c o n s e q u e n t s ( r u l e , f u z z y - v a l u e s , r u l e - s t r e n g t h ) - > c p - v e c t o r ;

/ *  t h e  c o n s e q e n t  i s  t h e  l a s t  e l e m e n t  i n  t h e  r u l e  * /  

l a s t  ( r u l e ) — > [ ? c o n s e q  [ ? c o n s e q - v a l ] ] ;

/ *  g e t  t h e  c o r e s p o n d i n g  f u z z y  m e m b e r s h i p  d e f i n i t i o n * /  
m e m C P — > [ = =  [ - c o n s e q - v a l  ? c o n s e q - m e m b ]  = =  ] ;

f o r  i t e m  i n  c o n s e q - m e m b  d o

i f  i t e m  >  r u l e - s t r e n g t h  t h e n

c o n s e q - m e m b  - - > [ ? ? f i r s t b i t  - i t e m  ? ? e n d b i t ] ;

[ - - f i r s t b i t  - r u l e - s t r e n g t h  - - e n d b i t ] - > c o n s e q - m e m b ;  

e n d i f ;  

e n d f o r ;
c o n s e q - m e m b - > c p - v e c t o r ;

e n d d e f i n e ;

■I;
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D o  t h e  a b o v e  o p e r a t i o n s  f o r  e a c h  r u l e s  a n d  f o r m  a  m a t r i x  -  c p m a t r i x  * /

f i n e  t o p - l e v e l - r e a s o n i n g  ( f u z z y - r u l e s , f u z z y - v a l u e s ) - > c p - m a t r i x ;

f o r  r u l e  i n  f u z z y - r u l e s  d o

m i n - m a x - a n t e c e d e n t s ( t l ( r u l e ) , f u z z y - v a l u e s )  - > r u l e - s t r e n g t h ;  

m i n - c o n s e g u e n t s  ( r u l e , f u z z y - v a l u e s , r u l e - s t r e n g t h ) - > c p - v e c t o r ;

( - - c p - m a t r i x  - c p - v e c t o r ] - > c p - m a t r i x ;  

e n d f o r ;  

d d e f i n e ;

S q u e e z e  t h e  c p - m a t r i x  i n t o  a  v e c t o r  b y  t a k i n g  t h e  m a x i m u m  o v e r  e a c h  

l u m n  * /

l i n e  s q u e e z e - c p - m a t  r i x  ( c p - m a t r i x ) - > f i n a l - c p - v e c t o r ;

/ •  f i n d i n g  t h e  n u m  o f  r o w s  a n d  c o l s  • /

l e n g t h  ( c p - m a t r i x ( 1 ) ) - > n u m - c o l s ;  l e n g t h ( c p - m a t r i x ) - > n u m - r o w s ;

/ *  f i n d  t h e  m a x i m u m  o v e r  e a c h  c o l u m n  * /

u n t i l  c o u n t c o l  =  n u m - c o l s  d o
c o u n t c o l  + l - > c o u n t c o l ;  0 - > c o u n t r o w ;  [ ] - > c o l - l i s t ;  

u n t i l  c o u n t r o w  -  n u m - r o w s  d o  

c o u n t r o w + l - > c o u n t r o w ;  

c p - m a t r i x ( c o u n t r o w ) - > r o w ;

[ — CO 1 - l i s t  -  ( r o w  ( c o u n t c o l ) ) ) - > c o i - l i s t ;  

e n d u n t i l ;

/ *  g e t  t h e  m a x i m u m  o f  t h e  c o l u m n  a n d  m a k e  e l e m e n t s  o f  f i n a l - c p - v e c t o r * /

[ —  f i n a l - c p - v e c t o r  ~ (  l a s t  ( s o r t  ( c o l - 1 i s t ) ) )  ) - > f i n a l - c p - v e c t o r ;
e n d u n t i l ;  

i d e f i n e ;

D e f u z z i f y  u s i n g  t h e  C e n t r e  o f  A r e a  m e t h o d  * /

i n e  d e f u z z i f y ( c p - f i n a l - v e c t o r ,  u o d C P )  - > s c a l e r - v a l u e ;

f o r  u o d v a l  i n  u o d C P  d o
c o u n t  + 1 - > c o u n t ;  ( u o d v a l  •  c p - f i n a l - v e c t o r ( c o u n t ) ) + p r o d - t o t a l  - > p r o d - t o t a l ; 

e n d f o r ;

f o r  i t e m  i n  c p - f i n a l - v e c t o r  d o  

i t e m  + c p - t o t a l  - > c p - t o t a l ;  

e n d f o r ;  

i d e f i n e ;

G E N E T I C  A L G O R I T H M  ( g r i . p ) V

—  T h e  P o p u l a t i o n  —  i s  a  l i s t  o f  l i s t s  -  e a c h  g e n e  r e p r e s e n t e d  b y  a  

t  -  e a c h  g e n e  h a s  a  l i s t  o f  e a c h  f e a t u r e ,  w h i c h  i n  t u r n  c a n  b e  a  

t  o f  l i s t s .  S t r u c t u r e  o f  m e m b e r s  : -

{ [ o i  [ v e r y l o w  l o w )  ) [ p r i c e  [ i n c r e a s i n g ]  j

[ m a - 5  ( 5 0 0 0  6 0 0 0 ]  ]

I n i t i a l i s i n g  t h e  p o p u l a t i o n  • /

i n e  i n i t i a l - p o p u l a t i o n ( n u m - m e m b e r s , f e a t u r e - 1 i s t , f e a t u r e - s t r u c t ,  s e e d - p o p u l a t i o n )

- > s e l e c t e d - f e a t u r e - l i s t - > p o p u l a t  i o n - > f u z z y - f e a t u r e - l i s t ;

/ •  s e l e c t  t h e  f e a t u r e s  f r o m  t h e  l a r g e r  l i s t  * /  

f o r  f e a t u r e - n a m e  i n  w y - f e a t u r e - s t r u c t  d o

f e a t u r e - l i s t - - > [ = =  [ ? d i s c r e t e  - f e a t u r e - n a m e  ? ? f e a t u r e - s u b l i s t ] = ■ » ] ;  

i f  d i s c r e t e = " F "  t h e n  ( - - f u z z y - f e a t u r e - l i s t  - f e a t u r e - n a m e ]

- > f u z z y - f e a t u r e - 1 i s t ;

e n d i f ;

( - - s e l e c t e d - f e a t u r e - l i s t  ( - d i s c r e t e  - f e a t u r e - n a m e  - - f e a t u r e - s u b l i s t ] ]  

- > s e l e c t e d - f e a t u r e - l i s t ;

e n d f o r ;

/ *  H e r e  y o u  i n t i a l i s e  t h e  m e m b e r s  -  u p t o  t h e  s p e c i f i e d  a m o u n t .

I n i t i a l i s e  e a c h  m e m b e r  a c c o r d i n g  t o  w h e t h e r  i t  i s  d i s c r e t e  o r  n o n - d i s c r e t e .  • /

;  ;  ;  t a k i n g  t h e  s e e d  p o p u l a t i o n

n u m - m e m b e r s  -  l e n g t h ( s e e d - p o p u l a t i o n )  - > n u m - m e m b e r s ;  

f o r  m e m  f r o m  1 t o  n u m - m e m b e r s  d o

( ] - > m e m b ;

f o r  i t e m  i n  s e l e c t e d - f e a t u r e - l i s t  d o  

( ] - > m e m b e r - s u b i 1 s t ;
i t e m - - > ( ? d i s c r e t e  ?  f e a t u r e - n a m e  ? f e a t u r e - s u b l i s t ] ;

/ *  P u t  t h e  c h e c k  t h a t  t h e  a c t i o n  e l e m e n t  c a n  o n l y  h a v e  O N E

e l e m e n t  i n  t h e  i n i t i a t e d  m e m b e r .  H a v e  a  s i m p l e  r a n d o m  n u m b e r  

f l i p p i n g  b e t w e e n  t h e  n u m b e r  o f  e l e m e n t s  • /

i f  f e a t u r e - n a m e  = " a c t i o n "  t h e n
( - ( f e a t u r e - s u b l i s t ( r a n d o m ( l e n g t h ( f e a t u r e - s u b l 1 s t ) )  ) ) ] - > m e m b e r - s u b l i s t ;

e l s e
i f  d i s c r e t e  =  " D "  o r  f u z z y - r e a s o n i n g  -  t r u e  t h e n  

r a n d o m ( l e n g t h ( f e a t u r e - s u b l 1 s t )  + l ) - > r a n u m ;

/ *  t h e r e  i s  a  r a n d o m  c h a n c e  s n a p p i n g  i t  d e p e n d i n g  o n  t h e  n u m b e r  o f  

s u b - f e a t u r e s  * /  

i f  r a n u m - 1  =  0  t h e n

( ] - > m e m b e r - s u b l i s t  
/ *  f u r t h e r  r e d u c t i o n  o f  c h a n c e s  * /  

e l s e i f  r a n d o m ( 2 )  =- 1

t h e n

( - ( f e a t u r e - s u b l i s t ( r a n u m  -  1 ) ) ] - > m e m b e r - s u b l i s t ;

e l s e

r a n d o m ( l e n g t h ( f e a t u r e - s u b l i s t ) ) - > r n d ;

( ] - > m e m b e r - s u b l 1 s t  ;  

e n d i f ;

e l s e i f  d i s c r e t e  =  " N "  t h e n

/ *  t h e r e  i s  a  o n e  i n  t h r e e  c h a n c e  t o  s n a p  i t  * /  

i f  r a n d o m ( 3 )  =  I  t h e n  ( ] - > m e m b e r - s u b l 1 s t ;  

e l s e
f e a t u r e - s u b l i s t — > ( ? m i n v a l  ? m a x v a l ] ;

m a x v a 1 - m i n v a l - > v a l - r a n g e ;  m i n v a l  + r a n d o m ( v a l - r a n g e ) - > m i n v a l ;  m a x  

v a l  -  r a n d o m ( v a  1 - r a n g e ) - > m a x v a l ;

i f  m i n v a l  <  m a x v a l  t h e n

( - m i n v a l  - m a x v a l ] - > m e m b e r - s u b l i s t ;

e l s e

( - m a x v a l  - m i n v a l ] - > m e m b e r - s u b l i s t ;  

e n d i f ;  

e n d i f ;
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a l - t o t a l ;

e l s e i f  d i s c r e t e  = " F "  a n d  f u z z y - r e a s o n i n g  / = t r u e  t h e n  

[ I - > m e m b e r - s u b l i s t ;

/ *  i n i t i a l i s i n g  t h e  f u z z y  v a l u e s  * /
0 - > f u z - i n i t i a l ;  v a r s  f u z z - f e a t - c o u n t ;  0 - > f u z z - f e a t - c o u n t ;  0 - > f u z - i n i

f o r  f u z - f e a t  i n  f e a t u r e - s u b l i s t  d o

f u z z - f e a t - c o u n t  + 1 - > f u z z - f e a t - c o u n t ;

/ *  t h e  f u z z y  f e a t u r e  r a n g e s  a r e  a l w a y s  0 - 1  * /

/ •  I F  y o u  w a n t  t o  m a k e  t h e  G A  d o  l e s s  w o r k  t h e n

y o u  s h o u l d  m a k e  t h e  s u m  o f  t h e s e  d i f f e r e n t  v a l u e s  a d d  

u p  t o  1  -  b e c a u s e  t h a t ' s  t h e  w a y  f u z z y  m e m b e r s h i p s  

a r e  d e f i n e d  * /

/ *  t h e  l a s t  o n e  * /
i f  f u z z - f e a t - c o u n t = l e n g t h ( f e a t u r e - s u b l i s t )  t h e n  

1 . 0  -  f u z - i n i t i a l - t o t a l  - > f u z - i n i t i a l ;

e l s e
f a l s e - > a d d - i n i t i a l ;  u n t i l  a d d - i n i t i a l  =  t r u e  d o  

( r a n d o m  ( 1 1  ) -  D / I O . O  - > f u z - i n i t i a l ;  

i f  f u z - i n i t i a l  + f u z - i n i t i a l - t o t a l  < =  1 . 0  t h e n  

t r u e - > a d d - i n i t i a l ;

f u z - i n i t i a l  + f u z - i n i t i a l - t o t a l  - >  f u z - i n i t i a l - t o t a l

m e m - c n t  + l - > m e m - c n t ;  U - > g o o d - y ;  0 - > N c ;  0 . 0 - > f  i t  n e s s ; 0 - > n o - e l e m - c o u n t ;

/ " T a k e  e a c h  e l e m e n t  i n  t h e  d a t a  a r r a y  a n d  * /

0 - > f e a t - c n t ;

u n t i l  f e a t - c n t = l e n g t h ( m e m b ) - l  d o  

f e a t - c n t  + l - > f e a t - c n t ;  

m e m b ( f e a t - c n t ) - > f e a t - i n - m e m b ;

f e a t - i n - m e m b - - > [ ? f e a t u r e - n a m e  ? s u b - f e a t u r e s | ;  

i f  l e n g t h  ( s u b - f e a t u r e s ) = 0  t h e n

n o - e l e m - c o u n t  + 1 - > n o - e l e m - c o u n t ;  

e n d i f ;  

e n d u n t i l ;

f o r  a r r a y i n d e x  f r o m  e v a l - s t i n d e x  t o  e v a 1 - e n d i n d e x  d o

/ *  t a k e  e a c h  f e a t u r e  o f  a  m e m b e r  E X C E P T  l a s t  a c t i o n  f e a t u r e * /

t  r u e - > a l 1 - f e a t - m a t c h ;

u n t i l  f e a t - c n t =  l e n g t h  ( m e m b ) - 1  d o

f e a t - c n t  + l - > f e a t - c n t ;  m e m b ( f e a t - c n t ) - > f e a t - i n - m e m b ;  

f e a t - i n - m e m b — > [ ? f e a t u r e - n a m e  ? s u b - f e a t u r e s ) ;

/ *  c h e c k  f o r  f u z z y  f e a t u r e  * /  
i f  n o t ( m e m b e r ( f e a t u r e - n a m e , f u z z y - f e a t u r e - l i s t ) ) t h e n

e n d i f ;  

e n d u n t  i l ;  

e n d i f ;
[ — m e m b e r - s u b l i s t  [ - f u z - f e a t  - f u z - i n i t i a l j ) - > m e m b e r - s u b i i s t ;  

e n d f o r ;  

e n d i f ;  

e n d i f ;

[ — m e m b  [ - f e a t u r e - n a m e  - m e m b e r - s u b l i s t )  ] - > m e m b ;  

e n d f o r ;

[ — p o p u l a t i o n  - m e m b ) - > p o p u l a t  i o n ;  

e n d f o r ;

[ - - s e e d - p o p u l a t i o n  - - p o p u l a t i o n ) - > p o p u l a t i o n ;  

i d e f i n e ;

f a l s e - ) s u b - f e a t u r e - f o u n d ;

f o r  s u b - i t e m  i n  s u b - f e a t u r e s  d o

/ *  h e r e  t h e  c h e c k  i s  t o  s e e  w h e t h e r  t h e  s u b - f e a t u r e s  

i n  t h e  a r r a y  a n d  o f  t h e  m e m b e r s  m a t c h .

N o t  t o  s e e  w h e t h e r  t h e  d e p e n d e n t - y  i s  t h e  s a m e  * /

s u b - i t e m x '  ' - > s u b - i t e m ;

i f  s u b - i t e m  =
s y m b o l i c - a r r a y ( f e a t  u r e - i n d e x ( f e a t - c n t ) , a r r a y i  n d e x )  t h e n  

/ *  c l e v e r  m a p p i n g  h e r e  • /  

t  r u e - > s u b - f e a t u r e - f o u n d ;  

e n d i f ;  

e n d f o r ;

t a k e  e a c h  m e m b e r  o f  t h e  p o p u i a t i o n ,

i d  h o w  m a n y  p o i n t s  t h e r e  a r e  i n  t h e  s y m b o l i c - a r r a y  w h i c h  h a v e  t h e s e  c o n d i t i o n s  

i l y  t h e  f e a t u r e s  w h i c h  d o n ' t  h a v e  a n  e m p t y  l i s t )

i f r o m  t h o s e  m a t c h i n g  p o i n t s  f i n d  t h e  n u m b e r  o f  d e p e n d e n t - y ' s  w h i c h  

c h  t h e  t a r g e t - y .  C a l c u l a t e  P c  -  a l p h a / N c  * /

A  r u l e  l o o k  l i k e  : -  

[ [ p r i c e - u p - d o w n  [ d o w n ) )

[ o i - u p - d o w n  [ n o t r e n d ) ]

[ o i - c l a s s  [ d o n t k n o w ) )

[ f u z z y - o l  [ f u z z y - o i  [ l o w  0 . 2 )  [ m e d i u m  0 . 3 )  [ h i g h  0 . 5 ) ) )

[ a c t i o n  [ D O W N ) ) )

i n e  e v a l u a t i o n  ( p o p u l a t i o n , f e a t u r e - i n d e x ,  s y m b o l i c - a r r a y , a l p h a ,  

e v a l - s t i n d e x , e v a 1 - e n d i n d e x ) - > e v a l u a t e d - l i s t  ;

/ *  T a k e  e a c h  m e m b e r  o f  t h e  p o p u l a t i o n  * /  

f o r  m e m b  i n  p o p u l a t i o n  d o

i f  s u b - f e a t u r e - f o u n d  =  f a l s e  a n d  

l e n g t h ( s u b - f e a t u r e s ) / = 0  t h e n  

f a l s e - > a 1 1 - f e a t - m a t c h ;  

e n d i f ;  

e n d u n t i l ;

/ •  t o t a l  m a t c h e d  p o i n t s  -  a s  i n  f e a t u r e s  * /

i f  a l l - f e a t - m a t c h  =  t r u e  t h e n  N c  + 1 . 0  - >  N c ;  e n d i f ;

/ *  h e r e  i s  t h e  i m p o r t a n t  m a t c h  -  f e a t u r e s  a n d  t h e  t a r g e t  i s  t r u e * /  

l a s t ( m e m b ) — > [ =  [ ? r u l e - a c t i o n ) ) ;  

r u l e - a c t i o n x '  '  - > r u l e - a c t i o n ;

i f  a l l - f e a t - m a t c h  =  t r u e
a n d  s y m b o l i c - a r r a y ( l a s t ( f e a t u r e - i n d e x ) , a r r a y i n d e x )  -  r u l e - a c t i o n  

t h e n
/ *  [ G o o d  o n e  ! ) = >  * /  

g o o d - y  + 1 . 0  - > g o o d - y ;  

e n d i f ;  

e n d f o r ;
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H  n o - e l e m - c o u n t  = IgRgSf]  (fHifHB) IhgR ; ; ;  [ Vol  [ |  o l  [] a c t i o n  [BoWN’i 
0 . 0 0 - > f i t n e s s ;  ;  ;  ;  n u l l  r u l e s

e l s e i f  N c  > 0 . 0  t h e n

( q o o d - y / N c )  -  ( a l p h a / N c )  - > f I t n e s s ;
e l s e

0 . 0 0 - > f i t n e s s ;

e n d i f ;

[ - - e v a l u a t e d - 1 1 s t  [ - m e m - c n t  - f i t  n e s s ] ) - > e v a l u a t e d - 1 i s t ;  

e n d f o r ;  

d d e f i n e ;

f i n e  f u z z y - r u l e - b a s e s - e v a l u a t i o n

( p o p u l a t  i o n , f e a t  u r e - i n d e x , s y m b o l i c - a r r a y , a l p h a , t  h r e s h o  I d , e v a 1 - s t  i n d e x ,  

e v a l - e n d i n d e x ) - > f i t n e s s ;

/ *  H e r e  w e  a r e  g o i n g  t o  e v a l u a t e  a  W H O L E  R u l e  B a s e  a t  a  t i m e  * /

[ 1 - > f u z z y - r u l e s ;  

f o r  m e m b  i n  p o p u l a t i o n  d o  

m e m b — > [ ? ? m l i s t ] ;
[ — f u z z y - r u l e s  [ I D  - - m l  1 s t ) | - > f u z z y - r u l e s ;  

e n d f o r ;

m e m - c n t  + l - > m e m - c n t ;  0 . 0 - > g o o d - y ;  0 . 0 - > b a d - y ;  0 . 0 - > N c ;
/ " T a k e  e a c h  e l e m e n t  i n  t h e  d a t a  a r r a y  a n d  * /

f o r  a r r a y i n d e x  f r o m  e v a l - s t i n d e x  t o  e v a l - e n d i n d e x  d o

[ ) - > f u z z y - v a 1 u e s ;  0 - > f e a t - c n t ;  

u n t i l  f e a t - c n t ”  l e n g t h ( m e m b ) - 1  d o  

f e a t - c n t  + l - > f e a t - c n t ;

[ -— f u z z y - v a l u e s
- ( s y m b o l i c - a r r a y ( f e a t  u r e - i n d e x ( f e a t - c n t ) , a r r a y i  n d e x ) ) ] 

- > f u z z y - v a l u e s ;  

e n d u n t i 1 ;

t o p - l e v e l - r e a s o n i n g ( f u z z y - r u l e s , f u z z y - v a l u e s ) - > c p - m a t r i x ;  

s q u e e z e - c p - m a t r i x ( c p - m a t r i x ) - > f i n a l - c p - v e c t o r ;  

d e f u z z i f y ( f i n a l - c p - v e c t o r ,  u o d C P )  - > s c a l e r - v a l u e ;

i f  s c a l e r - v a l u e  <  n e g a t e ( t h r e s h o l d )  o r  s c a l e r - v a l u e  >  t h r e s h o l d  

t h e n  N c  +  1 - >  N c ;  

e n d i f ;

i f  s i g n ( s c a l e r - v a l u e )  =  - 1 . 0  a n d  s c a l e r - v a l u e  <  n e g a t e ( t h r e s h o l d )  
a n d  s y m b o l i c - a r r a y  ( l a s t ( f e a t u r e - i n d e x ) , a r r a y i n d e x )  =  ' D O W N '  

t h e n

/ *  [ G o o d  o n e  ! ] = >  * /  

g o o d - y  + 1 . 0  - > g o o d - y ;

e l s e i f

s i g n ( s c a l e r - v a l u e )  =  1 . 0  a n d  s c a l e r - v a l u e  >  t h r e s h o l d  

a n d  s y m b o l i c - a r r a y ( l a s t ( f e a t u r e - i n d e x )  ,  a r r a y i n d e x )  -  ' U P '  

t h e n

/ *  [ G o o d  o n e  ! ) = >  * /  

g o o d - y  + 1 . 0  - > g o o d - y ;  

e n d i f ;  
e n d f o r ;

i f  N c  >  0 . 0  t h e n
( g o o d - y / N c )  -  ( a l p h a / N c )  - > f i t n e s s ;

e l s e

Ô . 6 - >  f i t n e s s ;  

e n d i f ;  

e n d d e f i n e ;

/ *  h e r e  y o u  s p e c i f y  t h e  n u m b e r  o f  m e m b e r s  y o u  w a n t  t o  k e e p  -  

t h a t  i s  t h e  f i t t e s t  m e m b e r s  -  r e m o v e  d u p l i c a t i n g  e n t r i e s  -  
i f  t h e r e  i s n ' t  a  s u f f i c i e n t  n u m b e r  o f  s o l u t i o n s  t h e n  y o u  s t o p  a t  

t h e  t o t a l  n u m b e r  o f  d i f f e r e n t  s o l u t i o n s  * /

d e f i n e  g e t - f i t - m e m b e r s ( n u m - t o - k e e p ,  r a n k e d - 1 i s t , p o p u l a t  i o n ) - > f i t t e s t - m e m b e r s - > f i t  s t a t s ;  

v a r s  m e m  i t e m  f i t - f r o m - p o p u l a t i o n  c o u n t ;

[ ] - > f i t t e s t - m e m b e r s ;  [ ) - > f i t - f r o m - p o p u l a t i o n ;  0 - > c o u n t ;

[ I - > f  i t s t a t s ;

f o r  i t e m  i n  r a n k e d - l i s t  d o
[ ~ ~ f i t - f r o m - p o p u l a t i o n  - ( p o p u l a t i o n ( h d ( i t e m ) ) ) ) - >  

f  i t - f r o m - p o p u l a t  i o n ;  

e n d f o r ;

f o r  m e m  i n  f i t - f r o m - p o p u l a t i o n  d o  

c o u n t  + 1 - > c o u n t ;
i f  n o t ( m e m b e r ( m e m , f l t t e s t - m e m b e r s ) ) a n d

l e n g t h ( f i t t e s t - m e m b e r s )  <  n u m - t o - k e e p

t  h e n
[ " f i t t e s t - m e m b e r s  ~ m e m ] - >  f i t t e s t - m e m b e r s ;
[ - - f i t s t a t s  [ - - m e m  - - ( r a n k e d - 1 i s t ( c o u n t ) ) | ) - > f i t s t a t s ;

e n d i f ;  

e n d f o r ;  
e n d d e f i n e ;

/ *  I t  i s  h e r e  t h a t  m e m b e r s  f o r  m a t i n g  a r e  c h o s e n  v i a  t h e

t h e  r o u l e t t e  w h e e l  s e l e c t i o n  s t r a t e g y .  I t  c h o o s e s  t h e  m e m b e r s  f o r

m a t i n g  i n  p r o p o r t i o n  t o  t h e i r  f i t n e s s .  * /

d e f i n e  s e l e c t - m e m b e r s - t o - m a t e ( p o p u - s i  z e , e v a 1 u a t e d - 1 i s t , p o p u l )

- > p o p u l a t i o n - t o a d d ;

v a r s  n u m - n e w m e m b e r s  i  t o t a l - f I t n e s s  r a n f i t  t o t a l - s o f a r  p o p u l a t i o n - t o a d d ;  

v a r s  mm a b s - f i t n e s s ;  
p o p u - s i z e  - >  n u m - n e w m e m b e r s ;

0 - > t o t a l - f i t n e s s ;  [ ) - > p o p u l a t  i o n - t o a d d ;

/ *  s u m m i n g  t h e  t o t a l  f i t n e s s  * /  

f o r  i  i n  e v a l u a t e d - l i s t  d o

i ( 2 )  + t o t a l - f i t n e s s  - > t o t a l - f i t n e s s ;  

e n d f o r ;

r e p e a t  n u m - n e w m e m b e r s  t i m e s

0 - > t o t a l - s o f a r ;

i f  t o t a l - f i t n e s s = 0 . 0  o r  t o t a l - f i t n e s s  <  0 . 0  

t h e n  a b s ( t o t a l - f i t n e s s )  - >  a b s - f i t n e s s ;  

r a n d o m ( a b s - f i t n e s s  + 0 . 0 0 0 0 1 )  - > r a n f i t ;

r a n f i t  * - 1 . 0  - > r a n f i t ;  ;  ;  ;  b e c u a s e  r a n d o m  c a n ' t  u s e  - 9  e t c

e l s e

r a n d o m ( t o t a l - f i t n e s s ) - > r a n f i t ;  

e n d i f ;

f o r  mm i n  e v a l u a t e d - l i s t  d o

i f  t o t a l - f i t n e s s  =  0 . 0  t h e n
[ - - p o p u l a t  i o n - t o a d d  - ( p o p u l ( m m ( 1 ) ) ) ) - > p o p u l a t  i o n - t o a d d ;  

q u i 1 1 c o o ;
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i f  m m ( 2 )  + t o t a l - s o f a r  > =  r a n f i t  t h e n

[ ~ - p o p u l a t  i o n - t o a d d  -  ( p o p u l  ( mm ( 1 )  ) j  ] , - o p o p u l a t  i o n - t o a d d  ;  

q u i t  l o o p ;  
e n d i  f ;

mm ( 2 )  + t o t a l - s o f a r  - > t o t a l - s o f a r ;  
e n d f o r ;  

e n d r e p e a t ;  

d d e f i n e ;

H e r e  t h e  s t r a t e g y  i s  t o  t a k e  t h e  s e l e c t e d  m e m b e r s ,  m a k e  t w o  c o p i e  

t h e s e  a n d  c r o s s o v e r  t h e m .  C o n s t r u c t  t h e  n e w  p o p u l a t i o n  w i t h  t h e  

t t e s t  m e m b e r s  p l u s  t h e  n e w  m e m b e r s  u p t o  t h e  s p e c i f i e d  p o p u l a t i o n .

e n  y o u  m a k e  a  c a l l  t o  t h e  m u t a t i o n  p r o c e d u r e  a n d  c h a n g e  o n l y  t h e  

m b e r s  w h i c h  h a v e  b e e n  c r e a t e d  -  t h a t  i s  y o u  k e e p  t h e  b e s t  s o l u t i o n s  

t h o u t  a l t e r a t i o n .

f i n e  c r o s s o v e r ( n u m - m e m b e r s , p o p u l a t i o n - t o a d d , c r o s s o v e r - r a t e ,  
m a x - c h a n g e s ) - > c r o s s e d - m e m b e r s ;

/ *  m a k e  2  i d e n t i c a l  c o p i e s  * /  

p o p u l a t  i o n - t o a d d - > r e p l i c a l ;  p o p u l a t  i o n - t o a d d - > r e p l i c a 2  ;

[ I - > c r o s s e d - m e m b e r s ;  l e n g t h  ( r e p l i c a 2 ) - > l e n - r e p l i c a 2 ;

/ *  s t r a t e g y  i s  t o  t a k e  e a c h  m e m b e r  o f  r e p l i c a l  a n d  a  r a n d o m  m e m b e r  o f  

r e p l i c a 2  a n d  c r o s s o v e r  e l e m e n t s  * /

f o r  m e m b l  i n  r e p l i c a l  d o

r e p l i c a 2 ( r a n d o m  ( l e n - r e p l i c a 2 ) ) - > m e m b 2 ;

/ *  n o t  t o  t a k e  t h e  t a r g e t  y  * /

l e n g t h ( f e a t u r e - s t r u c t )  - 1  - > n u m - f e a t u r e s ;

/ *  P r o d u c i n g  o f f s p r i n g  * /

[ 1 - > n e w - m e m b e r l ;  [ ) - > n e w - m e m b e r 2 ;  

f o r  i  f r o m  1  t o  n u m - f e a t u r e s  d o

1 — n e w - m e m b e r l  - n e w - f e a t  1 ] - > n e w - m e m b e r l ;

e l s e

[ - f e a t - n a m e  - s u b - f e a t u r e l ) - > n e w - f e a t l ;

[ - - n e w - m e m b e r l  - n e w - f e a t l | - > n e w - m e m b e r l ;  

e n d i f ;

/ *  c h a n g i n g  t h e  s e c o n d  o f  t h e  c h o s e n  t w o  * /  

i f  r a n d o m ( c r o s s o v e r - r a t e ) = 1  t h e n

r a n d o m ( f u z - f e a t u r e - 1 e n g t h ) - > f u z - f e a t - i n d e x ;

s u b - f e a t u r e l ( f u z - f e a t - i n d e x  ) - > f u z - f e a t - c r o s s ;  

s u b - f e a t u r e 2 - > c o p y - s u b - f e a t 2 ;

f u z - f e a t - c r o s s - > c o p y - s u b - f e a t 2 ( f u z - f e a t - i n d e x ) ;

( - f e a t - n a m e  - c o p y - s u b - f e a t 2 ] - > n e w - f e a t 2 ;

[ — n e w - m e m b e r 2  - n e w - f e a t 2 ] - > n e w - m e m b e r 2 ;

e l s e

( - f e a t - n a m e  - s u b - f e a t u r e 2 ] - > n e w - f e a t 2 ;

[ — n e w - m e m b e r 2  - n e w - f e a t 2 ] - > n e w - m e m b e r 2 ;  

e n d i f ;

Î
i f  r a n d o m  ( c r o s s o v e r - r a t e ) = 1  t h e n

[ - f e a t - n a m e  - s u b - f e a t u r e 2 ] - > n e w - f e a t  1 ;

[ — n e w - m e m b e r l  ~ n e w - f e a t  1 ] - > n e w - m e m b e r l ;

e l s e

[ - f e a t - n a m e  - s u b - f e a t u r e l ] - > n e w - f e a t l ;

[ - - n e w - m e m b e r l  - n e w - f e a t  1 j - > n e w - m e m b e r l ;  

e n d i f ;

i f  r a n d o m  ( c r o s s o v e r - r a t e )  =  1 t h e n

[ - f e a t - n a m e  - s u b - f e a t u r e l ) - > n e w - f e a t 2 ;

[ — n e w - m e m b e r 2  - n e w - f e a t 2 ) - > n e w - m e m b e r 2 ;

e l s e

[ - f e a t - n a m e  - s u b - f e a t u r e 2  j - > n e w - f e a t 2 ;

[ — n e w - m e m b e r 2  - n e w - f e a t 2 ] - > n e w - m e m b e r 2 ;  

e n d i f ;  

e n d i f ;  

e n d f o r ;
[ — c r o s s e d - m e m b e r s  - n e w - m e m b e r l  - n e w - m e m b e r 2 ) - > c r o s s e d - m e m b e r s ;  

e n d f o r ;  

e n d d e f i n e ;

e l s e

/ *  t h e  f e a t - n a m e s  i n  b o t h  m e m b e r s  s h o u l d  b e  t h e  s a m e  * /

m e m b l ( i ) — >  [ ? f e a t - n a m e  ? s u b - f e a t u r e l ) ;  

m e m b 2 ( i ) — >  [ ? f e a t - n a m e  ? s u b - f e a t u r e 2 ) ;

/ *  s o  t h e  h i g h e r  t h e  c r o s s o v e r - r a t e  i s  l o w e r  t h e  c h a n c e  o f  

c r o s s o v e r * /

i f  m e m b e r ( f e a t - n a m e , f u z z y - f e a t u r e - l i s t )  a n d  f u z z y - r e a s o n i n g  / =  t r u e  

t h e n

l e n g t h ( s u b - f e a t u r e l ) - > f u z - f e a t u r e - l e n g t h ;

/ *  c h a n g i n g  t h e  f i r s t  o f  t h e  c h o s e n  t w o  * /

i f  r a n d o m  ( c r o s s o v e r - r a t e ) = 1  t h e n

r a n d o m  ( f u z - f e a t u r e - l e n g t h ) - > f u z - f e a t - i n d e x ;  

s u b - f e a t u r e 2  ( f u z - f e a t - i n d e x ) - > f u z - f e a t - c r o s s ;  

s u b - f e a t u r e l - > c o p y - s u b - f e a t  1 ;

f u z - f e a t - c r o s s - > c o p y - s u b - f e a t 1 ( f u z - f e a t - i n d e x ) ;

[ - f e a t - n a m e  - c o p y - s u b - f e a t l ) - > n e w - f e a t l ;

/ *  T h e  i n p u t s  t o  t h i s  i s  t h e  m a x i m u m  n u m b e r  o f  m e m b e r s  y o u  w a n t  

t o  m u t a t e  i n  o n e  g o  ( i t  t a k e s  a  r a n d o m  n u m b e r  f r o m  t h i s  m a x - n u m b e r ) ,

t h e  m u t a t i o n  r a t e ,  w h i c h  s p e c i f i e s  t h e  c h a n c e  o f  c h a n g i n g  a

s e l e c t e d  m e m b e r  o f  m u t a t i o n  a n d  t h e  f i n a l  i n p u t  i s  t h e  

p o p u l a t i o n  * /

d e f i n e  m u t a t i o n ( m a x - c h a n g e s , m u t a t i o n - r a t e , c r o s s e d - m e m b e r s ) - > m u t e d - m e m b e r s ;

/ *  T h e r e  a r e  f i v e  b a s i c  m u t a t i o n  o p e r a t o r s  —

F i r s t  i s  p i c k i n g  a  n e w  c o - o r d i n a t e  i . e .  p r i c e  [ ]  — >  p r i c e  [ i n c r e a s i n g ]

S e c o n d  i s  t o  z a p  a  c o - o r d i a n t e s  i . e .  p r i c e  [ i n c r e a s i n g  d e c r e a s i n g ] - >

p r i c e  [ ]

T h i r d  i s  c h a n g i n g  t h e  v a l u e  o f  a  c o - o r d i n a t e  i . e  p r i c e  [ i n c r e a s i n g ]

— >  p r i c e  [ d e c r e a s i n g ]

F o u r t h  i s  t o  i n c r e a s e  t h e  n u m b e r  o f  c o - o r d i n a t e s  i . e .  p r i c e  [ i n c r e a s i n g ]

— >  p r i c e  [ i n c r e a s i n g  d e c r e a s i n g ]
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F i f t h  i s  t o  d e c r e a s e  t h e  n u m b e r  o f  c o - o r d i n a t e s

irS: P f i Si  [ In s f i l l i f i g  P ie f g l l i ng  nSEfSndj
- - >  p r i c e  ( d e c r e a s i n g ]

F O R  t h e  A C T I O N  f e a t u r e s  t a k e  o n l y  O N E  o f  t h e  c o o r d i n a t e s  

F O R  F U Z Z Y  f e a t u r e s  o n l y  i n c r e m e n t  o r  d e c r e m n t  f u z z y  v a l u e s

c r o s s e d - m e m b e r s - > m u t e d - m e m b e r s ; ; ; ;  m a k i n g  a  c o p y

r e p e a t  m a x - t i m e s  t i m e s

/ *  s e l e c t i n g  a  m e m b e r  r a n d o m l y  * /

r a n d o m ( l e n g t h ( m u t e d - m e m b e r s ) ) - > m e m b e r - i n d x ;  

m u t e d - m e m b e r s  ( m e m b e r - i n d x ) - > s e l e c t e d - m e m b e r ;

[ ~ - s e l e c t e d - f e a t u r e  - i t e m - t o - a d d  j 

- ) s e l e c t e d - f e a t u r e ;

( - - a  I  r e a d y - i n  ~ l t e m - t o - a d d ] - > a l r e a d y - l n ;  

e n d i  f ;  

e n d f o r ;

1 - f e a t - n a m e  [ — s e l e c t e d - f e a t u r e j ] - > n e w - f e a t u r e ;  

( - - f i r s t - b i t  - n e w - f e a t u r e  - - e n d - b i t ] - > m u t a t e d - m e m b e r ;

/ *  p u t  t h e  n e w  m e m b e r  i n  m u t e d - m e m b e r s * /  

m u t  a t e d - m e m b e r - > m u t e d - m e m b e r s ( m e m b e r - i n d x ) ;

e l s e i f  r n d n u m =  1 a n d  f e a t - n a m e / =  " a c t i o n "  t h e n  

/ *  z a p p i n g  c o - o r d i n a t e s  * /
( —  f i r s t - b i t  ( - f e a t - n a m e  ( ] ]  — e n d - b i t j - > m u t a t e d - m e m b e r ;  

m u t a t e d - m e m b e r - > m u t e d - m e m b e r s ( m e m b e r - i n d x ) ;

/ *  t h e n  y o u  s e l e c t  a  f e a t u r e  f o r  m u t a t i o n  r a n d o m l y  * /

i f  r a n d o m ( m u t a t i o n - r a t e )  =  1 t h e n

/ *  t o  s e l e c t  t h e  s u b - f e a t u r e  f o r  m u t a t i o n * /  

l e n g t h ( f e a t u r e - s t r u c t )  -  1 - > n - f e a t u r e s ;  

s e l e c t e d - m e m b e r ( r a n d o m ( n - f e a t u r e s ) ) - > f e a t - t o - m u t a t e ;  

s e l e c t e d - m e m b e r — > ( ? ? f i r s t - b i t  - f e a t - t o - m u t a t e  ? ? e n d - b i t j ;  
f e a t - t o - m u t a t e — >  [ ? f e a t - n a m e  ? s u b - f e a t ] ;

/ *  g e t  c o r r e s p o n d i n g  v a l u e s  f r o m  f e a t u r e - l i s t  * /

f e a t u r e - 1 i s t - - > ( = =  ( =  - f e a t - n a m e  ? s u b - f e a t - i n - f e a t - l i s t ] = = ) ;

/ *  ( f u z z y - o i  ( f u z z y - o i  ( l o w  0 . 6 ]  ( m e d i u m  0 . 5 ]  ( h i g h  0 . 2 ] ] ]  * /

/  * ------------------------------------F u z z y  f e a t u r e  c h e c k --------------------------------------------  * /

/ *  O N L Y  M U T A T I O N S  a r e  i n c r e a s i n g  a n d  d e c r e a s i n g  f u z z y  v a l u e s  

H A V E  i n t r o d u c e d  t h e  c h e c k  t o  m a k e  s u r e  t h e  v a l u e s  

o f  t h e  m u t a t e d  f e a t u r e s  a d d u p  t o  1

* /

e l s e i f  r n d n u m  = 2  t h e n
/ *  c h a n g e  c o - o r d i n a t e s  * /  

s u b - f e a t - > f e a t - t o - c h a n g e ;  

r e p e a t  r n d 3  t i m e s
s u b - f e a t - i n - f e a t - 1 i  s t ( r a n d o m ( l e n g t h ( s u b - f e a t - i n - f e a t - 1 i s t  ) ) ) 

- > i t e m - c h a n g e ;

i f  n o t  ( m e m b e r ( i t e m - c h a n g e , f e a t - t o - c h a n g e ) ) t h e n

i t e m - c h a n g e - > f e a t - t o - c h a n g e ( r a n d o m ( l e n g t h  ( f e a t - t o - c h a n g e ) ) )  

e n d i f ; 
e n d r e p e a t ;

f e a t - t o - c h a n g e - > s e l e c t e d - f e a t u r e ;
( - f e a t - n a m e  ( — s e l e c t e d - f e a t u r e ] )  - > n e w - f e a t u r e ;

( - - f i r s t - b i t  - n e w - f e a t u r e  - - e n d - b i t ] - > m u t a t e d - m e m b e r ;  
m u t  a t e d - m e m b e r - > m u t e d - m e m b e r s ( m e m b e r - i n d x ) ;

H a v e  s a f e g u a r d s  a g a i n s t  m u t a t i n g  t h e  “ a c t i o n "  b i t  

u n l a w f u l l y  * /  
e l s e i f  r n d n u m  -  4 a n d  f e a t - n a m e  / -  " a c t i o n "  t h e n

l e n g t h ( s u b - f e a t ) - > f u z - f e a t - l e n g t h ;  
i f  m e m b e r ( f e a t - n a m e , f u z z y - f e a t u r e - l i s t )  

a n d  f u z z y - r e a s o n i n g  / =  t r u e  t h e n

/ *  c h e c k  f o r  p r i c e  ( ]  t y p e  o n e s  * /

( ] - > n e w - f e a t u r e ;

/ *  N o w  y o u  m u t a t e  t h e  s u b - f e a t u r e  w i t h  r a n d o m  f i l t e r i n g  

a l o n g  t h e  w a y  * /

/ *  d e c r e a s e  t h e  n u m b e r  o f  c o - o r d i n a t e s  * /  
/ *  p u t  t h e  n e w  m e m b e r  i n  m u t e d - m e m b e r s * /  

e n d i f ;  

endif; 
e n d i f ;  

e n d r e p e a t ;  

e n d d e f i n e ;

/ *  T h e  o n l y  t h i n g  t o  n o t e  i s  t h a t  t h e r e  i s  n o  c h e c k  

t o  s e e  w h e t h e r  t h e  m u t a t i o n  ( t h e  a t t r i b u t e s  f o r  m u t a t i o n )  

a r e  t h e  s a m e  o r  n o t  f r o m  t h e  o n e s  y o u  a l r e a d y  h a v e  * /  

r a n d o m ( 2 ) - > r n d n u m ;

/ *  f o r  s e l e c t i n g  t h e  t y p e  o f  m u t a t i o n  a c t i o n  * /

i f  l e n g t h  ( s u b - f e a t )  =  0

t h e n
/ *  p i c k  a  r a n d o m  n u m b e r  f r o m  t h e  l e n g t h  o f  f e a t u r e - l i s t  

a n d  a d d  i t e m s  * /

( ] - > s e l e c t e d - f e a t u r e ;  I - > r n d ;  ;  ;  ;  o n l y  o n e

( ] - > a l r e a d y - i n ;  / *  t o  c h e c k  a g a i n s t  p u t t i n g  s a m e  i t e m

t w i c e * /
f o r  i t e m  f r o m  I  t o  r n d  d o

r a n d o m  ( l e n g t h ( s u b - f e a t - i n - f e a t - l i s t ) ) - > r n d 2 ;  

s u b - f e a t - i n - f e a t - l i s t  ( r n d 2 ) - > i t e m - t o - a d d ;

i f  n o t ( m e m b e r ( i t e m - t o - a d d , a l r e a d y - i n ) ) t h e n

T h i s  i s  t o  c o m p a r e  G R I  r u l e s  w i t h  e x i s t i n g  E x p e r t  o r  F u z z y  r u l e s  t o  a d d  

t o  t h e  E x p e r t  o r  F u z z y  r u l e  b a s e s
s e l e c t  t h e  r u l e s  w h i c h  a r e  m o s t  d i s i m i l a r  t o  t h e  E x p e r t  o r  F u z z y  r u l e  

b a s e s  f o r  a d d i t i o n

d e f i n e  c o m p a r i n g - r u l e s ( n u m - t o - s e l e c t ,  r u l e - b a s e ,  g r i - r u l e s ) - > g r i - r u l e s - t o - a d d ;  
v a r s  g - r u l e  r - r u l e  c o u n t  g - n a m e  r - n a m e  g - v a l u e  r - v a l u e  d i f f e r e n c e s ;  

v a r s  d i f f - l i s t  g - c o u n t  i d e n t i c a l - r u l e  i t e m  d i f f - c o u n t  d i f f - c o u n t - l i s t ;  
v a r s  n c o u n t  g r i n u m ;

( 1 - > d i  f  f - c o u n t - l i s t ; ( ] - > g r i - r u l e s - t o - a d d ;

i f  l e n g t h  ( r u l e - b a s e ( 1 ) )  / =  l e n g t h  ( g r i - r u l e s  ( I ) ) t h e n  

( R u l e  B a s e s  h a v e  a  d i f f e r e n t  l e n g t h s  ) = >

e l s e

0 - > g - c o u n t ;
f o r  g - r u l e  i n  g r i - r u l e s  d o
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g - c o u n t  + l - >  g - c o u n t ;  ( ) - > d i f f - 1 i s t ;  

f o r  r - r u l e  I n  r u l e - b a s e  d o

0 - > d l f f e r e n c e s ;  l - > c o u n t ;  ; ; ;  i g n o r e  i d  

u n t i l  c o u n t  -  l e n g t h  ( g - r u l e )  d o  

c o u n t  + 1 - > c o u n t ;

g - r u l e ( c o u n t ) — > [ ? g - n a m e  ? g - v a l u e ) ;  

r - r u l e ( c o u n t ) — > [ ? r - n a m e  ? r - v a l u e ] ;  

e n d i f ;

i f  g - v a l u e  / =  r - v a l u e  t h e n

d i f f e r e n c e s  + 1  - > d i f f e r e n c e s ;  

e n d i  f ;  
e n d u n t i l ;

( - - d i f f - l i s t  - d i f f e r e n c e s j - > d i  f f - 1 i s t ;  

e n d f o r ;

;  ;  ;  c h e c k  i f  t h e r e  i s  a n  i d e n t i c a l  r u l e  i n  t h e  r u l e - b a s e

f a l s e - > i d e n t i c a 1 - r u l e ;  

f o r  i t e m  i n  d i f f - l i s t  d o
i f  i t e m  -  0  t h e n  t r u e - > i d e n t i c a l - r u l e ;  e n d i f ;  

e n d f o r ;

i f  i d e n t i c a l - r u l e  =  t r u e  t h e n  0 - > d i f f - c o u n t ;  

e l s e  0 - > d i f f - c o u n t ;

f o r  i t e m  i n  d i f f - l i s t  d o

d i f f - c o u n t  + i t e m  - > d i f f - c o u n t ;  

e n d f o r ;  

e n d i f ;

[ — d i f f - c o u n t - l i s t  [ - g - c o u n t  - d i f f - c o u n t ] ] - > d i f f - c o u n t - l i s t ;  

e n d f o r ;

s o r t - b y - n - n u m ( d i f f - c o u n t - l i s t , 2 ) - > d i f f - c o u n t - l i s t ;  

r e v ( d i f  f - c o u n t - 1 i s t ) - > d i  f  f - c o u n t - l i s t  ;

i f  n u m - t o - s e l e c t  < -  l e n g t h  ( g r i - r u l e s )  t h e n  

0 - > n c o u n t ;

u n t i l  n c o u n t  -  n u m - t o - s e l e c t  d o  

n c o u n t  + 1 - > n c o u n t ;

d i f  f - c o u n t - 1 1 s t ( n c o u n t ) — > [ ? g r i n u m  - ] ;
[ — g r i - r u l e s - t o - a d d  - ( g r i - r u l e s ( g r i n u m ) ) ] - > g r i - r u l e s - t o - a d d ;  

e n d u n t i 1 ;
e l s e

[ n u m  t o  s e l e c t  i s  t o o  l a r g e ] - >  

e n d i f ;  

e n d i f ;  

e n d d e f i n e ;

d e f i n e  g o ( c y c l e s , p o p u - s i z e ,  f u z - t h r e s h , f e a t u r e - l i s t , f e a t u r e - s t r u c t , s y m b o l i c - a r r a y , e v a l - s  

t  i n d e x ,  e v a l - e n d i n d e x , s e e d - p o p u l a t  i o n , r e c o r d , r e c o r d - f i l e ) - > f  i n a l - p o p u l a t  i o n ;  

v a r s  i t e r a t i o n ;

v a r s  m u t e - m a x - c h a n g e s  m u t e - n u m b e r s  r e c o r d - 1 i s t ;

[ ] - > r e c o r d - l i s t ;
i n i t i a l - p o p u l a t i o n ( p o p u - s i z e , f e a t u r e - l i s t , f e a t u r e - s t r u c t ,  s e e d - p o p u l a t i o n )  

- > s e l e c t e d - f e a t u r e - l i s t - > p o p u l a t i o n - > f u z z y - f e a t u r e - 1 i s t  ;

[ I n i t i a l  p o p u l a t i o n ] = >  

p o p u l a t i o n “ “ >
/ *  T h e  m a i n  G A  l o o p  s h o u l d  s t a r t  h e r e  * /

f o r  i t e r a t i o n  f r o m  1 t o  c y c l e s  d o  

[ C y c l e  N u m b e r  - i t e r a t i o n ] “ >

[ ] - > r a n k e d - l i s t ; [ ] - > e v a l u a t e d - 1 i s t ; [ ] - > f i t t e s t - m e m b e r s ;

[ ] - > f i t s t a t s ; [ ] - > p o p u l a t i o n - t o a d d ; [ ] - > c r o s s e d - m e m b e r s ;

[ ] - > m u t e d - m e m b e r s ;

/ *  P r o b l e m  i n  t h e  e v a l u a t i o n  -  t h a t ' s  w h y  t h e  s o l u t i o n s  a r e  l o s t  * /

i f  f u z z y - r e a s o n i n g  =  t r u e  t h e n  

;  ;  ;  a l p h a  =  1 0
f u z z y - e v a l u a t i o n ( p o p u l a t i o n ,  f e a t u r e - i n d e x ,  s y m b o l i c - a r r a y , 1 0 , f u z - t h r e s h , e v a l - s  

t  i n d e x , e v a l - e n d i n d e x ) - > e v a l u a t e d - 1 i  s t ;  
e l s e

;  ;  ;  a l p h a  = 1 0

e v a l u a t i o n ( p o p u l a t  i o n , f e a t u r e - i n d e x , s y m b o l i c - a r r a y , 1 0 , e v a 1 - s t  i n d e x , e v a 1 - e n d i n  

d e x ) - > e v a l u a t e d - 1 i s t ;  

e n d i f ;

r a n k m e m b e r s ( e v a l u a t e d - l i s t ) - > r a n k e d - 1 i s t ;  

r e v  ( r a n k e d - 1 i s t ) - > r a n k e d - l i s t ;

/ *  b e c a u s e  t h e  s o r t i n g  p r o c e d u r e  p u t s  f r o m  l o w  t o  h i g h  • /

/ *  t h e  n u m b e r  h e r e  i s  t h e  n u m b e r  o f  t h e  f i t t e s t  m e m b e r s  y o u  w a n t  t o  k e e p  » /  

g e t - f i t - m e m b e r s ( ( p o p u - s i z e / 3 ) ,  r a n k e d - l i s t , p o p u l a t i o n ) - > f i t t e s t - m e m b e r s - > f i t s t a t s

f i t t e s t - m e m b e r s - > d a t a f i l e ( ' g o o d - p o p u '  ) ;

i f  r e c o r d  =  " y e s "  t h e n

( — r e c o r d - l i s t  C Y C L E  - i t e r a t i o n  - f i t s t a t s  - r a n k e d - l i s t ] - > r e c o r d - i i s t ;  

r e c o r d - l i s t - >  d a t a f i l e  ( r e c o r d - f i l e ) ;  

e n d i  f ;

s e l e c t - m e m b e r s - t o - m a t e ( p o p u - s i z e , e v a l u a t e d - l i s t , p o p u l a t  i o n )

- > p o p u l a t  i o n - t o a d d ;

c r o s s o v e r ( p o p u - s i z e ,  p o p u l a t i o n - t o a d d ,  2 ,  1 )

- > c r o s s e d - m e m b e r s ;  

i n t o f ( p o p u - s i z e / 2 ) - > m u t e - m a x - c h a n g e s ;

m u t a t i o n ( m u t e - m a x - c h a n g e s , 1 , c r o s s e d - m e m b e r s ) - > m u t e d - m e m b e r s ;

( ] - > m u t e - p o p u l a t i o n ;  [ ] - > f i t - p o p u l a t i o n ;

/ *  t r i m  d o w n  t h e  l i s t  t o  t h e  r e q u i r e  n u m b e r  * /  
d a t a f i l e  ( ' g o o d - p o p u ' ) - > g o o d - p o p u ;  l e n g t h ( g o o d - p o p u ) - > f i t - n m ;  p o p u - s i z e  -  f i t - n m  - > m u  

t e - n u m b e r s ;

f o r  X f r o m  1 t o  m u t e - n u m b e r s  d o

[ — m u t e - p o p u l a t i o n  - ( m u t e d - m e m b e r s ( x ) ) ] - > m u t e - p o p u l a t i o n ;  

e n d f o r ;

[ — g o o d - p o p u  — m u t e - p o p u l a t i o n ] - > p o p u l a t i o n ;  

e n d f o r ;  

e n d d e f i n e ;


