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Abstract

Graphene is a household name, but is not yet a household product. The science of

2D materials was sparked with graphene’s isolation in 2004, theoretical predictions

made since have heralded nothing short of revolution in the fields of composite

materials, electronics, and energy storage. Those revolutions are yet to materialise,

but the feverish interest amongst the scientific community continues, motivated by

graphene’s tantalising properties and our dogged desire to exploit them.

One exciting prospect for graphene is to exploit its mechanical properties as

an effective reinforcing component in composite materials. For this to be possible

one must overcome the difficulty in producing high quality graphene dispersions in

large quantities and effectively transfer its properties to the bulk material.

I developed an experimentally and theoretically verified forcefield for molec-

ular dynamics, which replicates graphene’s non-bonded interactions. Using this, I

was able resolve graphene’s unusual behaviour whilst in a low friction state (known

as superlubricity) and the micromechanical exfoliation of nanoflakes of graphene.

I find that graphene’s low bending energy results in a pealing mechanism requiring

less work than simply shearing graphite. I give insights into the nanostructure of

graphene oxide, and predict that graphene oxide’s percolation threshold will arrive

at carbon oxygen ratios below 6, an important result for use in electronic devices.

The work presented in this thesis is part of an ongoing effort to develop a multi-

scale simulation method that links finite element analysis with molecular dynamics,

with the aim of predicting macroscale properties of materials from nanoscale struc-

tures. This method exploits the power of high performance computing and shows

that single scale simulation of graphene nanocomposites is often insufficient.
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Impact Statement

The potential benefits of graphene, if its theoretical promise can be realised, are

well documented. As a flexible conductor, it could lead to a completely novel ap-

proach to electronic devices. Its uniquely high surface area to weight ratio gives it

relevance for catalysis, sensing and energy storage. Having the highest measured

tensile strength of any material means that graphene is a clear candidate for com-

posite materials, which hope to exploit its mechanical properties.

Commercialisation of graphene requires reliable ways of producing large quan-

tities of high quality graphene. In this research, I give insight into graphene-

graphene interactions and the molecular mechanisms at play in graphene’s exfo-

liation, including actionable instruction for those who wish to synthesis graphene

via micromechanical exfoliation. The forcefield GraFF provides researchers with a

new tool to probe graphene’s dynamics on an atomic scale; I show new dynamics

of graphene in a superlubric state, which may provide a way to separate graphene

sheets by size. Improving graphene synthesis and having a strong theoretical under-

standing of the mechanisms at play bring the application of graphene closer.

Within this work I develop a general method for producing graphene oxide

structures that can be used by other scientists interested in the field. This brings with

it new understanding of graphene oxide’s percolation threshold and reaction dynam-

ics. Graphene oxide is significantly easier to work with, but usually comes with a

large degradation of graphene’s conductive and mechanical properties. By keeping

the oxidised phase below its percolation threshold, one could preserve graphene’s

properties whilst taking advantage of graphene oxide’s more facile synthesis.

Multiscale simulations of graphene-epoxy systems have great promise to give
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scientists a new predictive tool to design composite materials from their atomic

structure. Taking advantage of high performance computing resources we can pro-

vide a virtual lab where time from conception to testing is much shorter than in

practical experiments. Our hierarchical multiscale model allows capture of mecha-

nisms that occur on multiple length and time scales.

As part of this research I have also contributed to multiple software projects

which are all open source. These include the scientific endeavours listed above, for

example GraFF, a graphene oxide builder, and the hierarchical multiscale model.

I have also contributed to software projects aimed at automating and exploiting

high performance computing as part of the European project VECMA, collaborat-

ing with multiple research groups, creating tools to aid computational researchers

in potentially any field.

Tangible research outputs include publications in Refs [1, 2, 3, 4, 5], and code

repositories in Refs [6, 7, 8, 9, 10]. These have been disseminated in conference

presentations and posters.
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Chapter 1

Introduction

Despite the far reaching attention graphene has garnered since its recent discovery,

difficulties in its synthesis and processing have limited progress in virtually all its

possible applications. In this chapter, I will discuss graphene’s rise in importance,

the current state of the graphene-polymer nanocomposite field, and the role that

simulation can play in material design.

Graphene was first isolated in 2004 by the now famous and remarkably simple

experiment of Geim et al. [11], where individual graphite layers were exfoliated

using everyday Scotch tape. In response to this synthesis, which had previously

been thought impossible [12], there was great speculation [13] about the applica-

tions which would take advantage of graphene’s unique and superlative properties

[14, 15, 16, 17, 18].

Amongst those exciting properties, that set graphene apart from other carbon

nanomaterials (see figure 1.1), are: tensile strength of 1.0 TPa [14]; thermal con-

ductivity of 5 KW mK−1 [15]; 98% optical transmittance [16]; and high electron

mobility (250,000 cm2V−1 s [19]). Perhaps graphene’s most novel characteristic is

its aspect ratio: a graphene sheet’s dimensions can be in the order of metres [20]

and still only one atom thick, possessing the highest surface area to weight ratio of

any material: 2630 m2g−1 [21]. These properties give graphene great promise for

micro-electronics, photovoltaics, energy storage, catalysis, biological engineering,

and composite materials. In spite of the intense and heavily funded research, its

theoretical promise and the commercial interest surrounding graphene, few appli-

18



Introduction

Figure 1.1: Schematic showing how 2D graphene is the basic building block for other car-
bon allotropes. It can be wrapped into 0D buckyballs, rolled into 1D nanotubes
or stacked into 3D graphite. Taken from Ref.[13].

cations have found a place in industry.

Commercial successes for graphene in nanocomposites have been disappoint-

ing. Its most notable market seems to be luxury sports equipment, included in

bicycle tyres, tennis rackets, and fishing rods. Evidence is rarely given to show

that graphene is actively improving these products, although golf balls containing

graphene nanocomposites are at least now used on the professional golf tour [22].

Time will tell if this is more than a passing fad. This lack of commercial interest

is perhaps to be expected, since it is typical for a new material to take 20 years to

reach the market after its initial conception [23, 24].

In other sectors, graphene is currently used in an ink for flexible circuitry [25]

and as part of the cooling system in Huawei’s new smartphone [26]. Exploiting

graphene’s electronic properties is not the primary goal of this research. However,

its use in conductive inks may yet prove to be its most successful application.

Composite materials aim to combine the properties of two or more constituent

components to create a material with new and enhanced physical or chemical prop-

erties. They are typically highly tuneable and diverse, common examples include

concrete or carbon fibre plastics. Using graphene as a component in such a material

could bring its uniquely high Young’s modulus to practical scales. Graphene’s ther-
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mal and electrical conductivity are also attractive for such materials; Stankovich et

al. [27] showed that the percolation threshold can be reached with as little as 0.1

vol% loading for room temperature electrical conductivity. Graphene’s high aspect

ratio has also shown promise for increasing a material’s fatigue lifetime [28] and

suppressing gas permeability [29].

Attempts to realise graphene’s potential in composite materials have so far

largely failed. Graphite is made of stacked graphene sheets held together by non-

covalent forces which may intuitively seem easy to overcome. However, preparing a

uniform distribution of exfoliated graphene throughout a polymer matrix has proved

anything but trivial and remains an intense area of research [30, 31, 32]. Such is the

difficulty in first isolating and then processing graphene in large quantities, com-

putational experiments are being employed to predict the best materials to use in

anticipation of an adequate production method. The challenge is comparable to

clay nano-composites, a field that has existed for many years [33, 34], where large,

mesoscale simulations have proven useful in design and understanding of these sys-

tems and in the future may also enlighten the field of graphene nanocomposites.

In this chapter, I will first discuss the synthesis of graphene and some of its

derivatives. I will then outline the role of graphene in composite materials and the

use of simulation to study those materials.

1.1 Graphene
Graphene can be thought of as a monolayer of graphite, but as with many nano-

materials, its properties vary greatly from the bulk. It consists of a honeycomb

network of sp2 hybridised carbon atoms, most of its exceptional mechanical and

electronic properties derive from this extended delocalised electronic system.

1.1.1 Synthesis

1.1.1.1 Mechanical Exfoliation

The first ever reported isolation of graphene was achieved by mechanical exfoliation

of graphite by repetitive cleavage using Scotch tape [11]. The layers in graphite are

held together by much weaker forces than the covalent bonds between atoms in the
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same layer, as such the stripping processes produces surprisingly good quality and

large graphene sheets. This method is useful for analysis but there is little scope for

scaling up to larger quantities. It is also difficult to remove the graphene sheet from

the substrate [35], so it is of little use to composite material production.

1.1.1.2 Chemical Vapour Deposition

A full description of the chemistry involved in graphene chemical vapour deposition

(CVD) is beyond the scope of this review; for more information readers are directed

to Ref. [36]. Simply put, a hydrocarbon precursor gas is fed into a reactor, the gas

decomposes on a substrate surface and forms a coating. The coating’s composition

is sensitive to reaction temperature, pressure, precursor composition and surface

chemistry. Graphene was first made using this method on a nickel substrate [37];

now, a copper substrate is more commonly used [38, 39]. Problems involved with

CVD include control over the number of layers, film quality and exfoliation from

the substrate. Recently, roll-to-roll methods have improved on the latter of these

problems and show promise for large graphene coating applications [38] and in

the future provide a method for scaling up to the quantities needed for composite

materials.

1.1.1.3 Liquid Phase Exfoliation

Unlike the previous synthesis routes, liquid phase exfoliation has clear potential

for the large scale production of graphene necessary for composite materials. The

process ideally involves exfoliating graphene directly from graphite in a solvent,

usually stimulated by sonication or by inducing shear rates above 104 s−1 [40].

The success of this synthesis is somewhat disputed but control over the number of

layers and dispersion stability is not good [41, 42], the synthesis usually producing

graphene with multiple layers. The solvent is chosen to match the surface tension

of graphene so that a dispersion is thermodynamically allowed, dimethylformamide

and N-methyl-2-pyrrolidone are widely used for this purpose. Exceedingly long

sonication times are needed and only dilute suspensions are stable: in one study

graphite was sonicated in N-methyl-2-pyrrolidone for 460 hours; in the resulting

suspension 20% of all graphite platelets, or 4% by weight, were monolayers (i.e.
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graphene), and the suspension was stable at 1.2 mg L−1 [43]. Long sonication times

are needed to exfoliate the graphene sheets but also degrade the sheet size (although

it has been suggested that they would not decrease below 1 µm [43]). Using shear

forces to exfoliate graphene can result in better quality graphene flakes, averaging

less than 10 layers and 300-800 nm in size [40], so this seems likely to replace

sonication as the exfoliation method since shearing large volumes of solution is

easier than sonication. However, the toxic solvents involved and poor control of

size and layers, still represent significant drawbacks to these methods.

Dispersions of graphene can be assisted by inorganic salts, surfactants [44] and

functionalisation [45], which often affect the properties of graphene and has been

used to varying effect. For more information see Refs. [41, 42].

1.1.1.4 Thermal Exfoliation

Thermal exfoliation requires graphite that has been intercalated by some com-

pound as a starting material. The intercalated graphite is then rapidly heated, as

the molecules between layers heat up they can be thought of as a gas, building up

pressure between the graphite layers, forcing the graphene sheets to fully exfoliate.

Temperatures of around 1000 °C are used and, as one might expect, the chemical

composition of the graphene produced can become compromised. The process is

generally reductive so this effect can be surprisingly small and the yield and size of

the graphene sheets can also be good [42].

A successful experiment is described in Ref. [46], where thermal exfoliation

is combined with liquid-phase exfoliation. Graphite was first expanded by rapid

heating, then intercalated by oleum and tetrabutylammonium in DMF, resulting in

a 90% yield of graphene sheets.

A detailed review of other graphene exfoliation methods and combinations of

the methods described above is given in Refs [41, 42, 18].

1.1.2 Electronic Properties

This research focuses on synthesis of graphene and exploiting graphene’s potential

as a mechanical reinforcement, but it would be remiss not to mention graphene’s
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electronic properties. Graphene’s high electron mobility has been known since its

discovery [11, 17]. Developments in fabrication have shown that graphene nanorib-

bons can have lower resistances than theoretically predicted, showing great potential

as components in nanoelectronics [47].

Recently, the discovery of superconductivity in bilayer graphene has sparked

intense interest in graphene as a unique electronic material. By rotating two layers

of graphene by an angle of 1.1°, Jarillo-Herrero et al. have shown that graphene

is superconducting at temperatures below 1.5 kelvin [48, 49]. As of January 2019

only two labs have synthesised superconducting bilayer graphene [50], with Young

et al. showing that its electronic properties can also be controlled by applying pres-

sure to the system, influencing the layer spacing between the two layers of graphene

[51]. Theory had predicted that unusual electronic properties would occur in twisted

bilayer graphene [52]; however no consensus exists on the explanation for bilayer

graphene’s superconductivity. The unique ability to switch between superconduct-

ing and insulating, by means other than controlling the temperature, is particularly

exciting.

1.2 Graphene Oxide

Until this point, all data and synthesis routes have referred to graphene and have

intentionally avoided the mention of graphene oxide (GO). GO is by no means a new

compound. It was first synthesised in 1859 [53] and has very different properties to

the pristine graphene referred to above, but because of its similar dimensions and

relative ease of synthesis and processing, it is often used in place of graphene. In

a worryingly wide spectrum of the current scientific literature, GO is misleadingly

referred to as simply graphene, so great care should be taken when reading around

this subject to inspect the synthesis routes and characterisation data described.

GO retains the carbon skeleton of graphene with oxygen-containing functional

groups on the surface and edges added during its preparation. The oxygen groups

are thought to have an essentially random arrangement [55] with epoxy and alcohol

groups on the surfaces and carboxyl groups at the edges. Less frequently, 5 or
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Figure 1.2: Ultra-high resolution TEM images showing the atomic structure of graphene,
graphene oxide and reduced graphene oxide (from top to bottom). Images on
the right are coloured by the author (green: sp2 graphene; red: disordered re-
gions indicating oxidisation; blue: holes). Scale bar: 2 nm. The graphene oxide
was made via a modified Hummer’s method and reduced by hydrazine. Taken
from Ref. [54].

6-membered lactone rings will appear throughout the structure [56]. Their exact

nature and arrangement is not known and whether oxidised “islands” occur is still

a matter of debate [54, 57, 31, 58, 59]. The subject will be explored in chapter 6

of this thesis. The structure and density of the functional groups will depend on

the synthesis routes taken but a C/O ratio of less than 4 is typical for GO [60].

GO is commonly synthesised by the Hummers’ method [61]: in which graphite is

reacted with sulfuric acid, sodium nitrate and potassium permanganate; this method

typically achieves a C/O ratio of 2. After the oxidation takes place the layer spacing

in graphite is increased from 0.34 nm to 0.6 - 1.0 nm [18]: the layers are extremely

weakly held together and a gentle stir in water provides enough shear force to fully

exfoliate the graphite oxide into graphene oxide. Compare this synthesis to the ones
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described above for graphene, and one can see the attraction of using GO.

The transformation to graphene oxide should not be taken lightly as it results in

significant degradation of its conductivity, stability and mechanical properties [18].

The loss of graphene’s desirable properties is largely due to the disruption of the sp2

carbon network (see figure 1.2), while the thickness of a sheet is effectively doubled

during oxidation and holes or other defects can occur. While a Young’s modulus of

250 GPa has been measured for GO [62], measurements vary and depend heavily

on the preparation method; however, a stiffness of 40 GPa and strength of 120 MPa

are typical [63, 18]. The electrical and thermal conductivity of GO is several or-

ders of magnitude lower than graphene [27]. Samples will often begin to degrade

above 100 °C, limiting polymer coprocessing and reducing GO’s use as a composite

material component. Its use in nanocomposites is promising though, as the func-

tionalised surface can improve the polymer-nanocomposite interaction, improving

stress transfer between matrix and sheet leading to a stronger material [30].

1.2.1 Reduced Graphene Oxide

Reducing graphene oxide can partially restore some of the properties of graphene.

Typically, a strong reducing agent such as hydrazine can yield a C/O ratio of 10

[64]. A simple alkaline wash can reduce the oxygen content by removing oxidative

debris left from Hummer’s-like methods [65], using this method a C/O ratio of 6

is easily achieved. Reducing graphene oxide is mainly used to restore some of

the delocalised π-network and improve the sample’s conductivity, but the reductive

process damages the carbon network and creates holes in the sheet which offset any

improvement in the material’s stiffness or strength [54] (see figure 1.2).

Novel routes toward synthesising graphene through GO have produced C/O

ratios in excess of 250 [56]. This is no doubt remarkable and shows the promise in

this field for a route towards mass production of graphene, but for now, the distinc-

tion between products remains necessary as significant defects and sp3 carbons still

occur in the final structure.
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Figure 1.3: A guide to naming graphene derived compounds as proposed in Ref. [60].

1.3 Nomenclature

As has been alluded to already, the nomenclature in this subject is often confusing

and at times, misleading. Articles frequently use their own terminology for estab-

lished systems and make use of ambiguous definitions to exaggerate their results.

The problem is significant enough that reviews have been published specifically

calling for consistency and honesty from the scientific community, proposing a uni-

versal nomenclature to be followed; see figure 1.3 [60, 66]. This nomenclature

system is starting to be followed as journals begin to demand consistency.

The headline from the aforementioned reviews is that the term ‘graphene’

should be kept for the single layer, pristine network of sp2 hybridised carbons with

dimensions greater than a micrometre. These are strict recommendations, but to

avoid confusion any deviation from these criteria should be explicitly defined and

characterised by the author. It is also worth pointing out again that GO has been

known for over 150 years and much of the recent research on it has been published
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on the coattails of graphene’s rise to fame and rush to explore 2D material properties

in general. Terms that have since become standard: ‘few-layered graphene’ refers

to 2-5 layers graphene, and ‘multi-layer graphene’ refers to 5-10 layers of graphene

[30].

It is understandable that in a highly competitive field, such as graphene, authors

should want their research to stand out (over 35,000 papers referencing graphene

were published in 2018 according to webofknowledge.com), but this means the

need for rigorous exclusion of bias from scientific work becomes acutely relevant

in this field [67].

1.4 Graphene-Polymer Nanocomposites

Graphene nanocomposites have made it to market in a small number of specialised

applications but are yet to be taken up by large industries. This is simply because

graphene reinforced polymers are yet to demonstrate improvement on existing ma-

terials at a reasonable cost. That is not to say there is no place for graphene if its

potential is eventually realised. For a comprehensive review of the state of graphene

composite materials, readers should look no further than the up-to-date review by

Young and his colleagues [30].

Graphene nanocomposites could directly replace carbon fibre composites, an

industry which demands 72,000 tonnes worldwide [68], providing lighter weight

components and an feasier fabrication process. The aviation industry is a major

target for graphene nanocomposite producers. For example, the 787 Dreamliner is

80% polymer composite by volume and each 787 aircraft contains approximately

35 metric tons of carbon fibre reinforced plastic. One study found that replacing the

carbon fibre composite with carbon nanocomposites would reduce the airframe’s

weight by 17.32%, resulting in average fuel savings of over 10% [69].

The key obstacles in creating useful graphene-polymer nanocomposite mate-

rials include synthesising large quantities of well defined graphene, achieving an

even distribution of exfoliated graphene, and maintaining the dispersion through

any processing required for the material (figure 1.4 shows the states of graphene
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Figure 1.4: Schematic showing three morphological states for graphene-polymer nanocom-
posites. For most applications, a fully exfoliated composite is desired.

exfoliation in a polymer). The first of these challenges is addressed in the previous

sections; the other two are largely dependent on the graphene-polymer interaction

energy and the processing techniques used. The range of systems being studied is

broad, only the key examples relevant to our research will be discussed below.

1.4.1 Model Nanocomposites

To study the ideal behaviour of graphene embedded in a polymer, researchers can

deposit graphene onto a polymer substrate (either by mechanical exfoliation or

CVD), then spin coat the sample with polymer to create a ‘sandwich-like’ con-

figuration that can be analysed in detail.

An ideal composite material, with complete stress transfer between matrix and

filler, will obey the rule of mixtures when measuring, for example, the composite’s

Young’s modulus:

Ec =Vf E f +(1−Vf )Em; (1.1)

where E is the elastic modulus; Vf is the volume fraction of the filler; and subscripts

f , m and c denote the filler, matrix and composite. The performance of a filler in

a composite is measured by calculating its effective contribution. Once the elastic

modulus of a composite is known, one can replace E f with Eeff in equation 1.1 and

solve for Eeff. Eeff will usually be lower than the ideal stiffness of graphene (1.0 TPa

[14]). Several factors such as non-ideal flake orientations, incomplete dispersion,
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and ineffective stress-transfer can contribute to this. Vlassiouk et al. produced a

model graphene-PMMA (polymethylmethacrylate) composite with effective mod-

ulus, Eeff, of 1.0 TPa [70]. This result is remarkable and shows the potential of

graphene as a composite filler; achieving this behaviour in less labour-intensive

synthesis routes will be the goal over the coming years.

From model nanocomposite studies other interesting characteristics can be

gleaned. Stress-transfer to graphene is less effective after strains of approximately

0.5% strain, when slippage/creep mechanisms start to occur [30]. Graphene flakes

need lateral dimensions over 30µm for effective reinforcement [71, 72]. Compared

to monolayer graphene, bilayer graphene has similar reinforcement capabilities, but

more layers degrade its reinforcement capabilities, for example 10-layer graphene

has 40% the reinforcement of monolayer graphene [73].

1.4.2 Preparation of Bulk Nanocomposites

Ideally, graphene could be exfoliated directly into a polymer melt and then injection

molded as needed, like any other plastic. This system would also be good to study

by simulation, as it avoids solvents and limits the number of species that need to

be considered. Despite the obvious practical benefits to this method, no system

that could mediate graphite exfoliation down to graphene is known [32]. This is

unsurprising given the numerous difficulties encountered when exfoliating graphite

to graphene described above. Instead, a separate exfoliation step is usually followed

by some method of dispersion into the polymer.

Perhaps the most common method used for dispersing is solution mixing [32].

Typically GO or some other functionalised graphene will be used to generate the

suspension. The polymer can be added by simply dissolving it in the suspension or

mixing with an already solvated polymer. Once the constituents have been mixed

a non-solvent for the polymer will precipitate the plastic with a good distribution

of platelets. As you might expect, the drying process will lead to some aggregation

and completely excluding solvent molecules is difficult, but it is experimentally

a simple method. Solution mixing has proven popular for GO and water soluble

polymer systems for the ease of handling and preparation.
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Similarly, melt mixing involves dissolving an exfoliated graphitic powder into

a melt-polymer [74]. Avoiding a solvent makes this method attractive for scaling-up

and industrial applications but the dispersion of platelets is significantly worse than

those created by other methods. Again, this method has only been used effectively

with GO or some other chemically modified graphene.

In situ polymerisation involves dissolving the pre-exfoliated graphene platelets

in neat monomer, followed by polymerisation in the presence of the dispersed

platelets. The dispersion of graphene is usually very good using this method as

intercalated monomers can mediate complete exfoliation during polymerisation. In

situ polymerisation is frequently extended to grafted systems: functional groups on

GO can be used as starting points for grafting-from or grafting-to systems.

The methods described above are clearly a simplified overview of a vast area of

research. Many other methods are being worked on in the hope of creating an easy

method of dispersion. Here, systems involving chemically modified graphene have

been neglected, though it is a diverse field because they are less relevant to com-

puter simulation (in general we would like to work with the least number of species

possible). Fortunately, melt mixing methods are steadily improving: the graphene-

polymer interaction is now better understood and methods for creating extremely

high shear forces to aid dispersion are being developed. Computer simulation has

the most potential for predictive power and increasing understanding in melt mix-

ing systems, firstly because it contains the fewest number of species and secondly,

the system has many parallels with clay-polymer systems which have been studied

computationally before [34].

To achieve a homogeneous material, 2D-nanoparticles must be randomly ori-

entated otherwise the composite would have different mechanical properties along

different axes [75]; although one study suggested the disparity would never be more

than a factor of 2 [76]. This can be a problem when processing the composite, for

example, injection moulding can create alignment of sheets along the direction of

flow. When the filler is aligned in this way gas permeability is reduced in the di-

rection normal to the sheets [31, 29]. Far from being a disadvantage, the improved
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gas-barrier properties due to anisotropic dispersions could be one of the easiest and

readily commercialised applications of graphene composites.

1.4.3 Graphene-Polymer Interaction

In the current literature, there are two approaches to explain the mechanism of

graphene reinforcement of a polymer matrix. First, Maron et al. argue that

nanocomposites should be considered as molecular composites or self-reinforced

composites [77]. This approach takes into account the nanoparticle’s role as a nu-

cleation site for crystallisation and polymer confinement. However, it cannot ex-

plain the often disappointing reinforcement ability of graphene compared to the

predictions made by the ‘rule of mixtures’ (see equation 1.1).

An alternative explanation is proposed by Young et al.[78], who acknowledge

that the reported reinforcement contribution of graphene is often much lower than

graphene’s ideal 1.0 TPa. Effective transfer of this exceptional stiffness to the poly-

mer network is impossible. Instead, the composite’s stiffness, Ec, is a function of

the matrix’s stiffness, Em, the volume fraction of the filler, Vf , and the aspect ratio

of the sheet, s:

Ec ≈ Em

[
1−Vf +

s2

12
η0

(1+ν)
V 2

f

]
. (1.2)

η0 is the Krenchel orientation factor, if flakes are aligned along the strained axis

η0 = 1; for random flake orientations η0 = 8/15 [79, 76]. This description is derived

from continuum shear-lag theory and neatly explains that the reinforcement is due

only to the nanoparticle’s aspect ratio, in fact, there is no contribution from the

nanoparticle’s stiffness in equation 1.2.

It is noteworthy that, by this explanation, few-layer graphene (e.g. 5 sheets

thick) is a better reinforcement particle than graphene because it will not crumple

in the polymer and retain a higher aspect ratio. Young et al.’s theory explains the

elastic modulus at low strains but does not account for graphene’s effect on the

composite’s toughness [78]. It does suggest that simulations of graphene compos-

ites need to capture enormously disparate length scales, a challenge that will be
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discussed in the next section.

Whether improving a composite’s mechanical properties relies primarily on

a strong matrix-filler interaction [80], or if the high aspect ratio of the nanoparti-

cle is enough, is still under investigation. It is known that stress transfer occurs

in graphene-polymer composites, and this can be measured by Raman spectroscopy

[71]. Studies in this vein suggest a strong interaction between matrix and nanoparti-

cle is required for the resulting composite to embody graphene’s mechanical proper-

ties. One way of doing this is by using functionalised graphene; both experimental

and theoretical studies have shown an increase in effective modulus with higher

oxygen content in GO [81, 82]. If this interaction is deemed crucial, the type of

functionalisation needed on a sheet will, of course, be system dependent.

The elastic modulus is not the only desirable property nanoparticles give to a

material. In the case of thermosetting polymers, graphene acts as a barrier, inter-

rupting the polymer network of cross-linked molecules, essentially weakening the

matrix. However, the inclusion of graphene acts to deflect crack propagation and

confine polymers; this is hoped to increase toughness and make the material much

less brittle, a common drawback of using thermoset polymers like epoxy resins.

1.4.4 Bulk Nanocomposites

It is clear from the above analysis that using the simplistic rule of mixtures to esti-

mate graphene’s effectiveness as a polymer reinforcer is inadequate. A remarkable

review of the literature was conducted by Papageorgiou et al., who have collated

the effective modulus of graphene in different polymer systems [30]. Graphs sum-

marising their research are shown in figure 1.5.

The range of systems summarised in figure 1.5 is enormous. The systems

vary in their matrices (from elastomers to thermosets), graphene preparation routes,

percentage loading, processing techniques, flake size, and flake orientation. The

spread is large on the log-log plot but the correlation is remarkable close to unity.

This is in line with the group’s claim that Eeff ∝ Em — introduced as part of their

work modelling graphene-nanocomposites with shear-lag theory, mentioned in the

previous section. The data gathered by Papageorgiou et al. shows that polymers
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Figure 1.5: The effective modulus of graphene (GNP), graphene oxide (GO) and reduced
graphene oxide (rGO) as calculated using equation 1.1 as a function of the
modulus of the matrix. Taken from [30].
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with lower moduli, such as elastomers, exhibit the largest proportional improvement

in strength and stiffness on addition of graphitic nanoparticles.

1.5 Computational Studies

Nanocomposite materials owe many of their unique properties to the constituent’s

large aspect ratios, but the wide gap in length scales across the system presents

a problem when it comes to simulation. Computational techniques have been well

established for systems at certain length scales: ab initio methods, like density func-

tional theory (DFT), calculate precise data about systems with a handful of parti-

cles; molecular dynamics (MD) uses classical mechanics to sample a wide range

of systems and processes on the nanoscale; and continuum models, such as the

finite element method (FEM), neglect atomistic detail but give information on en-

gineering scales (see figure 1.6). To study graphene-polymer systems accurately a

simulation must have atomistic detail to capture graphene correctly, but also sample

large time and length scales to observe the slow diffusion of polymers and exfolia-

tion/aggregation of graphene sheets.

The work in this thesis centres on particle based methods of simulation, mainly

using classical all-atom MD, to describe a system. These simulations allow chemi-

cal specificity and atomic precision with an intuitive range of application. Particle

based simulation methods, however, face a serious challenge: how does one sim-

ulate graphene whilst respecting its enormous aspect ratio? To simulate graphene

flakes capable of giving the best reinforcement to polymer matrices, accurate de-

scriptions of angstroms (the size of atoms) and above tens of microns (ideal flake

sizes) are needed. That would mean simulating lengths spanning five orders of mag-

nitude, this is simply out of reach for current methods; currently, even the largest

MD simulations ever attempted only reach 100s of nanometres [83]. Therefore

insights into the reinforcement mechanisms, exfoliation, dispersion and process-

ing, which require long timescales to simulate, will require new approaches [84].

Coarse grained (CG) simulations are a typical way of accessing longer time and

length scales. This coarsening of particles necessarily loses detail at the lower end,
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Figure 1.6: A guide to the different computational modelling techniques and associated
time and length scales referred to in this thesis. The arrows indicate multiscale
methods that have been developed as part of this work. Adapted from Ref.[87]

however, novel shaped particles or mixed precision within the simulation offer some

ways to preserve the aspect ratio. These techniques often run into problems of load

balancing as the computational demand varies between regions within the simula-

tion domains, but progress has been made recently in tackling this problem [85].

Another complication arises when attempting to model the polymer matrix.

Polymer chains are extremely large, often ranging from 100s to 100,000s of

monomer units. The entanglement length of thermoplastics usually requires over

100 monomers [86], a length scale that is within the range of typical molecular

dynamics simulations. However it is often desirable to simulate larger polymers

(to reach stronger polymer materials), and avoiding self-interaction across peri-

odic boundaries is an obvious limitation. Reptation (a diffusion process in polymer

melts) of single polymer chains - each hundreds of nanometres long - in reality, re-

quire several microseconds to relax. It is important to be aware of these limitations

when reading literature around polymer MD simulations.
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As well as the disparity in length scales, polymer systems are anisotropic fluids

which are well known to be difficult to model as the computational power needed to

simulate them is so high. These systems bridge the gap between a regular crystalline

solid with perfect long-range order, which can be modelled using a small, efficient

periodic simulation, and an isotropic liquid with no long-range order, which can be

modelled using a continuum model. Anisotropic liquids, therefore, require large

simulation boxes to capture both their fluidity and short-range order.

Computer simulation has been used in many ways to probe different aspects

of graphene. In this way, we can study graphene in a manner that is useful to

researchers but impossible to measure experimentally.

A good review of methods for graphene simulation has been written by

Otyepka et al. [88]. Their review details the common and recommended tech-

niques for wave-functional, density-functional and molecular dynamics simulation

of graphene. Graphene’s interactions with other molecules are characterised by its

strong, long-range dispersion forces: quantum mechanical (QM) models must then

implement large basis sets and MD simulations should go beyond the typical pair-

wise intermolecular interaction (which has been suggested to be insufficient [89]).

Including these measures obviously come with a large computational penalty; fast,

accurate models at both levels of theory are needed to further this field.

1.5.1 Isolated Graphene

Computational studies were able to elucidate the theorised ripples in graphene [90].

The ripples are estimated to be 80 Å in length and 10 Å high [90, 91]. Two dimen-

sional crystals were thought to be impossible because long wavelength fluctuations

would destroy their long-range order [12], but the intrinsic ripples in graphene,

which are an anharmonic coupling of bending and stretching modes, can suppress

the long wavelength modes.

The delocalised π electrons above and below the graphene sheet create a

quadrupole normal to the basal plane. In an infinite graphene sheet this quadrupole

cancels out for particles above or below the sheet, however, Kocman et al. showed

that a graphene platelet must be micrometre size for the quadrupole effect to be
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insignificant [91]. The quadrupole field is also non-negligible near the edges of a

graphene sheet; a common practice in simulation is to terminate a sheet with hy-

drogen atoms, which would create a significant variation in the charge distribution

which is often overlooked.

Another consideration is the electrostatic field created at the peaks and troughs

of the ripples in graphene. This could significantly alter the way that graphene

sheets interact as a typical MD simulation that uses point-charges, centred on atoms,

would not capture any of the effects mentioned here.

1.5.2 Graphene-Graphene Interaction

We are particularly interested in the process of graphite exfoliation and aggrega-

tion. To understand how to create and maintain a graphene dispersion we must

understand how to model the interactions between different graphene sheets.

It has become common practice to simulate graphene systems with MD force-

field potentials derived from organic molecules or other unrelated systems (see sec-

tion 2.1) [88]. So far, to the best of our knowledge, no comprehensive testing or

justification for transferring these parameters to graphene has been given in the

literature. It is also common to simulate graphene with reactive forcefields like

ReaxFF [92] or AIREBO [93], but these are significantly more costly to calculate.

Validating graphene simulations is difficult because so little thermodynamic

data exists that could be used for fitting parameters. Perhaps the best experimental

data for this purpose is the interlayer binding energy of graphite, although measure-

ments vary hugely. Even many QM approaches fail to fall within the extraordinarily

large experimental range [94] (see section 3.2, figure 3.1 and table 3.2 for more de-

tail).

One can also compare with the out-of-plane layer ‘breathing’ modes of vibra-

tion in few layer graphene. This frequency can be measured experimentally using

Raman spectroscopy [95], or estimated from the shape of a graphite layer binding

energy curve [96].

It might be unsurprising then that no good parametrisation for MD forcefields

has been carried. This summary certainly devalues any previous findings based on
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Figure 1.7: Schematic showing the effect of sp3 defects on a graphene sheet’s mechanical
properties. Defects are hydrogen atoms introduced in random positions. Taken
from Ref.[108].

parameters developed for biological molecules, because we simply do not know

whether these forcefields are applicable to graphene.

Many other articles have shown that the pairwise potentials used in MD to

model van der Walls (vdW) forces are insufficient in graphene and other carbon

nanostructures [97, 89]. This has not stopped researchers using the traditional po-

tentials to study graphene-graphene interactions [98, 99, 100, 101, 102], graphene

crumpling [103] and graphene-C60 interactions [104] inter alia.

QM attempts to model graphene have focussed on small aromatic molecules

like coronene and extrapolated those results to graphene [105, 106, 88]. Periodic

calculations get round this limitation and have been used to study adsorption onto

graphene but cannot account for ripples in the structure. For a detailed overview of

this area see Ref.[88].

1.5.3 Graphene Defect Studies

MD has been used to study the mechanical properties and fracturing processes of

graphene. To do this a reactive forcefield must be used: unlike typical MD simula-

tions, which use a harmonic potential to represent bonds, a Morse potential [103] or

an adaptive bond order potential [107, 92] must be used to allow for bond breakage.

Using such a forcefield, Shenoy et al. studied the effect of sp3 defects on

38



Introduction

Figure 1.8: Molecular dynamics simulation snapshot taken from Ref.[82]. 6.5% weight
loading of graphene oxide nanoplatelets (yellow) in PMMA (carbon: grey;
oxygen: red).

graphene’s mechanical properties [108] (see figure 1.7). Their studies involved

putting graphene sheets under tension and randomly introducing hydrogen atoms

to the sheet to represent sp3 defects; this has direct relevance to graphene oxide de-

fects. At just 5% hydrogen coverage a drastic decrease in failure strain and tensile

strength were observed, reaching a 65% reduction by 30% hydrogen coverage, at

which point the Young’s modulus had decreased by 30%. Shenoy’s results suggest

that even a small number of sp3 defects could dramatically decrease graphene’s

mechanical performance.

CVD often produces polycrystalline-graphene, a graphitic sheet made from

grains of nanometre sized graphene crystallites with irregular structure at grain

boundaries [109]. Molecular dynamics simulations of these systems predict a

Young’s modulus for this morphology of less than half that of pristine graphene,

but also explain why polycrystalline-graphene has a remarkable ability to maintain

its strength in the presence of large defects [110]. Grain boundaries reduce stress

concentration by encouraging branching around the crack-tip so toughness of the

sheet is preserved. This information’s relevance to nanocomposites needs to be

investigated but it suggests that it is unnecessary to strive for pristine graphene.
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1.5.4 Graphene-Polymer Systems

Given the uncertainties in MD parametrisation for graphene outlined above it

is surprising that many polymer-graphene systems have already been studied

[111, 112, 113, 114, 115, 116]. MD (and CG) simulations use periodic simulation

boxes, after the simulation has equilibrated the elastic modulus of the system can

be measured by incrementally ‘stretching’ or ‘compressing’ the box and measuring

the difference in energy [117, 82, 118]. However, the systems are equilibrated far

above the glass transition temperature, to allow for adequate phase sampling, and

MD simulations cannot realistically model the crystallisation of a polymer which

occurs on the order of seconds. Comparisons with engineering materials can still be

made in the case of large polymer chains, as the amount of crystallisation that takes

place is small.

Adding different functional groups to a graphene sheet has improved a com-

posite’s mechanical properties, showing the advantages of using GO as a replace-

ment for graphene. Simulations have shown that the Young’s and shear moduli

nearly doubled for composites with higher degrees of oxidation on graphene [82]

(see figure 1.8). As mentioned above, a strong polymer-graphene interaction is

thought to improve a composite’s mechanical properties, it is obvious then that GO

shows increased elastic modulus in PMMA, a polar polymer, over graphene. Per-

haps surprisingly, the interaction energy increases by a similar amount when the

functionalisation of graphene increases in a polyethylene system [45].

The two systems mentioned, Refs [82, 45], both purely MD simulations, are

limited however by their size. They use very short polymer chains, 10 and 15

monomer units, we cannot assume these would not crystallise if allowed to cool un-

der equilibrium conditions so these results may not relate to their respective solids.

The graphene sheets used contain 66 and 1,600 carbon atoms (square sheets approx-

imately 14 Å and 50 Å in length), these are far smaller than what experimentalists

think is necessary for optimum reinforcement (> 30µm). Clearly, the edges of these

simulated sheets take up comparatively more volume and therefore have more effect

on the material than typical graphene sheets. The edges are terminated with C-H
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bonds which is an approximation, in reality, they can be unsaturated carbon atoms

[119], folded edges [120] or a mix of functionalisation depending on the sheet’s

preparation. The importance of these results to experimentally made composite

materials needs to be evaluated with care.

CG models can be very specific to their purpose, a result of the number of

approximations that are made in their design. A review on how such models can

be built for polymer systems using ab initio through to empirical fitting is given in

Ref. [121]. We are not aware of any CG system for graphene that do not group

a number of graphene atoms into spherical particles, e.g. 4:1 [122] and 7:1 [123]

regimes have been published using an inverse Boltzmann approach to test mechan-

ical properties and polymer interaction respectively. To respect graphene’s single-

atom thickness and unusual dispersion forces a novel CG approach is needed that

does not use spherical particles. Due to the lack of experimental data to compare

to, these simulations would be very difficult.

A common technique to get around the limited flake size one can simulate with

MD is to simulate an infinite graphene sheet extending through periodic boundaries.

The mechanical properties derived from these simulations assume perfect stress

transfer from matrix to graphene as any tension in the lateral directions will stretch

the graphene lattice proportionally, without allowing for slippage or any rearrange-

ment. Nonetheless, this has been used in many studies [124, 125, 126, 127, 128, 34].

1.5.5 Multi-Scale Simulations

Clearly, a lot of the limitations described above with simulating the chemical and

material properties of graphene are associated with their scale. Researchers want

to consider larger systems and probe longer timescales with greater accuracy. The

main hurdle here is not simply the expense of using more processors to crunch the

numbers in a massive simulation, but that codes rarely compute at double the speed

when they are given double the computing power. This is referred to as ‘strong

scaling’, and the difficulty in achieving codes that successfully strong scale has

meant new approaches in simulation are being developed that are relevant to this

work.
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Coveney et al. have shown the power of a truly multi-scale method of material

simulation [129]. Automating processes at different length scales that both run and

parameterise each other in real time has opened the door to large simulations. In

their study, DFT calculations fed all-atom MD which in turn was used to iteratively

parameterise a CG simulation. Their system contained hexagonal clay platelets

in a polymer matrix and clearly has many similarities with the graphene-polymer

systems we have been considering.

Other approaches to extend the use of simulation to more tangible scales in-

clude using information from a large material simulation in a continuum model

[130, 131]. Such models have been well developed by engineers and can pre-

dict properties for many materials and composites. Continuum models have al-

ready studied what the fracturing behaviour [28] and mechanical properties [132]

of graphene composites might look like, but crucially these are based on methods

that are not designed for graphene’s subnanometre dimensions (this includes not

accounting for sheet edges and sheet translucency [133]). Hadden et al. have got

round this by simply ignoring the problematic edge effects, they simulate graphene

sheets that extend through the periodic boundaries and used those simulations to pa-

rameterise an experimentally verifiable multi-scale simulation of graphene platelet

reinforced carbon fibre epoxy resin [99].

1.6 Other 2D Materials

Graphene can claim the highest measured tensile strength, electrical conductance

and aspect ratio of any 2D material, but the field of 2D materials has diversified

since its inception in 2004 and there are several other materials of note that have

their own advantages.

Clays have been studied as polymer reinforcements for many years [129, 33].

Clays are aluminosilicates which occur in hexagonal sheets. Naturally occurring

clays have ionic substitutions in the lattice (e.g. Si for Al), charge-balancing coun-

terions (e..g. Na+) reside between the clay sheets. Ionic solvents therefore help to

exfoliate the sheets and create a dispersion. Clays are usually limited to below 1µm
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lateral dimension.

Hexagonal boron nitride (h-BN), has a hexagonal structure like graphene and

consists of alternating boron and nitrogen atoms. Like graphene, it is difficult to

isolate in its monolayer form [134]. It is an insulator, with a wide band gap, leading

it to be referred to as ‘white graphene’.

Molybdenum disulfide (MoS2) contains a layer of molybdenum atoms and two

layers of sulfur atoms, one above and one below. The molybdenum atom can bond

to the sulfur atoms in both a trigonal prismatic and octahedral geometry. It occurs

naturally in its layered form molybdenite, much like graphite. MoS2 is part of a

broader family of 2D materials known as transition metal dichalcogenide monolay-

ers, WTe2, WS2 and MoSe2 are typical examples.

MXenes are transition metal carbides with the form Mn+1Xn [135]. They are

created by etching out the ‘A’ layers from MAX phases typically with hydrofluoric

acid [136]. For example, Ti3AlC2 is a MAX phase compound, made of hexagonally

structured layers of Ti3C2 separated by layers of Al [137]; by carefully controlling

the chemistry and temperature, the Ti and Al bonds are broken, isolating the Ti3C2

layers. The reaction results in a change in the surface chemistry, adding hydroxyl or

fluorine groups. MXenes have high conductance and are promising candidates for

energy storage and sensing devices, with a large array of morphologies and surface

chemistries that are yet to be explored.

1.7 Summary

Strikingly, the feverish interest in graphene has resulted in little of practical use. The

list of potential applications grows increasingly superlative but by most predictions,

remain a long way off. Research by Young et al. [71, 81, 72, 76, 30, 79, 78, 65, 31,

18, 73] is leading the investigation into polymer-graphene composite dependencies

and characterisation, which will surely help guide future experiments.

As for computational studies on graphene, the number of approaches used and

systems being studied is growing quickly. However, the lack of validation and rep-

resentative studies has held the field back from making any serious predictions
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or discoveries. Exploiting the predictive power of computational methods to aid

the design of graphene nanocomposites is currently not possible; simulation is still

playing catch-up with experiment.

In this thesis, first I investigate the validity of using MD to study graphene. In

chapter 3 I describe a new method for simulating graphene at the nanoscale. This

led to discoveries relating to graphene’s frictional and exfoliation properties, which

I present in chapters 4 and 5. As graphene oxide is commonly used for material

science I investigate how to best describe its nanoscale structure in chapter 6. I then

attempt to address the problem of simulating graphene across multiple length scales

by coupling two methods of simulation together in chapter 7.1.

Comprehensive methods of predicting the properties of complex materials, like

graphene nanocomposites, do not yet exist. But a ‘virtual lab’ that could do this

reliably is a very exciting prospect. In this thesis, I show the predictive power of

computational modelling techniques and develop methodologies for generalising

and expanding those in the future.
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Chapter 2

Computational Methods

Several modelling techniques are discussed throughout this thesis and a technical

introduction to the methods used is given below. The majority of the work revolves

around molecular dynamics (MD), but other methods that offer a different balance

of precision and efficiency, providing useful insight at different length and time

scales, are also used. It is also important to put the methods used within the context

of the other popular modelling methods being used in the field currently.

2.1 Molecular Dynamics
MD is a popular simulation technique for studying the configurations and motion of

matter with atomic precision. Essentially, it is a tool that defines the way different

point atoms interact (known as a forcefield), then steps the system through time

according to Newton’s equations of motion.

The majority of simulations discussed in this thesis were run using LAMMPS

(Large-scale Atomic/Molecular Massively Parallel Simulator) [138]; a powerful

and versatile chemical MD simulation program.

2.1.1 Potential Energy Functions

As part of our study, four all-atom force fields were compared against each other

to test their viability for large and accurate graphene simulations. AMBER [139],

OPLS [140], Dreiding [141] and COMPASS [142], were chosen as fast forcefields

that have been used in existing articles on graphene simulation [88, 98, 143].

Given a chemical structure, each of these forcefields can produce appropriate
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bonded potentials, non-bonded potentials and partial charges based on typical val-

ues for atoms and functional groups in similar environments. The functions can be

based on empirical results or calculated using ab initio methods. These structures

and functions are then fed into LAMMPS for simulation.

Each forcefield describes the interactions of atoms slightly differently and

will be discussed in section 3.1. One of the simplest descriptions of atomic

interactions—which many forcefields are based on—is described below as a way

of introduction. The total potential energy of a system in a simulation, Vtot, is based

on Lennard-Jones/Coulombic non-bonded interactions and harmonic penalties for

bond-length and angle deviations:

Vtot =Vbonds +Vangles +Vpd +Vid +VvdW +VCoulomb. (2.1)

The first four terms in equation 2.1 are bonded interactions. Vbond is the bond

energy and is represented by a simple harmonic potential:

Vbonds = ∑
bonds

k(b−b0)
2, (2.2)

where b is the bond length, b0 is the reference bond length between atoms and k

is the force constant. Note that in LAMMPS, the factor of a half usually seen in

equations describing a harmonic force is absorbed into the force constant.

Angle potentials are calculated using a similar harmonic potential, where kθ is

the force constant and θ 0 is the reference angle, see figure 2.1:

Figure 2.1: Explanation of the termination of θ in equation 2.3.
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Vangle = ∑
angles

kθ (θ −θ
0)2. (2.3)

Torsional potentials for a proper dihedral (pd) are calculated by observing the

angle created between two planes. Given four atoms bonded sequentially i jkl, the

angle between planes created by atoms i jk and jkl is denoted φ . kφ is a force

constant, n is an integer and d is either +1 or −1.

Vpd = ∑
proper dihedrals

kφ [1+dcos(nφ)]. (2.4)

Torsional potentials for improper dihedrals are used to keep some atom groups

in plane with each other or to stop molecules inverting to their mirror images:

Vid = ∑
improper dihedrals

kξ (ξ −ξ
0)2. (2.5)

For a central atom i, bonded to three other atoms, jkl, ξ is the angle between the

two planes containing atoms i jk and k jl; and ξ 0 is its reference angle; kξ is a force

constant.

The last two terms in equation 2.1 define the non-bonded interactions in the

system. Non-bonded potentials describe repulsive, dispersive and Coulombic inter-

actions. The repulsive and dispersion potentials are combined into one Lennard-

Jones potential, and by default do not need to be calculated for pairs where their

interaction has already been accounted for by a bonded interaction:

VLJ(ri j) =
Natoms

∑
i=1

Natoms

∑
j>i


0 if i, j are connected by 3 or fewer bonds

4εi j

((
σi j
ri j

)12
−
(

σi j
ri j

)6
)

if i, j otherwise
,

(2.6)

where ri j is the distance between atoms i and j; σi j is the distance at which the

potential is at its minimum; and εi j is the depth of the potential well. Usually, a

forcefield will only define values for σ and ε for interactions between atoms of

the same type, so when i 6= j, σi j and εi j can be calculated using either a geomet-
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ric (equation 2.7) or arithmetic (equation 2.8) mean of coefficients defined in the

forcefield:

ci j =
1
2
(cii + c j j); (2.7)

ci j =
√

cii · c j j. (2.8)

Finally, the Coulombic potential between atoms with partial or full charges qi,

associated with them; ε0 is the vacuum permittivity.

EC =
Natoms

∑
i=1

Natoms

∑
j>i

1
4πε0·

·
qiq j

εrri j
. (2.9)

The non-bonded terms become somewhat more complex when a cut-off dis-

tance is introduced, rc, beyond which the force between two particles equals zero.

This can help reduce the number of calculations at each step by ignoring small terms

given by atoms that are far apart, but to smoothly bring the potential energy down to

zero (i.e. give the function a continuous derivative) a smoothing-function, S(r) must

be used. Here we have used the ‘lj/smooth’ function described by LAMMPS

which computes a Lennard-Jones interaction up to an inner cut-off distance rin and

new function between rin and rc. We desire a new shifted potential, Vs, such that:

Vs(ri j) =


VLJ(ri j), 0≤ ri j < rin

S(ri j), rin ≤ ri j < rc

0, rc ≤ ri j

. (2.10)

The force must be smooth at all points, so we require:

S(rin) =−Vs(rin),

S′(rin) =−V ′s (rin),

S(rc) = 0,

S′(rc) = 0.

(2.11)
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Dashes denote differentiation in space. S(r) is a is a third order polynomial calcu-

lated by LAMMPS derived from the conditions specified above.

S(r) =C1 +C2(r− rin)+C3(r− rin)
2 +C4(r− rin)

3 (2.12)

It should be noted that the smoothing function used here is specific to

LAMMPS, and many other methods exist for bringing non-bonded interactions

smoothly to zero. The details of the smoothing methods are often not specified in

papers. It is commonly thought to not significantly change a simulation’s behaviour,

although the cutoff distance certainly does [144].

The optimum value for cutoff distances is system dependent and difficult to

determine. We used an outer cutoff of 11 Å, and an inner cutoff of 9 Å, which

are typical values. The inner cutoff must be chosen to be large enough so that the

interaction is not overly affected by the smoothing approximation, but small enough

so the function is not too steep, A difference of 2Å was chosen to balance these two

criteria.

The Coulomb potential is calculated using equation 2.9 for ri j ≤ rc. Beyond

the cut-off distance interactions are calculated in reciprocal space using a particle-

particle-particle-mesh (pppm) solver [145].

2.1.2 Time Integration

Now that all the potential energy functions are known, the force, Fi, on an atom i,

with position ri, can be calculated.

Fi =−
∂Vtot

∂ri
(2.13)

Fi is calculated from a sum of all non-bonded pair interactions (within the cut-off

radius rc), the pppm solver’s long range charge interaction and bonded interactions

(which includes terms that depend on 2,3 or 4 atoms). The process of MD simula-

tion involves moving the particles according to Newton’s equations of motion:

∂ 2ri

∂ t2 =
Fi

mi
;

∂ri

∂ t
= vi;

∂vi

∂ t
=

Fi

mi
, (2.14)
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where t is time, and mi and vi are the mass and velocity of atom i respectively. A

standard velocity-Verlet algorithm will be used to integrate the equations of motion.

This algorithm requires the positions, r, velocities, v, and accelerations, a, of all

atoms at time t. The algorithm will then increment the positions and velocities by

∆t simultaneously, according to the following relations:

r(t +∆t) = r(t)+v(t)∆t +
1
2

a(t)∆t2;

v(t +∆t) = v(t)+
a(t)+a(t +∆t)

2
∆t.

(2.15)

∆t must be chosen carefully so that the simulation runs efficiently but still represents

plausible motion, it must therefore be significantly slower than the fastest motion

in the system. This is typically a carbon-hydrogen bond vibration. Aromatic CH

bond vibrations are approximately 10 fs long. A time-step of 1 fs is chosen as no

constraints were used.

The initial conditions need to be known: the exact way the initial atom co-

ordinates are generated will be discussed later alongside the simulations; the initial

velocities can be taken from previous simulations or random atomic velocities can

be generated according to a Maxwell-Boltzmann velocity distribution. The acceler-

ations are derived from the atomic positions alone, using equation 2.14.

2.1.3 Temperature and Pressure Coupling

The next step is to couple the simulation to temperature and pressure. The canon-

ical ensemble (NVT), and isothermal-isobaric (NPT) ensemble are both used in

this work and require different consideration. The abbreviations NVT or NPT re-

fer to the parameters that are kept constant in the ensemble: number of particles,

N; pressure, P; volume, V; and temperature, T. therefore allowing the total energy

and either pressure or volume to vary. A simulation where there is no thermostat

(the total energy of the system, E, remains constant) is called the microcanonical

ensemble: NVE.

The absolute temperature of a system can be calculated from its kinetic energy

Ek:
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Ek =
1
2

N

∑
i=1

miv2
i ; (2.16)

T =
2Ek

NdfkB
; (2.17)

where kB is Boltzmann’s constant Ndf is the number of degrees of freedom in the

system given by:

Ndf = 3N−Nc−Ncom. (2.18)

Here, N is the number of atoms, Nc is the number of constraints invoked; Ncom = 3

because the velocity of the centre of mass of the system is removed.

The pressure is calculated using the pressure tensor P, and the virial Ξ:

Ξ =−1
2

N

∑
i=1

N

∑
j>i

ri j⊗Fi j; (2.19)

P =
2
V
(Ek−Ξ); (2.20)

P =
tr(P)

3
. (2.21)

where N is the number of particles in the system; Ek is the kinetic energy of the

system; ri j is the distance between particles; Fi j is the force felt between those

particles; and tr(P), is the trace of matrix P i.e. the sum of all elements along the

main diagonal. The virial Ξ The simulations use the Nosé-Hoover temperature and

pressure coupling algorithm [146, 147]. This algorithm introduces a friction factor

into the equations of motion to correctly adjust the system temperature or pressure.

2.1.4 Energy Minimisation

Energy minimisation algorithms are useful to get a picture of a molecule’s lowest

energy and preferred conformer(s). In chemical simulation, minimisation can also

be useful to bring a high energy system to a lower energy configuration e.g. given
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an arbitrarily generated starting system with unrealistic intermolecular distances.

In these studies the ‘conjugate gradient’ method was used. A simpler algorithm is

‘steepest descent’, which, in LAMMPS is implemented by moving the atom co-

ordinates according an equation like this:

ri,n+1 = ri,n +
Fi,n

max(|Fn|)
·hn; (2.22)

where, ri,n refers to the position of particle i after n minimisation steps, Fi,n is the

total force on particle i, max(|Fn|) is the largest absolute force on any particle in

step n, and hn is the maximum displacement, chosen initially to be very small. If

the new positions, rn+1, give a lower energy structure, they are accepted and hn is

increased for the next step, if not the new co-ordinates are rejected and hn is reduced.

The calculation is repeated until max(|Fn|) is below a specified value. This process

will often reach, and be ‘trapped’, in a local minimum; for complex molecules and

systems it is not possible to search the entire potential hypersuface, so algorithms

may not find the true global minimum.

The ‘conjugate gradient’ algorithm is similar to this but combines the direction

chosen at each step with information from the previous step, according to the Polak-

Ribiere formalism [148].

2.1.5 Simulation Specifications

Unless otherwise stated, all MD simulations presented in this thesis used the fol-

lowing set of parameters.

All simulations were carried out using the modelling software LAMMPS

[138]. Simulations used periodic boundary conditions; the timestep was 1 fs;

Coulombic interactions were calculated using a particle-particle particle-mesh with

a precision of 0.0001 kcal mol−1 Å−1; the cut-off for Lennard-Jones interactions

was 11 Å; bonds, angles, dihedrals and impropers were implemented as speci-

fied by the OPLS forcefield; CH intermolecular interactions were unchanged from

the OPLS definition, only the graphene carbon intermolecular interactions were

changed with GraFF.
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Minimisations used a conjugate gradient method with a force tolerance of 1×

10−6 kcal mol−1 Å−1 and energy tolerance of 1×10−6 kcal mol−1.

NPT and NVT simulations used a Nosé-Hoover barostat and thermostat [149].

2.2 Density Functional Theory
No DFT calculations were performed as part of the research presented in this thesis,

but the results of DFT calculations published in the literature formed the basis for

much of the work in the following chapter [150, 151, 152, 94]. Therefore, the basics

of DFT will be discussed here.

Amongst the many approximations made in typical MD models discussed

above, perhaps the most egregious to chemists is that electrons are not directly

considered. Two problematic consequences of this, that will become apparent in

subsequent chapters, are that chemical reactions including bond-breaking cannot

occur, and that charges are of a fixed value and centred on atoms.

DFT allows the consideration of electrons indirectly by operating on the spatial

dependant electron density function. This results in a vastly cheeper calculation than

comparative quantum mechanical calculations that include electron correlation like

Hartree-Fock theory. The obvious difficulty is then modelling electron correlation

and exchange and numerous approximations and empirical methods exist to calcu-

late this energy. DFT falls into difficulty when calculating dispersion interactions

for similar reasons and several ways to overcome this exist; however a discussion is

beyond the scope of this thesis.

2.3 Coarse Grained Molecular Dynamics
This variant of MD is implemented in much the same way as normal MD, however

individual atoms are grouped together into coarse grained beads. The size of these

beads depends on the scale and precision of the system required but typically can

be thought of as reducing a functional group into one bead. These beads are often

spherical, though not always, and their interaction potentials with other beads can

have directional dependance too.

Lowering the precision of the model in this way clearly reduces the number of
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degrees of freedom and makes for a much faster equivalent calculation. However,

parameterising the interaction potentials is very difficult and is often less transfer-

able than typical MD force fields. This lack of transferability limits the forcefield to

very specific chemical environments and even temperature ranges. Time resolution

also becomes a problem, by coarsening the system one effectively reduces the fric-

tion between molecules, this leads to faster dynamics which are difficult to relate to

real physical systems.

2.4 Finite Element Analysis
Finite element analysis (FEA) is a flexible class of methods for solving ordinary and

partial differential equations (PDE) with complex boundary conditions. The method

involves discretising the system into smaller parts, known as finite elements. The

solution within each finite element is approximated by a set of shape functions. The

element equations are recombined into a global system of equations that are solved

by minimising an associated error function.

FEA will be used in chapter 7.1 where we use it to solve the conservation

of momentum equation for objects undergoing engineering tests. To do this I use

a library called deal.II [153], a comprehensive C++ library with many tools and

routines for building and solving FEA problems.

2.5 Generating Starting Structures
Generating a starting point for a simulation is not a trivial task. A good starting

configuration will resemble a physically realistic system and therefore reduce the

time needed to equilibrate the system. Building a fluid particle simulation with a

repetitive configuration, (e.g. identical molecules projected onto a lattice) is sim-

ple to generate but will need extra simulation time to remove periodicity and will

initially not be dense enough.

2.5.1 Solvent Molecules

The approximate structure of small molecules can be generated by a molecular

builder program, here Avogadro was used [154]. The user inputs the connectiv-
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ity between atoms and the program uses a database of average bond angles and

distances to generate a molecular structure.

Moltemplate, a module included in LAMMPS, was used to assign forcefield

parameters to each atom in a unique environment. Topotools, a module within VMD

(Visual Molecular Dynamics) [155] was used to convert between the Moltemplate

output file to a LAMMPS input file. This structure and associated forcefield can

then be minimised within LAMMPS for use in a simulation.

2.5.2 Graphene and Graphite

To generate different structures of graphene and graphite, a program was written to

give a lot of customisability for the simulations [8].

The program can create graphene or graphite structures of any size, either

crossing periodic boundaries, or with hydrogenated edges. Any number of struc-

tures can be combined into a single simulation input file.

Bond-lengths and interlayer-distances can be specified depending on the force-

field being used. All bonds, angles and torsions are generated by the program. Out-

put is either a LAMMPS data file or in XYZ format for use with VMD.

2.6 Ensembles and Averages
Many simulations undertaken in this research are of a chaotic nature (their end state

varies unpredictably with any perturbation in the initial state) so ensembles of simu-

lations are required to understand the system. Unless otherwise stated, each replica

is made unique drawing the atomic velocities from a Maxwell-Boltzmann distribu-

tion but are otherwise identical in their generation. A bootstrap with replacement

[156] is usually performed on distribution of results gathered from the ensemble to

quantify a confidence in any results that are derived. A bootstrap study provides an

estimate of the confidence interval on an obtained average. This is similar to how a

standard error, σx̄, can be related to a confidence interval:

σx̄ =
σ√
N

; (2.23)
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66%confidence interval = σx̄; (2.24)

95%confidence interval = 2×σx̄. (2.25)

However equation 2.23 only applies for normally distributed variables. The boot-

strap method can give us information about a variable with an unknown distribution.

For a dataset of size N, this is done by taking ‘resamples’ from the original dataset,

at random with replacement, of size N. Typically, I took 10,000 resamples and the

percentiles from the distribution of averages from all resamples gives the confidence

interval.
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Chapter 3

Developing A New Forcefield for

Graphene and Graphite: GraFF

The initial remit of this research was to develop and deploy a multiscale approach to

the modelling and simulation of chemically specific soft matter and graphene com-

posite systems. Noting that the most significant roadblock to exploiting graphene’s

potential is producing it in high quantity and quality, I decided that attempting to

simulate graphene exfoliation would be the first goal of my research. I set about

studying the popular forcefields for performing MD simulations of graphene; as

these all showed inadequacies, I decided to design my own which would allow fast

and accurate simulations of graphene in exfoliation scenarios.

Liquid phase exfoliation of graphite perhaps holds the most potential for large

scale commercial production of graphene [31, 32] (see section 1.1). It is a system

which many hope computer simulation will help to understand and predict because

of the difficulty in preparing the systems experimentally and the previous success

of multi-scale modelling in elucidating anisotropic liquid systems [129]. Any new

forcefield must be able to reproduce systems like this with a large number of atoms.

There have been a number of prominent papers which look at the mechanism

of graphene exfoliation and the stability of graphene suspensions [98, 100, 101]. A

review of the work carried out in this field has been written by Yang et al.[102]. The

authors conclude that the field has not yet been able to help manufacturers because:

(i) there is a lack of accurate force fields; (ii) too few solvent/surfactant systems
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have been studied so general trends cannot be discerned; and (iii) there are poor

coarse-grained models for amphiphilic molecules.

Shih et al.’s research [98] provides good insight into graphene dispersion sta-

bility in different solvents and exfoliation/aggregation mechanisms. Fu et al. have

focussed on the exfoliation mechanisms of graphite [100]. These papers and other

studies like them have all based their findings on traditional force fields developed

primarily for biological systems and have used unphysical constraints to reduce

computational cost. Both papers simulate graphene sheets that are rigid and cannot

rotate, instead holding the flat sheets in place to investigate prescribed ranges of

motion. I propose that investigating the forcefield is necessary for a unique material

with electronic and mechanical properties vastly different from the small organic

molecules these force fields were designed for.

Gobre and Tkatchenko [89] provide compelling evidence that the traditional

practice of summing pairwise potentials to describe intermolecular interactions

is insufficient in various carbon nanomaterials including graphene. The authors

calculate the response of the fully interacting many-atom system by solving self-

consistent screening equations, the potential being determined by assigning a quan-

tum harmonic oscillator to each atom derived from the ground-state electron den-

sity obtained from DFT calculations. They discover unusual scaling laws for the

intermolecular interaction behaviour of materials like graphene, graphite, carbon

nanotubes and fullerenes.

Clay-polymer composites are a related system. The mechanism of exfoliating

clay tactoids into a polymer has been seen with multiscale simulations [157]. These

simulations show significant bending in the clay sheet and that flexibility is inte-

gral to the mechanism of exfoliation. Therefore, considering graphene exfoliation

with fixed graphene sheets, like in other studies mentioned above, is not physically

meaningful.
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3.1 Existing Forcefields

It is common practice for graphene simulations to use a pristine graphene lattice

terminated with hydrogens. This requires three types of atoms: graphitic carbon

(Cg), benzylic-carbon (Cb) and benzylic-hydrogen (Hb). The two types of carbon

atom only differ in their charge. As has become common practice, Cg has been

modelled as a neutrally charged Cb. This means that any polarity is only present on

the very edge of the graphene flake.

I chose AMBER [139], OPLS [140], Dreiding [141] and COMPASS [142], as

fast forcefields that have been used in existing articles on graphene. Note that it

has become popular to simulate graphene using reactive forcefields such as ReaxFF

[92] or AIREBO [93]. I chose not to include these in the following comparisons, as

in general they add a 50× computational cost to an equivalent system, plus a smaller

timestep often has to be used. This additional cost puts simulations of systems like

liquid-phase exfoliation/dispersions out of reach, so were excluded them for our

purposes.

Table 3.1 shows comparable parameters for the equations described in section

2.1.1. A non-bonded interaction cut-off, rc, was not quoted by all papers so rc =

11.0 Å was used for all simulations.

3.1.1 AMBER

AMBER (Assisted Model Building with Energy Refinement) [139] has been devel-

oped primarily for biological purposes at the University of California. It has been

used widely and successfully for modelling proteins and DNA. We use here the

GAFF (General AMBER Force Field) subset, which provide parameters for small

organic molecules.

The AMBER force field uses very similar forcefield to the one described in

equation 2.1. It however includes half of the non-bonded terms (Lennard-Jones and

Coulombic) between atoms separated by three bonds. This means that atoms i and l

described by a proper dihedral interaction Vpd(φi jkl), also have a Lennard-Jones and

Coulombic contribution weighted by a factor of 0.5.
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AMBER OPLS Dreiding COMPASS*
Bonds
kCC 469.0 469.0 262.5 470.8361
r0
CC 1.404 1.400 1.390 1.4170

kCH 340.0 367.0 175.0 372.835
r0
CH 1.080 1.080 1.020 1.0982

Angles
θ 0

all 120 ° 120 ° 120 ° 118 °
kCCC 85.0 63.0 25.0 61.0226
kCCH 35.0 35.0 25.0 44.3234
Dihedrals
kCCCC 5.3 7.25 3.125 8.3667
kCCCH 5.3 7.25 3.125 3.9961
kHCCH 5.3 7.25 3.125 2.3500
Non-bonded
σCC 3.700 3.550 3.471 3.9150
εCC 0.120 0.070 0.0951 0.0680
σHH 3.080 2.420 2.420 2.8780
εHH 0.100 0.030 0.0152 0.0230
σi j mean arithmetic geometric arithmetic equation 3.2
εi j mean geometric geometric geometric equation 3.3
Partial Charges 0.115 0.115 0.062 0.1268

Table 3.1: Parameters for graphene simulation with different forcefields. Only the first
order dihedral coefficients are shown in this table. The definition of geometric
and arithmetic means are given in equation 2.7 and 2.8 respectively; COMPASS
uses 6th order combination laws, shown in equations 3.2 and 3.3.
*The COMPASS forcefield uses significantly different functional forms so one
should not compare with these values. Bonded interactions go beyond a har-
monic approximation, including cross-terms between bonds, angles and dihe-
drals.

3.1.2 OPLS

OPLS (Optimised Potentials for Liquid Simulations) [140] bears many similarities

with the AMBER forcefield. It has gained popularity for being versatile and com-

pletely open source. We use the OPLS-AA (All-Atom) subset which considers each

atom explicitly. As the name suggests, OPLS was developed to recreate experimen-

tal thermodynamic properties of liquids.

OPLS-AA implements the weighted non-bonded contributions to 1-4 atoms as

in AMBER. The dihedral angles are described by a series of cosine functions as

follows:
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Vpd(φi jkl) =
4

∑
n=1

Kn[1+(−1)n+1cos(nφ)]. (3.1)

3.1.3 Dreiding

Dreiding [141] was one of the first force fields to be developed. It was designed to

be generic and transferable for small organic and main group inorganic molecules.

Dreiding forcefields are implemented as described in section 2.1.

3.1.4 COMPASS

COMPASS (Condensed-phase Optimised Molecular Potentials for Atomistic Sim-

ulation Studies) [142] was developed for a variety of molecules in the condensed

phase.

The COMPASS forcefield includes several coupling terms between bond, an-

gle and dihedral potentials. The simulations described in this report implemented

the ‘class2’ force field which is described in full in reference [142]. The compli-

cated coupling terms add many more variables with vague physical interpretations,

and add more computation to each step but could describe important dynamics in

the simulation. The COMPASS forcefield implements an unsmoothed 9-6 Lennard-

Jones pair potential and includes full non-bonded interactions to 1-4 atoms.

The combination rules for the 9-6 Lennard-Jones parameters are given by:

σi j =

(
σ6

ii +σ6
j j

2

)1/6

(3.2)

εi j = 2
√

εii · ε j j

(
σ3

ii ·σ3
j j

σ6
ii ·σ6

j j

)
(3.3)

3.2 Evaluating Existing Force Fields for Graphene
When parameterising a force-field it is vital to have experimental and higher level

theory results with which to compare. Perhaps the reason no other attempt has been

made at defining a parameterisation specific to graphene is because of the lack of

such data. It is practically impossible to create a consistent distribution of graphene
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Table 3.2: Comparison of experimental results for the energy of removing the top graphene
sheet from a bulk graphite substrate

Energy meV / atom Experimental description Reference
61 ± 5 Extrapolating thermal desorption

spectroscopy data of small aromatic
molecules from a graphite surface.

[158]

31 ± 2 Atomic force microscope study: sliding
the top layer of a graphite stack over a
step.

[159]

35 +15/-10 Transmission electron microscopy study
of collapsed carbon nano-tubes.

[160]

Figure 3.1: Comparison of different DFT functionals in representing the binding energy of
a graphene sheet to bulk graphite.[94]

flake sizes experimentally; where a typical small organic molecule could be pa-

rameterised by comparing to its bulk properties e.g. in terms of density, enthalpy

of vaporisation or solvation properties, such bulk properties are not available for

graphene. Crystallographic data for graphite is all that is available: carbon-carbon

distances of 1.421 Å and a layer-spacing of 3.354 Å. A force-field must also recre-

ate graphite’s minimum energy structure, where layers shift relative to each other in

an alternating AB stacking configuration.

3.2.1 Interlayer Binding Energies

The best experimental measurement for the intermolecular forces that we can use

to compare to simulations is the energy required to exfoliate a layer of graphene
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Table 3.3: Results of an inter-layer binding simulation of graphite using different force-
fields.

Forcefield Binding energy / meV d-spacing / Å C-C bond length / Å
Experiment -66 to -20 3.354 1.421
AMBER -100 3.669 1.429
OPLS -55 3.483 1.415
Dreiding -81 3.396 1.384
COMPASS -61 3.355 1.391

from bulk graphite. Experimentally, results vary by huge margins as can be seen

in table 3.2. A number of DFT techniques have been summarised by Wang et al.

and are shown in figure 3.1. It can be seen that without specific consideration for

long range dispersion forces, as arises in the GGA or PBE functionals, little to

no energy barrier to exfoliation is observed [94]. From this we can see that so-

called “higher-level” theory approaches also need to be treated with caution. Wang’s

analysis suggested that out of the functionals shown in 3.1, the vdW-optPBE [151]

and vdW-DF2 [152] functionals were the most appropriate for studying graphite;

this was based on the accurate lattice structure they reproduced, exfoliation energy

and enthalpy of reactions.

To compare a classical force field to the results listed above a simple 8-layer

graphite stack extending through the x−y periodic boundaries was built containing

1920 atoms. The system size was chosen so that top layer ‘saw’ graphite within

the vdW cut-off distance below it and there were no complications with periodic

boundary considerations. The stack was separated by a vacuum in the z direction.

The graphite structure was minimised for each forcefield and then the energy was

calculated as the top layer of the stack was raised. The results of this heavily con-

strained exfoliation and the obtained structural information are shown in figure 3.2

and table 3.3.

The classical forcefields tested here: AMBER, OPLS, Dreiding and COM-

PASS have all been used in published papers to study graphitic systems [102], yet

clearly AMBER and Dreiding can be immediately discounted for their extremely

large binding energies. OPLS and COMPASS have binding energies that fall into

the experimental range and between the DFT results. The structural data match

63



Developing A New Forcefield for Graphene and Graphite: GraFF

(a)

−100

−80

−60

−40

−20

 0

 20

 40

 2  3  4  5  6  7  8

Experemental region

C
ry

st
al

 la
ye

r s
pa

ci
ng

En
er

gy
/a

to
m

 / 
m

eV

d−spacing / Å

OPLS
AMBER

COMPASS
Driedling

vdW−DF2
vdW−optPBE

(b)

d-spacing

Figure 3.2: (a) shows comparison of the exfoliation energies calculated using existing
forcefields (OPLS, AMBER, COMPASS and Dreiding), DFT calculations
(vdW-DF2 and vdW-optPBE) and by experiment. The experimental region
is very large. Classical forcefields predict a much larger long range interaction.
(b) shows the simulation setup, the full stack contained 8 graphene layers.

fairly well to experimental readings, although AMBER predicts a larger than ex-

pected d-spacing.

3.2.2 Sliding Energy Barrier

Previous studies, for both graphene and clay cases, suggest that a sliding mechanism

would be the most likely method of exfoliation [98, 157].

Experimentally, graphene is characterised by stick-slip behaviour which makes

getting precise energies barriers for this motion difficult [161]. DFT methods have

been able to provide some insight. Gao et al. have studied a case of two graphene

sheets sliding past each other [150]. The group used a density functional approxi-

mation with a many-body dispersion interaction (DFA+MBD, following methods in

Refs.[162, 163]). There is a small barrier to sliding, which is crucial for capturing

the physical behaviour.

A simulation in LAMMPS was designed to replicate the above calculation, us-

ing the same forcefields discussed above. Two sliding regimes were tested: along

both edges of the primitive unit-cell (i.e. in the armchair and zig-zag directions, see

figure 3.3a). The forcefields fail to provide a significant barrier to sliding in the first

section of the armchair direction, see figure 3.4a. The minimum at 0.33 (a displace-
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(a) AB (b) first maximum (c) BA (d) overlapping

Figure 3.3: Configurations of maxima and minima in figure 3.4a. (a) shows the direction
the top sheet (blue) will move in the armchair direction (figure 3.4a), and the
zig-zag direction (figure 3.4b). The other configurations correspond to points
in figure 3.4a, at unit cell-fractions of: (a) 0.0; (b) 0.17; (c) 0.33 and (d) 0.67.
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Figure 3.4: Energy barriers to sliding one graphene sheet over another in the two principle
directions. (a) armchair direction; unit-cell fractions of 0 and 0.33 are sym-
metrically similar points. (b) zig-zag direction. For reference the experimental
interlayer binding energy is -120 to -40 meV / Unit cell

ment of 1.4 Å) is a symmetrically identical configuration to the starting point (the

graphite has gone from AB stacked to BA), therefore a graphene sheet could slide

along an armchair-like path without encountering an energy barrier larger than the

one seen between those two points.

Table 3.4: Results of a simulation where two sheets of graphene slide past each other using
various forcefields.

Forcefield Energy barrier / meV
DFT [150] 1.58
AMBER 1.35
OPLS 0.34
Dreiding 0.34
COMPASS 0.06
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Figure 3.5: A statistical potential energy surface of two graphene sheets sliding on top of
one another using the OPLS forcefield. The black line shows the minimum
energy pathway from one global minimum to another symmetrically identical
one. This low energy barrier allows sheets to zig-zag almost unimpeded in any
direction.

This was highlighted by an MD simulation run at room temperature using the

OPLS forcefield which exhibited sheets in a graphite stack sliding past each other

unimpeded due to thermal energy alone. From this simulation, we can measure the

relative positions of the sheets and therefore find the probability of finding the sheets

at a certain displacment, P(r). These values were accumulated into a histogram.

The statistical potential, V (r), was then derived using the following relation:

V (r) =−kT · ln(P(r))− c, (3.4)

where k is the Boltzmann constant, T is temperature and c is a constant related to

the partition function of the system. The statistical potential energy surface obtained

from this simulation is shown in figure 3.5.

Similar behaviour was seen for all the forcefields we tested. At room temper-

ature these forcefields cannot correctly describe graphene-graphene interactions as

the sheets slide far too easily past each other.
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3.3 A New Graphene Forcefield
It is clear that if one wants to simulate graphene exfoliation, the sliding motion

needs to be correctly captured.

Simply changing the coefficients of the existing forcefields will not add a bar-

rier to the sliding motion without increasing the adsorption energy. A 3-body de-

pendent term is needed to add more detail to the potential energy surface above a

graphene sheet.

Graphite is stacked in an AB configuration (some studies report that two layer

graphene is AA stacked [150], but this is against general consensus [30]). In an

AB structure, the smallest unit cell contains two atoms from each layer. In a given

layer of each unit cell, one carbon lies directly inline with a carbon atom in the layer

below, and one carbon sits above the centre of a hexagonal ring. A line between a

pair of not inline carbon atoms creates a 23° angle with the basal plane, and are 3.64

Å away from each other. This information will be useful when parameterising the

3-body potential.

Angular dependent forcefields are often used to represent hydrogen bonds. A

Dreiding description of a hydrogen bond is given by the equation:

V (rAD,θ) =

0, 0° < θ < 90°

V 12−10
LJ (rAD) · cos2(θ), 90° < θ < 180°

, (3.5)

where:

V 12−10
LJ (r) = ε

[
5
(

σ

r

)12
−6
(

σ

r

)10
]
, (3.6)

rAD is the distance between the acceptor and donor, V 12−10
LJ (rAD) is a 12-10 Lennard-

Jones potential function and θ is the angle created by the acceptor-hydrogen-donor

atoms. σ and ε are the zero-crossing distance and depth of the potential curve. This

gives a maximum interaction when all three participating atoms are in line.

To add an angular dependence to the interaction between a pair of carbon atoms
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in different graphene layers, C1 and C2, we use another reference carbon atom,

CR, bonded to C1 (see figure 3.6). The most favourable interaction will be at 90°

between the three atoms. We also would like to impose a cut off at 45° so that we

avoid spurious interactions between atoms within the same layer.

Figure 3.6: Schematic of the parameters used in the 3-body potential of GraFF. See equa-
tion 3.10 in the main text.

The conditions of the new Graphene ForceField (which we call GraFF), VGraFF,

are then:

VGraFF(θR12,r12) =

0, 0°≤ θR12 < 45°

0, 135°≤ θR12 < 180°
, (3.7)

∂

∂θ
VGraFF(θR12,r12) =

0, θ = 45°

0, θ = 135°
, (3.8)

θR12 = 90°⇒min({VGraFF(θR12, r12) : θR12 = 0°....180°}), (3.9)

where θR12 is the angle made by ̂CRC1C2, and r12 is the distance between C1 and

C2.

To achieve this we weight a 12-6 Lennard-Jones potential by a cos2(2θ) term,

so that the energy is at a minimum at 90°and is brought smoothly to 0 at 45°. This

also makes the angular dependance of the potential resemble a p-orbital.
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Note that the reference carbon atom is merely used to give the orientation.

Without including it in the potential energy, I constructed the function below:

VGraFF(rC1C2,θ) =


0, 0° < θ < 45°

V 12−6
LJ (rC1C2) · cos2(2θ), 45° < θ < 135°

0, 135° < θ < 180°

, (3.10)

where:

V 12−6
LJ (r) = 4ε

[(
σ

r

)12
−
(

σ

r

)6
]
. (3.11)

The forces on C2 and C1 are then:

FC2 = Fkernel +Fangle,

FC1 =−FC2,
(3.12)

where:

Fkernel =
∂

∂ rC1C2

V (rC1C2,θ) · rC1C2,

Fangle =
∂

∂θ
V (rC1C2,θ) · rtan,

rtan = (rC1C2× rC1CR)× rC1C2.

(3.13)

where rC1C2 is a vector of unit length in the direction of rC1C2 .

This gives the force map shown in figure 3.7. While this definition fits the

criteria we set for a potential it leads to some unphysical dynamics. One can imagine

as two particles approach through space on unaligned trajectories, this potential

creates an unimpeded rotational force. I had clearly overlooked some of the effects

of such a potential.

I therefore implemented a potential which acts similarly to the Dreiding hydro-
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Figure 3.7: Force acting on atom C2 calculated using equations 3.13, where C1 lies at the
origin and CR is at (-1.41,0).

gen bond potential [164] described above. This is a typical bonded angle potential

which involves all three atoms (including CR) in the resulting forces. VGraFF is now a

function of rR2, CR replaces the donor atom, C1 the hydrogen atom, and C2 replaces

the acceptor.

VGraFF(rCRC2,θ) =


0, 0° < θ < 45°

V 12−6
LJ (rCRC2) · cos2(2θ), 45° < θ < 135°

0, 135° < θ < 180°

. (3.14)

The forces are then:

FCR = Fkernel +a11rCRC1 +a12rC1C2,

FC2 =−Fkernel +a22rC1C2 +a12rCRC1 ,

FC1 =−(FCR +FC2),

(3.15)

where:
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Fkernel =
∂

∂ rCRC2

VGraFF(rCRC2,θ)rCRC2,

Fangle =
∂

∂θ
VGraFF/(rCRC2,θ),

a11 = a · cos(2θ),

a12 =−a,

a22 = a · cos(2θ),

a = Fangle/sin(2θ).

(3.16)

Now graphene atoms are simulated with a reduced 12-6 Lennard-Jones po-

tential together with the new forcefield described above. Fitting to the sliding and

exfoliating graphs discussed earlier (figures 3.2, 3.4a and 3.4b) the σ and ε values

listed in table 3.5 were found to be the best fit.

This forcefield still favours the correct AB stacking in graphite. The cos2(2θ)

term favours a 90° arrangement, so one might expect AA stacking. But the interac-

tion between carbon atoms not directly above one another is only reduced to a factor

0.66; this reduced interaction still yields AB as the minimum energy structure be-

cause the ‘shifted’ carbon is above the centre of a ring, which means the interaction

is between six atoms instead of directly above just one.

Table 3.5: Coefficients for GraFF simulations

ε σ

V 12−6
LJ (r) 0.02 3.55

VGraFF(r,θ) 0.025 3.354

The resultant force interactions calculated from equations 3.15 are shown in

figure 3.8. Comparison to the other studies for exfoliating and sliding are shown in

figures 3.9a and 3.9b.

Figures 3.9a and 3.9b show that the new forcefield is in good agreement with

quantum-mechanical studies chosen by Wang et al. [165]. However it does not

agree with quantum Monte Carlo calculations carried out by Fal’ko et al., who

predict the interlayer binding energy to be much lower [96]. The exfoliation energy
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Figure 3.8: Forces acting on atom C2 calculated using equations 3.15, where C1 lies at the
origin and CR is at (-1.41,0).

Method Adsorption energy [meV per atom]
Experiment
Zacharia et al. [158] 61 ± 5
Liu et al. [159] 31 ± 2
Benedict et al. [160] 35 +15/-10
Experimental range 25 — 66
DFT
vdw-DF2 [165] 50.8
vdw-optPBE [165] 61.7
LAMMPS simulations
GAFF [139] 99.9
OPLS [140] 54.5
Dreiding [82] 81.3
COMPASS [142] 61.0
GraFF 56.8

Table 3.6: Adsorption energy of the upper sheet of a graphite stack using various force-
fields.

falls within experimental range too.

That the second peaks in figure 3.9b are not in very good agreement raises a

moot point, there are significant discrepancies between the experimental values and

their quantum calculations so there is no compelling reason to see a close agreement

here. We can expect that this region would not be sampled much under normal con-

ditions as it is higher in energy; accurately modelling the minimum energy pathway
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is deemed to be more important. To give some idea of the equilibrium population

of the two flakes along the armchair direction of motion see Figure 3.10.
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Figure 3.10: Equilibrium populations of two flakes along the armchair vector in Figure
3.3a we use the relation P = exp(−∆E/kBT) where ∆E is given in Figure
3.9b. This shows that GraFF provides a sufficient energy penalty at unit-
cell fraction between 0.45− 0.85 , leading to a very low population at these
positions, matching the results from DFT.

In the original OPLS forcefield εOPLS = 0.07 kcal mol−1 and σOPLS = 3.55

Å. Charges were +/− 0.115 for terminating hydrogens and carbons respectively.

For GraFF we combine a standard Lennard-Jones potential where εLJ = 0.02 kcal

mol−1 and σLJ = 3.55 Å with the weighted angular potential where εAngular = 0.025

kcal mol−1 and σAngular = 3.627 Å; charges were unchanged. These parame-

ters were chosen by recursive improvement of the adsorption energy and sliding

potential, summarised in Tables 3.6 and 3.4. Increasing the weighting factor of

GraFF increases the barrier to sliding while increasing the weighting of the ordi-

nary Lennard-Jones parameter increases the adsorption energy.

Figure 3.11 illustrates the importance of capturing the smallest peak in Figure

3.9b. A flake can slide over another in the armchair pattern or zig-zag pattern shown

in Figure 3.11a without encountering any higher energy barriers. By symmetry each

segment in the paths shown in Figure 3.11a has the same energy barrier associated

with it, shown in Figure 3.11b. The second peak in Figure 3.9b is due to completely

overlapping sheets, i.e. AA stacking; this is much higher in energy and therefore

unlikely to be explored.

We now have a description of graphene’s intermolecular interaction that, ac-

74



Developing A New Forcefield for Graphene and Graphite: GraFF

(a)

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

E
/a

to
m

 / 
m

eV

Segment fraction

DFT
GraFF
OPLS

(b)

Figure 3.11: Minimum energy pathways for a graphene sheet sliding over another. Each
line segment in (a) has the same energy barrier, shown in (b).

cording to static calculations, recreates the energy barriers to adsorption and slid-

ing. In the next chapter, I use this forcefield to recreate an experiment investigating

graphene’s friction. The motivation was to validate GraFF but some interesting

conclusions were drawn about the mode of friction in atomically smooth materials.

GraFF is used to describe graphene in chapters 4 and 5.

75



Chapter 4

Graphene Superlubricity

The previous chapter presented a new forcefield for describing graphene in atom-

istic simulations. Although DFT results were easy to compare with, validating the

forcefield with experimental evidence was much trickier. Experimental absorption

energies were available, but were far from in agreement with each other (table 3.3).

Validating the sliding energy barrier introduced by GraFF was of course very im-

portant, I found a study by Feng et al. [161] which used a scanning tunnelling mi-

croscopy (STM) tip to propel graphene flakes along a graphitic bed and decided to

see if GraFF would recreate their results. The results of this investigation, presented

in this chapter, were reported first in Ref.[1]; the simulations and analysis presented

are my own work under the supervision of James Suter and Peter Coveney. Along

with finding good agreement with the experimentalists’ results we were able to re-

solve the mechanism behind their observations and predict the consequences of the

unusual properties of friction in nanoscale materials.

Graphite’s lubricating properties have long been known, the simple explana-

tion reads that the lubrication properties are due to the ‘weak’ interactions between

individual layers [166]. However, these interactions are not weak enough to al-

low graphite to readily exfoliate into graphene on a large scale [42]. As has been

discussed throughout this thesis, separating graphite layers down to a single sheet

has become an intense area of research as scientists attempt to utilise graphene’s

superlative properties [32]. We have an intuitive understanding of friction on the

macro-scale but have little understanding of the mechanisms involved in nano-
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AB Stacked Incommensurate

Force

Figure 4.1: Schematic of the simulation setup. The flake, in blue, is pushed with a con-
tinuous force until it has been dislodged from its commensurate AB stacked
configuration. Once free it is able to slide and rotate, essentially frictionlessly.

layered materials [167, 168, 169].

In a study by Feng et al. [161], an STM tip was used to push graphene flakes

over a graphitic substrate to examine the frictional behaviour of graphene nano

flakes. The flake was initially in an AB stacking orientation, the lowest energy

configuration for graphite layers (see Figure 4.1). The authors found that once the

graphene flake was pushed out of this preferred arrangement, the superlubric nature

of graphene caused the flakes to ‘slip’ large distances of many times their diameter

after they had been dislodged, before becoming ‘stuck’ in another commensurate

position. They found that the flakes on average travel further at lower tempera-

tures, which they attributed to the reduced thermal fluctuations in the substrate. If

I could recreate this behaviour with GraFF we would have a lot more confidence in

its ability to simulate graphene accurately.

4.1 Methods
My approach was to build a MD simulation that closely represented Feng’s ex-

perimental setup: a graphene flake on a graphitic bed which is then pushed from its

commensurate AB stacked position, then observed its dynamics until it again comes

to rest. A simplistic schematic is shown in Figure 4.1.

Starting structures were built using the program described in Section 2.5.2 [8].

Graphene flakes were terminated with hydrogen atoms and were laterally 10 nm at
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their widest point, containing 2520 atoms. Flakes of size 10nm are at the lower end

of the range of flakes used experimentally by Feng et al.[161]

In the experiment, the substrate was epitaxial graphene on Ruthenium (001).

Simulating metal surfaces is impossible with our chosen forcefield so I decided to

approximate the substrates’s properties. From STM images given in the paper it

is clear that the substrate is not always a graphene monolayer but contains several

layers. I then chose to simulate the substrate in two ways, one as a free standing

graphene sheet, and one as a graphite stack. The graphite stack was held in place

with a flat wall potential, which uses a 12-6 Lennard-Jones potential to provide a

force perpendicular to the bottom plane of the simulation box. The graphite sub-

strates were simulated with four graphene sheets stacked in an ABAB arrangement.

The wall potential was matched to that of graphite in OPLS: ε = 0.07 kcal mol−1;

σ = 3.4872 Å.

Simulation dimensions with graphite substrates were 15 × 15 × 3.5 nm; sim-

ulations with graphene substrates were 15× 15× 2.5 nm, giving a vacuum spacing

of at least 15 Å. For reference, in all simulations the substrate extended throughout

the xy plane, with a vacuum space in the z direction.

Once these structures were generated, their structures were minimised within

LAMMPS, with subsequent initial velocities generated from a Maxwell-Boltzmann

distribution and equilibrated in the NPT ensemble for 500 ps at the required tem-

perature.

Then I had to find a way to mimic an STM tip pushing a graphene flake from its

commensurate position. A rough estimate provided by the authors for the force ap-

plied to the flake by the tip was 500 pN for a typical flake of 4000 atoms. They also

estimated that the tip displaces the flake initially by 2 Å corresponding to an energy

of the order of 1 eV. Due to the nature of the experimental setup, this interaction is

very difficult to characterise accurately and there is no guarantee of consistency be-

tween repeat experiments. The nature, magnitude, and duration of the force applied

to the flake are not known precisely. In addition, the graphitic substrate is also far

from perfect as it is in our simulations, which may impact the adsorption energy.
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In my simulations I simply chose the smallest force necessary to consistently

displace the flake from a commensurate position. The force was applied until the

flake had moved 2 Å from its starting position, copying that done in their experi-

ments. The minimum force required was found to be f pN per atom or 10 nN in

total for the flakes we used, made of 2520 atoms. This is comparable to the value

estimated in experiment (500 pN). Below the minimum force of 4.2 pN per atom,

the flake stays in its commensurate position; the flake heated up because of the ap-

plied force and passes energy to the substrate, which subsequently also increases in

temperature but ultimately stays in the same position.

The only variable we can compare between our simulations and the experiment

is the straight line distance travelled by the flake. This distance will be used to

evaluate the simulation. It was calculated by measuring the distance travelled by

the flake’s centre of mass, relative to an atom in the underlying substrate to remove

the effects of any drift from results.

After the initial equilibration, the rest of the simulation was conducted in the

NVE ensemble. This ensemble was chosen as adding force to the atoms in the

flake injects energy into the system which a thermostat would immediately try to

remove by altering the velocities. The NVE ensemble preserves this uneven energy

distribution so we can observe how the flake dissipates its energy to the substrate.

The overall temperature of the simulation did not rise by much because the substrate

acted as a heat sink for the simulation.

4.2 Results and Discussion

In this section, I will first discuss the unusual dynamics of a graphene flake in mo-

tion over the substrate. I show that the results compare well with the experimental

observations, and give hypotheses for the key mechanisms controlling the flake’s

behaviour. Once we are confident in our simulation setup we can probe other sce-

narios like collisions and exfoliation.
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Figure 4.2: (a) A representative trajectory from a large ensemble of simulations of a 10 nm
graphene flake on a graphite surface after being pushed out of a commensurate
position. In this instance, the trajectory lasted 500ps until the flake was sta-
tionary. The flake travels from left to right, with colour corresponding to time
(red at the start, blue at the end). A snapshot of the flake is shown every 50
ps. The flake slides and rotates freely when unaligned with the surface lattice
and is only deflected when it is aligned. The internal kinetic energy of the flake
is shown in (b). The flake loses energy which is dissipated to the substrate in
alignment events which are represented by dashed vertical lines in (b), until
it comes to rest in a commensurate position. (c) Schematic of the simulation
setup. The flake, in blue, is pushed with a continuous force until it has been
dislodged from its commensurate AB stacked configuration. Once free it is
able to slide and rotate, essentially frictionlessly. The angle of deflection and
energy lost in each alignment event are compiled into histograms in panels (d)
and (e). Alignment events are shown when the kinetic energy of the flake is (d)
above 100 kcal / mol, and (e) below 100 kcal / mol.
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4.2.1 Friction Mechanism

The simulations showed that the motion of a graphene flake propelled over a

graphitic substrate is characterised by fleeting alignments with the underlying lat-

tice during which the flake is scattered and energy is converted between translational

and rotational energy. These alignment events are how friction is manifested on the

nanoscale as energy is dissipated to the bulk during each event (see Figure 4.2b;

the alignment events are indicated by the dotted vertical lines), causing the flake to

slow down and energy to be transferred to the substrate. When in an incommen-

surate position, the flake ‘sees’ an almost uniform potential energy surface (PES)

in the lateral plane [170], as shown by the flat interaction energy between the flake

and the substrate in Figure 4.2b. The flake therefore slides and rotates unimpeded.

Gold nanoparticles have been observed to show similar behaviour, where the par-

ticles travel ballistically with extremely low friction, a process which was dubbed

superlubricity [169]. Whenever the flake’s orientation is an integer multiple of

60° — due to the hexagonal symmetry of graphene — there is a fluctuation in the

interaction energy between flake and surface; this is because, in the narrow window

when the flake is aligned, the PES has a defined well. This results in a deflection of

the centre of mass trajectory, and exchange of translational and rotational energy.

When the flake has a low enough kinetic energy the wells in the PES can trap

the flake. The difference in the non-bonded energy between the flake and surface

for commensurate and incommensurate arrangements is approximately 100 kcal

mol−1. When the internal kinetic energy of the flake (the blue line in Figure 4.2b)

is above 100 kcal mol−1, deflection after alignment events tends to be small; below,

larger deflections are more probable as the flake moves more slowly until it encoun-

ters a commensurate position in which to settle. This is shown in figure 4.2d and

4.2e, where we plot the distribution of kinetic energies and deflections of a flake

after alignment events, the radial distance is being given by Eincident/Edeflected, and

the angle from the x-axis is the deviation in the centre of mass trajectory, i.e. a

point on the circumference of figure 4.2d would have lost no kinetic energy after

aligning with the substrate lattice, and a point on the left of the y-axis would have
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been deflected by greater than 90°.

The histograms shown in figure 4.2d and 4.2e are a compilation of the de-

flection and energy loss caused by every alignment event in an ensemble of 180

simulations described in the next section. The flake is said to be ‘aligned’ if its

orientation is within 10° of a multiple of 60°. The energy of a flake, E, is the sum

of Ttranslational and Trotational. Eincident is the energy of the flake when it first be-

comes aligned, Edeflected is the energy immediately after or when the flake comes

to a standstill. A point on the histogram is defined in polar coordinates: the angle

is the deflection of the centre of mass trajectory during an alignment event and the

the distance from the centre is Eincident/Edeflected. Histogram bins are 0.067×0.067.

The colour ranges from 0 counts (black) to 50 counts (white)

An illustrative trajectory of a superlubric graphene flake is provided in an ac-

companying video superlubricity.avi. This clearly illustrates the motion

of the graphene flake: initially moving in a straight line, early alignment with the

underlying lattice creates small deflections in the path of the graphene flake, rotat-

ing the flake by 60° each time. As the energy of the flake is dissipated in these

events, the flake slows down and the alignments create much larger deflections,

with the graphene flake centre-of-mass motion almost representing a random path.

Eventually the flake comes to a stop in a commensurate position.

It should be noted that standard forcefields that only use simple Lennard-Jones

non-bonded interactions [88, 171] did not reproduce these effects. Our simulations

show that, using these forcefields, the flakes slip after propulsion and slide for as

long as we simulated them (after 10 ns the flakes had travelled over 1000 nm, al-

ready an order of magnitude greater than that seen in experiments), therefore fatally

underestimating the friction.

In figure 4.2b the translational and rotational energies were calculated between

5 ps intervals to reduce noise. Using a higher resolution (0.1 ps, see figure 4.3)

makes the spikes in the interaction energy between the flake and substrate more

visible as these are very fleeting events. The higher resolution also gives a better

indication of the energy dissipation to the substrate: the bond energy in the substrate
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Figure 4.3: Energies of a 10 nm flake on a graphite substrate at 1 K, the same trajectory
that is represented in Figure 4.2. The bottom 3 traces have a resolution of 0.1
ps.

jumps at each alignment event and steadily increases as energy is transferred from

the flake.

4.2.2 Distances Travelled

The only experimentally measurable variable is the straight line distance travelled

by the flake after propulsion. This is the characteristic quantity I will use to study

this system and compare with Feng et al.[161].

Once I had first observed the unusual trajectory of a graphene flake and seen

that the distance travelled was comparable to experiment it was important to run

83



Graphene Superlubricity

ensembles of simulations to understand and get statistics on the system. At first I

thought there may be some correlation between the angle at which the force was

applied and the flake’s trajectory. A large ensemble of 180 replicas was undertaken:

three simulations for propulsion applied along each degree between 0° and 60°.

This produced no discernible correlation; it also became apparent that this was a

very chaotic system and the number of variables should be minimised in order to

get reasonable results, so I stopped investigating the angle at which the force was

applied.
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Figure 4.4: (a) Distribution of distances travelled by graphene flakes following propulsion.
This histogram has been taken from an ensemble of 180 replicas and fitted to a
log-normal distribution. (b) The 68% confidence interval of averages obtained
from different bootstrap resample sizes. We deem the point of diminishing
returns to be at a sample size of 40 replicas; after this point adding more replicas
makes little difference to the uncertainties.

Using the ensemble of 180 replicas, I could determine an approximate distribu-

tion of results gained from this simulation and estimate the number of replicas it is

preferable to simulate to minimise uncertainties of reported averages. A histogram

of straight-line distances travelled by flakes within this ensemble is shown in Figure

4.4a. The quantity follows a log-normal distribution [172]. How the confidence in-

terval depends on resample size when using the bootstrap method (see section 2.6)

is shown in Figure 4.4b. N = 40 is indicated by a vertical dashed line; this is the

size of ensemble (i.e. number of replicas we used in subsequent studies) that we

concluded offers the best balance between computational efficiency and accuracy.
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Experiment

Temperature [K] Distance [nm]
5 95
77 35

Simulation
Graphite substrate Suspended Graphene Substrate

Temperature [K] Distance [nm] Distance [nm]
1 68.8 (+12.8/-10.8) 47.9 (+5.0/-4.5)
100 35.4 (+4.1/-3.7) 29.3 (+5.2/-4.4)
200 44.7 (+6.8/-5.9) 25.9 (+2.8/-2.5)

Table 4.1: Average straight-line distances travelled by a graphene flake on a graphitic sub-
strate after being dislodged from a commensurate position. The flakes used in
the experiment by Feng et al.[161] ranged from 8-18 nm while in our simulations
we used 10 nm flakes. Surface roughness, caused by increasing the temperature
or reducing the substrate’s rigidity, increases friction. Errors are calculated from
a bootstrap of 40 replicas explained in the methods section; errors were not re-
ported for the experiment.

The standard error with 40 replicas is +4.7/-4.2 nm. We deem the point of dimin-

ishing return arrives at about N = 40. Quantities used in Table 4.1 are derived from

ensembles of 40 replicas; errors are given as the confidence interval of one standard

deviation, derived from a separate bootstrap on that ensemble with a resample size

of 40.

Values given in table 4.1 are the arithmetic mean of the straight-line distance

travelled. This is so that one can compare exactly with the experimental results

and Feng et al’s averaging methods. However, for simulations we can also measure

the total distance travelled, not just a straight line between the start and end points,

taking into account the changes in direction after alignment events. This was calcu-

lated by taking the sum of the straight-line distance travelled by the centre of mass

of the flake every 5 ps. The total distance travelled gives a better indication of the

friction between the substrate and projectile. Also, the geometric mean is a more

representative average of a log-normally distributed population. Table 4.2 charac-

terises the same populations described in table 4.1, but using the geometric mean of

the total distances travelled, which we believe to be the best representation of our

data.
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Graphite substrate Suspended Graphene Substrate
Temperature / K Distance / nm Distance / nm
1 72.3 (+6.6/-6.0) 49.6 (+4.2/-3.9)
100 41.7 (+4.6/-4.2) 25.2 (+3.8/-3.3)
200 45.7 (+4.9/-5.5) 31.6 (+3.4/-3.0)

Table 4.2: Geometric means of the total distance travelled by a 10 nm graphene flake on
graphitic substrates.

For a comparison of how using the total distance travelled changes the results

compared to the straight line distance see Table 4.3, which shows the geometric

averages of the straight line distance travelled.

Graphite substrate Suspended Graphene Substrate
Temperature / K Distance / nm Distance / nm
1 54.2 (+5.7/-5.1) 40.1 (+3.9/-3.6)
100 25.2 (+4.2/-3.6) 19.1 (+3.2/-2.7)
200 30.5 (+5.0/-4.3) 20.0 (+2.7/-2.4)

Table 4.3: Geometric means of the straight-line distance travelled by a 10 nm flake.

The distributions of the total distance travelled that formed the averages in

Table 4.2 are shown in Figure 4.5. The distributions of the straight-line distances

that formed the averages given in Table 4.1 and Table 4.3 are shown in Figure 4.6.

4.2.2.1 Finite Size Effects

15 × 15 nm Substrate 30 × 30 nm Substrate
Temperature / K Distance / nm Distance / nm
1 68.8 (+12.8/-10.8) 58.8 (+4.2/-3.9)
100 35.4 (+4.1/-3.7) 27.5 (+4.9/-4.1)

Table 4.4: Size effect simulations to be compared with table 4.1. Flake propelled on a
graphite substrate, values are the arithmetic means.

So far the results reported have been for the distance travelled for a graphene

flake on a substrate of 15 × 15 nm2 in size. To verify that the trends we observe

are not influenced by finite size effects we repeated the simulations of 40 ensembles

at 1 and 100 K with a graphite substrate using a much larger substrate of 30 × 30

nm2, while keeping the size of the flake identical. As can be seen in Table 4.2 the
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Figure 4.5: Distributions of total distances travelled by a graphene flake after propulsion
on different substrates. Two outliers in the 1 K graphite simulation do not
disproportionately affect the overall temperature trend we observe. Including
the outliers, the geometric mean is 72.4 nm; ignoring them, the mean is 66.8
nm.

temperature trend is preserved at the larger size and the distances travelled are of

comparable value. There is some sensitivity to system size, which may be due to

the presence of longer wavelength undulations, but this effect is within statistical

error.

The distributions of distance travelled for the 30 × 30 nm2 substrate are given

in Figure 4.7.
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Figure 4.6: Distributions of straight-line distances travelled by a graphene flake after
propulsion on different substrates.

4.2.3 Temperature and Surface Roughness Dependance

The simulations, recreated the trend observed by Feng et.al: the straight-line dis-

tance travelled by the graphene flake is much further at lower temperatures. This

is the case whether the substrate is graphite (modelled as 4-layer graphene) or a

suspended single graphene sheet (see Table 4.1).

The geometric averages in Table 4.2 indicate that the temperature trend —

that flakes travel further at lower temperatures — observed in experiment is only

a low temperature effect (<100 K). From 100 to 200 K we see a slight increase,

although within error, in the distances travelled. The increased internal energy at
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Figure 4.7: Distributions of total distances travelled by a graphene flake after propulsion
on a graphite substrate which is 30 × 30 nm.

higher temperatures of the flake and substrate mean the flake does not settle as

quickly, increasing the distance travelled (i.e. towards the end of the flake’s motion,

at higher temperature it has more energy to move out of the defined commensurate

potential energy well).

As is shown in Table 4.1, temperature affects the distance travelled by the flake.

Higher temperatures induce a range of frequencies of undulation in the surface (see

Figure 4.8b) which impede a graphene flake from sliding across them. This is il-

lustrated by the kinetic energy of the graphene flake at higher temperatures, which

decreases between alignment events due to dissipation of energy to the graphite

substrate. The total distance travelled by a flake at higher temperatures is therefore

lower. This effect is more pronounced when flakes travel over a suspended graphene

sheet, rather than over graphite, since thermally induced undulations are larger in

the more flexible substrate, as can be seen in the greater amplitudes in the Fourier

transforms of the surface height function given in Figure 4.8b. Our results indicate

that the temperature trend observed in experiment is only a low temperature phe-

nomenon. Between 100 to 200 K we see no change within statistical error in the

distances travelled. This is due to a competing effect where the increased internal

energy at higher temperatures of the flake and substrate means the flake does not

stop as quickly, increasing the distance the flake travels. We tested our system for

finite size effects in the previous section; by doubling the substrate size we show

that trends are preserved and numerical values are within error for a larger system.
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Figure 4.8: (a) Surface roughness for different suspended graphene simulations. Com-
pressing the substrate produces large smooth undulations. Higher temperatures
produce random fluctuations. At 1K there are so few fluctuations that the puck-
ering of the surface due to the graphene flake can be seen. (b) Spectral intensity
of a 2D Fourier transform of the different surfaces in the x and y directions. The
frequencies are averages of all replicas in each ensemble. Graphite is clearly
orders of magnitude smoother than the suspended graphene sheets. Vertical
axes are identical. (c) A graphene flake ‘surfing’ in the trough of a travelling
wave made in a compressed suspended graphene sheet. Colour represents the
height displacement as in (a). Trapped in this trough, it does not align with the
surface and so is free to slide without losing energy, see also the accompanying
video: surfing.avi.

The Fourier transforms given in Figure 4.8b were calculated using the follow-

ing method. The equilibrated starting coordinates for a replica were used, i.e. before

the propulsion. The atoms in the top sheet of the graphite or all atoms in a graphene

sheet were binned into a 50 by 50 array, with a bin size of 3 Å. The average z dis-

placement from the sheet’s centre of mass in each bin created the height function

array to transform. A two-dimensional discrete fast Fourier transform spectrum of

the array was calculated. The amplitudes were obtained by dividing the spectral

components along the x and y axis by the unit area of 2500. The x and y axes were
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used as these are the only truly periodic components of the spectrum. The ampli-

tudes given in the Figure are the result of averaging the Fourier spectrum for all 40

replicas in each ensemble.
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Figure 4.9: Energies and orientation of a 10 nm graphene flake on a graphite substrate
at 200 K. Alignment events have a similar effect as in the lower temperature
simulation shown in Figure 4.2b but between alignments the energy decreases
as the flake encounters thermal undulations in the substrate.

This can be seen in figure 4.9 where in between alignment events the kinetic

energy fluctuates and decreases. The increased noise can be expected from the

thermal fluctuations. The decrease in energy between events shows that energy is

dissipated to the surface at higher temperatures in a different way than at lower

temperatures.

To confirm whether it is the undulations in the surface I also introduced un-

dulations through compressing the substrate. In Figure 4.8a one can observe that

compression introduces pronounced long wavelength traveling waves in graphene.
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Experimentally, suspended graphene is known to produce dynamic ripples [173]

which exhibit similar soliton-like behaviour to the waves in our simulation. The

simulation was performed at 1K using a compression of 0.5 %, which is within

previous experimental compression ranges [174].
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Figure 4.10: Distribution of distances travelled by a graphene flake after propulsion on a
compressed graphene substrate.

The distribution of distances travelled by a flake after propulsion on a com-

pressed graphene substrate is different to that found in the simulations with a

graphite substrate. The majority of flakes stop sliding shortly after propulsion, by

the mechanism of interacting with undulations and ending in commensurate posi-

tions, as described above.

However, a minority of flakes sit in the trough of a travelling wave in the

substrate and are carried much further. See the accompanying video of such an

event: surfing.avi. The distributions of distances travelled for different sub-

strate compressions are shown in Figure 4.10 and Figure 4.11 gives a schematic

description of the proposed mechanism.

While these waves impede the motion of the flake in the majority of simula-

tions in our ensemble, another transport mechanism dominates in a small number

of simulations, where the flake ‘surfs’ in the trough of travelling waves. On com-

pressing a graphene sheet the distance travelled by a flake following propulsion is

observed to increase. For this to occur the flake should be of comparable size to the

wavelength of the undulations, and may provide a means of separating graphene

flakes by size. A similar mechanism has been observed before in simulation of
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Figure 4.11: A graphene flake trapped in the trough of a travelling wave formed in a sus-
pended graphene sheet. Atom A only moves vertically and is initially on
the leading edge of the travelling wave. As atom A moves up, between the
two snapshots, it interacts repulsively with the flake. Therefore the flake is
forced along the wave’s direction. This effect is maximised when the flake’s
width is half the substrate’s wavelength, as in this instance, as an atom on
the trailing edge of the substrate wave will move down, and into a more at-
tractive region of the interatomic potential. See also the accompanying video
surfing.avi.

water droplets on graphene [174], but not between 2D materials.

This mechanism could be a means to separate graphene flakes by size. More

simulations would be required to test this theory out fully, but if one could con-

trol the wavelength of travelling waves in graphene substrate then flakes would be

transported based on their size. If the mechanism described above is correct, flakes

would preferentially travel if their size was close to λ (n+1/2), n ∈ {0,1,2...}.

From the above simulations we have characterised three friction and transport

mechanisms for superlubric graphene flakes sliding on a graphitic substrate. Align-

ment events transfer energy between (translational and rotational) kinetic modes

within the flake, and between the flake and substrate. This mechanism is tem-

perature independent and is only reliant on lattice matching of substrate and pro-

jectile. The second is due to short range undulations caused by thermal fluctua-

tions in the substrate that lead to non-elastic ‘collisions’ with out-of-plane substrate

atoms. Finally, we predict that, by compressing the substrate, one can introduce

long wavelength undulations that can ‘carry’ a flake, vastly reducing the friction

it experiences. Therefore, at low temperatures the dominating source of friction a
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flake experiences would be due to alignment events; raising the temperature would

increase the friction experienced. However, long range undulations may actually

reduce friction if controlled properly.

4.2.4 Colliding Flakes

To further test the interactions of graphitic systems we simulated various collisions

of flakes and different exfoliation scenarios.

The starting configuration was a single periodic graphene sheet acting as the

substrate. The sheet was 15× 30 nm2 in size held in place with a flat 12-6 Lennard-

Jones potential acting as a wall at the bottom of the simulation box, as used before.

Two 10 nm diameter flakes were arranged along the long axis, separated by 15 nm.

The configuration was equilibrated at 1 K.

Pushing the flake with the same procedure described in the above methods, led

to the propelled flake bouncing off the stationary one, while losing a small amount

of energy.

Pushing a flake with the same force as before but for 3.5 ps instead of 2.5

ps produced the simulation shown in the video collision.avi. The propelled

flake is flexible enough and has sufficient energy to climb on top of the stationary

flake. While on top no alignment events take place: the moving flake cannot align

with the different substrates because they are AB stacked. The flake is propelled

with significant force but does not dislodge the other flake.

Colliding flakes into each other highlights the flexibility of graphene. Given a

force of 4.2 pN to each atom in a 10 nm flake for 2.5 ps — which is typical for the

sliding simulations above — a flake collides and ‘bounces off’ another stationary

flake. Given more force the flakes can slide on top or under one another. The AB

stacking of graphite sheets means that the flake straddling another flake or a step

defect cannot be fully commensurate with both layers; this reduces the contribution

of alignment events to the friction experienced.
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Figure 4.12: Steered simulations of two exfoliation mechanisms. 10 nm graphene flakes
are pulled by a corner from a graphitic substrate with a harmonic spring along
the x axis. The spring was allowed to move in the y and z planes; the energy in
the spring per atom is shown in plots (c) and (d). (a) and (c) exhibit a peeling
mechanism. b) and d) manifest a shearing mechanism. Spikes in the spring’s
energy are due to the flake becoming trapped in commensurate positions with
the substrate.

4.2.5 Steered Exfoliation Simulations

Next, I wanted to investigate if what we have learned about graphene’s superlubric

nature will affect the exfoliation mechanism of graphene. Figure 4.12 shows differ-

ent regimes of exfoliating graphene flakes from a graphitic substrate. A harmonic

spring, attached to a ring of six carbon atoms at the corner of the graphene flake,

was used to induce exfoliation. Perpendicular configurations were used to compare

peeling and shearing modes of exfoliation. A peeling mechanism mimics mechan-

ical exfoliation with ‘release tapes’ [175]. Using a weighted histogram analysis

method [176] we found that the work done to exfoliate the flake is 40% less via

peeling than shearing, contrary to the common belief that a shearing mechanism

would be more favourable [100].

The steered exfoliation simulations used similarly equilibrated systems in the

NVT ensemble. The substrate was fixed so the substrate did not move with the
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spring. The substrate was a 15 × 15 nm2 graphene sheet. The peeling exfoliation

had a simulation box of 15× 15× 12 nm3; the shearing exfoliation had a simulation

box of 22× 15× 2 nm3 (see Figure 4.12), corresponding to a 12 nm vacuum space.

The spring was attached to the 6 carbon atoms in a ring at the corner of the flake

and had a spring constant of 5 kcal mol−1. The spring was moved 1 Å every 100

ps along the exfoliation pathway and allowed to move freely in the other directions.

This results in an effective pulling speed of 1 m s−1. The averages for each position

were taken over the last 50 ps at each point. Free energies were calculated using a

weighted histogram analysis method (WHAM) [176].

We attribute the difference in the work required to exfoliate the flake to the

friction that must be overcome when sliding the flake over the substrate. As the

flake is sheared it can fall into different commensurate positions; each time it does

so the spring must overcome this barrier to move the flake. Graphene is a flexible

2D material; bending the flake is associated with a lower energy barrier. I had

not attempted to validate the bending energy of a graphene flake as described by

OPLS, so these results are not definitive. By peeling the flake, the end still attached

to the substrate does not need to leave a commensurate position. When designing

exfoliation processes, including surfactants and intercalation agents for graphene

liquid phase exfoliation, this peeling mechanism should be targeted.
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Figure 4.13: Free energies per atom of exfoliating a graphene flake from a graphitic sub-
strate via different mechanisms.

Figure 4.13 shows the results of a weighted histogram analysis, comparing the

free energies associated with peeling and shearing mechanisms of exfoliation. The
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spring energy was divided by 2520 to make the quantity independent of size. The

tolerance was 0.00001 and number of Monte Carlo trials was 20 (these are program

specific parameters to reference [176]).

A comparative steered simulation was carried out where the spring was moved

5 Å every 100 ps, resulting in an effected pulling speed of 5 m s−1, instead of 1 m

s−1. The peeling mechanism required only 12 % less work. The reduced difference

in work done is due to the sheared flake having less time to fall into commensurate

positions along its exfoliation pathway; less friction is therefore observed between

the flake and substrate. Nonetheless, this does show that the peeling mechanism

remains favoured at different pulling speeds.

4.3 Summary
In summary, GraFF has been shown to recreate several properties of graphene

friction seen experimentally. The simulations have revealed the unusual sliding

mechanisms and temperature dependence of graphene in a superlubric state. It has

been shown that a full description of friction in graphene systems predicts new

behaviours and that exfoliating graphite via peeling is the energetically favoured

mechanism. In the next chapter, I investigate the exfoliation of graphene further, by

simulating its exfoliation with an adhesive polymer explicitly.
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Chapter 5

Micromechanical Exfoliation of

Graphene

Having shown that GraFF offers useful insight into graphene-graphene interactions

in the previous chapter, and having verified that it can model the adsorption and

friction between sheets, I wanted to investigate a more realistic and complex exfo-

liation environment. The last chapter dealt with graphene in vacuum, exfoliation

was induced by attaching a ‘virtual’ spring to a corner of the graphene flake. Here,

the exfoliation will be facilitated by an adhesive polymer, mimicking the famous

sellotape exfoliation that first produced graphene [11]. The work in this following

chapter was first presented in Ref.[3]; the simulations and analysis was carried out

by myself under the supervision of James Suter and Peter Coveney.

As has been discussed throughout this thesis, methods of reliably synthesising

pristine graphene are scant within academia and industry and urgently need im-

proving [18, 177, 178]. Micromechanical cleavage of graphite, using sticky tape to

prise apart graphene layers, is still widely used in academic research and in indus-

trial environments. The adhesive substrate provides a means to directly apply force

to individual graphene layers to prise them apart, which is suited to produce very

high quality large graphene sheets [179]. It is still the primary way of manipulat-

ing graphene sheets for probing its mechanical [14] and electrical [180] properties.

However, it is an imprecise method and much effort is expended on trivial tasks like

producing graphene as opposed to graphite, locating suitable graphene flakes on the
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exfoliation tape, removing the substrate material, and cleaning off debris. There is

clearly scope for improvement, I decided to see if we can learn anything about this

process now we can resolve graphene’s frictional properties using GraFF.

Other mechanical exfoliation techniques have shown promise as scalable meth-

ods for producing graphene [179, 181]. It is commonly understood [177] that me-

chanical exfoliation is propagated either normal to the graphene plane, known in

engineering terms as a mode I fracture and achieved via sonication [177], or lateral

to the plane in a shearing motion, known as mode II fracture and realised in pro-

cesses such as ball-milling [177] or pressure driven fluid dynamics [182] (see figure

5.3a). To bring them to fruition it is important to improve the primitive understand-

ing we have of the mechanical exfoliation mechanisms. Indeed it is remarkable how

little attention has been paid to comprehending this key process.

Liquid phase exfoliation of graphene has been studied with MD before

[183, 184] but without paying attention to graphene’s unusual intermolecular forces

[1, 185, 168, 167]. However, the studies [183, 184] did not allow graphene to move,

simulating essentially static sheets and moving them manually to study the exfolia-

tion.

5.1 Simulation Methods

The procedure used for simulating the exfoliation of graphene by polymer tapes

is shown in figure 5.1. A graphite stack, comprising 7 graphene flakes, was com-

pressed under NPT conditions between two 4 nm thick polymer layers. This con-

figuration was then pulled apart in the NVT ensemble by increasing the box height

at a constant speed to exfoliate the graphite. This setup is simple to perform experi-

mentally, but has to our knowledge not been investigated at an atomic scale before.

The polymer ‘sticky tape’ was modelled using polymethylmethacrylate

(PMMA) and polydimethylsiloxane (PDMS). The precise composition of com-

mercial sticky tape brands is not publicly known but they certainly contain acrylate

polymers, which have been used as pressure sensitive adhesives for many decades.

PDMS is a common polymer used for graphene transfer [186]. To make the poly-
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Figure 5.1: a) Two slabs of 88 poly(100)methylmethacrylate molecules were equilibrated
on a rigid surface. The sticky tape exfoliation simulations are built by placing
a stack of 7, 12 nm wide hydrogen terminated graphene flakes between two
polymer tapes. Blue - polymer backbone; red - polymer branch; grey - graphite
carbon; white - hydrogen edges. b) The simulation is compressed and equili-
brated under NPT conditions, then pulled apart by increasing the vertical box
dimension constantly at 10 ms−1 until exfoliation occurs.

mers behave like a tape we build it on top of a continuous lattice extending through

the xy plane; this represents the hard elastic polymer to which the adhesive polymer

is attached.

The polymers were built using an in house algorithm written by James Suter

[129]. This algorithm grows polymer chains systematically, one monomer unit at a

time, using a distribution of torsion angles between monomer units to build realis-

tic randomly orientated conformers. A benefit of this algorithm is that it can build

polymers around other objects in the simulation (in this case the continuous lattice

at one edge of the simulation), which many commercial polymer builders cannot do.

Given a desired number of polymer chains, the end groups are scattered randomly

into the simulation box, avoiding any overlap. Each polymer is extended by one

monomer, the position of which is drawn from a known distribution of torsional an-

gles from a previously simulated polymer chain. Each addition may be tried several

times to find a configuration that does not have an energy over a certain threshold. A

polymer chain may become ‘trapped’, where the chain cannot be extended further,
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the algorithm can then delete some recently added monomer units to find a new

configuration. It is hoped this algorithm created entangled and realistic polymer

configurations.

The polymers were built on top of the substrate at a 0.5 relative density because

PMMA has bulky side groups and the algorithm needs the extra volume to propagate

the polymer chains and form entanglements. Polymers were made of 100 monomer

units, which is probably below the molecular weight of commercial sticky tape

but is above the entanglement length [86] so that adhesive properties are hopefully

retained.

First, the polymer tape’s energy was minimised in LAMMPS, then compressed

along the z axis over 200 ps to a density of 1. The simulation box was then increased

by 25 Å perpendicular to the tape and allowed to equilibrate at 300 K for 2 ns. The

compression was necessary to remove voids within the polymer within a practi-

cal timeframe. Expanding the simulation box allowed the polymer to relax after

compression and form a naturally undulating surface, giving structures like to those

shown in figure 5.1a.

Two different equilibrated polymer tapes were then rearranged to face each

other and a graphite slab placed in between them with 10 Å initial spacing between

polymer and graphite. Graphite starting coordinates were built using an in house

script [8]. The polymer velocities are retained from the equilibration. The tape walls

and PMMA/PDMS were then simulated together for 200 ps using NVT. Next, the

sticky tape sections were simulated using NPT and allowed to move together in the

z direction; concurrently, the graphite was simulated using NVT — this was done

because we found it more stable when introducing the graphite into a system which

had already been equilibrated at 300 K. Finally, the whole system was simulated

with the same integrator under atmospheric pressure for 500 ps, The xy dimensions

were kept constant and the barostat equalised pressure by changing coordinates

along the z axis.

Introducing graphene between the two polymer layers sometimes gave rise

to undesired systems. When the box was compressed under NPT conditions the
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polymer was often found to ‘topple’ over the graphite stack. I attribute this to

the flakes being small and the rather unphysical way these simulations are setup:

those stacks that toppled over were excluded from the ensembles as they invariably

looped across the periodic boundaries. This was done systematically: if two sheets

that started off adjacent to each other drifted apart so that there was less than 10 kcal

mol−1 dispersion interaction between them the stack was deemed to have toppled

over and was discarded.

For the exfoliation simulation step the boxes were then strained in the z direc-

tion — perpendicular to the graphite layers — using a constant strain velocity of 10

m s−1, within the speed at which one can pull sticky tape. When the simulation had

zero stress in the z direction, over an average of 50 ps, i.e. a break had occurred, it

was allowed to run for a further 200 ps before stopping.

A summary of all the simulations performed is given in table 5.1. The first

simulations undertaken used graphene 6 nm wide graphene flakes and polymer tapes

that were 10 x 10 x 4 nm3. In table 5.1 these are labelled 1 and 2, comparing

different strain rates. Simulation 2 was used to estimate the variance in the expected

exfoliation, discussed below. From simulations 1 and 2 it was concluded that using

strain rates of 1 or 10 ms−1 did not have a large effect on the outcome, therefore the

following simulations used a strain rate of 10 ms−1 for computational efficiency. To

investigate finite size effects in simulation 3 we doubled the lateral dimensions of

the polymer tape; and in simulation 4 we doubled the size of the polymer tape and

doubled the graphene flake width to 12 nm.

Simulations 4 and 5 have the largest flakes and polymer box sizes, and com-

pare poly-methyl-methacrylate with poly-dimethyl-siloxane. These two simulations

form the basis for most of the discussion in the next section. The other simulation

details are listed in table 5.1 for comparison.

Graphite and graphene non-bonded interactions were handled using the GraFF

forcefield described in the previous chapters [1, 10]. All other interactions, in the

polymer and polymer-graphene interactions were modelled using the OPLS force-

field [140, 187, 188, 189]. It should be noted that, using a typical forcefield such
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a) b)

Figure 5.2: A bootstrap with replacement study on simulation 2 (see table 5.1) with varying
the resample size. Our simulations with larger boxes used around 15 replicas
per ensemble. Here, one can see 15 is a reasonable point at which there are di-
minishing returns concerning the confidence in the average a) number of layers
exfoliated and b) energy required to exfoliate the stack.

as OPLS to parameterise these simulations, exfoliation has never previously been

reported: the graphite stays attached to one polymer slab, and a gap always opens

up between the other polymer layer and the graphite.

5.1.1 Ensemble Size

As seen previously these steered simulations have chaotic dynamics and are thus

extremely sensitive to their initial conditions [190]. For all systems we therefore

simulated ensembles to acquire reproducible results. Each replica in the ensemble

was built separately: the polymer slabs vary in their spacial arrangement not just

their initial atomic velocities, to ensure a range of configurations.

A large ensemble of 50 replicas was studied to characterise the system’s global

behaviour (simulation 2 in table 5.1). Each replica started with unique, uncorre-

lated atomic positions and velocities; the velocities were drawn from a Maxwell–

Boltzmann distribution. The average number of flakes exfoliated and the energy

required per atom to cause the exfoliation were used as the characteristics by means

of which to quantify a particular replica. A bootstrap with replacement using 10,000

samples was performed on this sample to quantify the confidence in the results that

were derived, shown in figure 5.2.
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5.1.2 Thermostat

The ‘pulling’ phase of this simulation (figure 5.1) is carried out in the NVT en-

semble. By changing the box size we are injecting a lot of energy into the system.

Originally I wanted to conduct the simulation in the NVE as in the superlubricity

experiments described in the previous chapter, but if we didn’t couple the atomic

velocities to a thermostat the temperature would increase drastically. I tried cou-

pling the polymer to a thermostat, so that the graphene flakes would be simulated

using NVE and not artificially lose energy, however the middle flakes are often not

in contact with the polymer and the flakes gained too much energy and broke apart

due to their high temperature.

A possible simulation setup that could be studied in future would be to include

a carrier gas that would act as a physical thermostat (or heat sink) for the graphite

[191, 192]. Page et al. suggest this is a way to preserve dynamics while keeping

good temperature control in non-equilibrium MD simulations [191]. It would re-

quire a Monte Carlo step to add/remove gas particles as the simulation box changed

size.

5.2 Results and Discussion

As mentioned above, mechanical exfoliation usually proceeds by either a normal or

shear mechanism (see figure 5.3a). However, we find that micromechanical cleav-

age with PMMA exhibits a mixture of the two modes which we refer to as a peeling

mechanism (see figure 5.3b). The adhesive polymer is a flexible platform, this pro-

vides a unique setup which allows the exfoliation force to be applied perpendicular

to the graphite and allows the graphite to reorient to increase the motion’s shearing

component. Graphene exhibits very little friction between adjacent layers [161] and

an extremely low bending energy [193] which make it unique amongst laminar ma-

terials. Friction and bending are so easily overcome that when the force is applied in

the normal direction the sheets are able to bend and slide in a peeling motion. This

mechanism reduces the steep potential energy gradient that purely normal mode

exfoliation would otherwise engender.
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Simulation Label 1 2 3 4 5 6
Forcefield OPLS+GraFF OPLS
Pull speed / ms−1 1 10 10 10 10 10
Box size / nm 100 100 200 200 200 200
Flake diameter / nm 60 60 60 120 120 120
Polymer PMMA PMMA PMMA PMMA PDMS PMMA
Energy to remove per atom / meV 12.0 13.3 7.46 13.7 13.2 n/a
# Replicas in ensemble 5 50 10 15 14 10
Average layers exfoliated 0.8 1.66 2.0 0.87 2.4 0
# No exfoliation occurred 1 4 1 5 1 10
# 1 - Graphene exfoliated 3 17 3 8 1 0
# 2 - bilayer graphene exfoliated 1 21 1 1 3 0
# 3 0 8 5 1 9 0

Table 5.1: A summary of all the simulations we undertook. The simulations are chaotic (i.e. they exhibit extreme sensitivity to initial conditions), so
ensembles are required to understand and compare systems. Simulations 1-4 compare finite size and pulling speed effects. These results
are reasonably similar, the same mechanism being observed across all systems. Simulations 4 and 5 use the largest flakes and largest
polymer tapes and therefore are the most useful for experimental intuition. “OPLS+GraFF” implies that polymer interactions are described
by the OPLS forcefield, while graphene and graphite were modelled using GraFF. Simulation 6 compares simulation 4 to one with a more
commonly used forcefield; OPLS employed alone is inadequate as no exfoliation is observed.
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Figure 5.3: a) Schematic showing different modes of exfoliating laminar materials.
Graphite is shown being exfoliated by PMMA in b) and PDMS in c). PDMS
is more fluid and rearranges to stay in contact with the graphite, encouraging
more shear component of the exfoliation. PMMA peels graphene layers from
the top of the stack, whereas PDMS shears the layers apart, this goes some way
to explaining the difference in exfoliation seen in figure 5.4

To study the chemical specificity of this process we also simulated exfoliation

using PDMS as the adhesive. PDMS is a popular alternative to commercial sticky-

tape adhesives for exfoliating graphene [186]. In our setup PDMS is less viscous

than PMMA, allowing for more rearrangement around the graphite during the com-

pression time. This is because we are using polymer chains much shorter (for both

PMMA and PDMS) than would be used practically so a lot of their properties will

not be comparable to experiment. It is also common to add cross-links in PDMS

to increase its rigidity and reduce the debris left behind on the graphene, I did not

attempt this in my simulations.

Being less viscous, the PDMS can also mold around the exfoliating graphite as

it starts to peel and shear (see figure 5.3c). As the stack begins to shear we observe

polymer chains attach to several sheets, making them less likely to exfoliate to a

single layer.

The difference in the exfoliation mechanism can be quantified by investigat-

ing the dispersion forces between the graphite stack and the two different polymer

adhesive tapes. In the simulations, PDMS adhesive tapes exhibit stronger disper-
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Figure 5.4: Frequency of different types of exfoliation by different polymers from molec-
ular dynamics simulations. The histogram is made from ensembles of 15 repli-
cas of PMMA and 14 replicas of PDMS. Graphene sheets exfoliated indicates
the number of layers in the smallest stack after the original 7 layer graphite is
exfoliated. 0 implies no exfoliation occurred.

sion interactions with graphite than PMMA. The total interaction energy between

an outer 12 nm wide flake of graphene and polymer just before pulling is -77 ± 2

eV for PDMS and -59± 6 eV for PMMA. However, the interaction between a layer

of polymer and a static, quasi-infinite graphene layer shows the opposite trend; the

interaction energy between polymer and graphene is -0.838 ± 0.004 eV nm−2 for

PDMS and -0.880 ± 0.008 eV nm−2 for PMMA. This discrepancy is due to the

ease with which PDMS rearranges around the graphite stack during the compres-

sion stage and increases the amount of polymer in contact with the graphene.

Values for the interaction energy between a graphene flake and an adjacent

polymer layer before the simulation starts pulling are the average and standard de-

viation of simulations 4 and 5, referred to in table 5.1. The interaction between

a polymer layer and a quasi-infinite graphene layer that extended through periodic

boundaries is taken from 5 different polymer layers equilibrated on a static graphene

sheet. The polymer layer was 4 nm thick in a 20 x 20 x 6 nm3 simulation box. The

errors are the standard deviation of the distributions obtained.

The increased contact with graphite discourages the formation of graphene;

instead PDMS favours breaking the graphite in the middle of the stack. From the

distribution described in figure 5.4, the average number of layers exfoliated in the
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(a) (b)

Figure 5.5: Comparing the strain required to fracture simulations 4,5 (see table 5.1). PDMS
produces a tight distribution compared to PMMA, the one exception being a
simulation where no graphene was exfoliated.

simulations is 0.7±0.3 for PMMA and 2.4±0.8 for PDMS; clearly we are observ-

ing two distinct mechanisms (errors are the 95% confidence interval of the average

on each distribution in figure 5.4).

The biggest difference between the polymers we investigate is their viscosity.

This is a dynamic property, therefore, the timescales used could change the exfo-

liation outcome. Using a shorter dwell time could reduce the amount of polymer

that can mold to the graphite, promoting graphene exfoliation. In a similar way, us-

ing faster shearing speeds could reduce polymer rearrangement around the graphite,

again promoting graphene production. In general, higher viscosity polymers should

be invoked to promote graphene exfoliation. The use of cross-linked PDMS should

further improve performance [186].
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(a) (b)

Figure 5.7: Comparing the height of the simulation box before pulling of simulations 4,5
(see table 5.1). As discussed in the main text, PDMS is more fluid and there-
fore the polymer can deform around the graphite, the deformation makes the
simulation boxes shorter after the compression stage.

(a) (b)

Figure 5.6: A break down of the exfoliation replicas taken from simulation 2 (see table 5.1).
a) shows that exfoliation of graphene, red crosses, (apart from two exceptions)
follows a smooth trend, due to the peeling mechanism discussed in the main
text. Exfoliation of 3 sheets follows a trend with a lower gradient, because
more energy is required to bend 3 sheets than 1. b) shows the height of the box
before the pulling simulation started; the distribution is quite broad and shows
minimal correlation between compression and exfoliation outcome. Replicas
that saw no exfoliation have a high stress because they often pulled polymers
from the opposite tape with them, which requires a lot of rearrangement energy.

Some of the anomalies shown in figures 5.6 and 5.5 are due to polymer chains

bridging between tapes and requiring a much larger total energy to break apart as

the polymer chains are dragged with the increasing box size. A snapshot of such a

simulation is shown in figure 5.8

We can now begin to understand the different ways in which graphene can ex-
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Figure 5.8: Example of a polymer chains bridging the simulation box, increasing the en-
ergy required to break apart the system.

foliate. Normal mode fracture is seen on the macroscale, where the friction between

large sheets does not allow them to slide past each other; on the nanoscale, shearing

is observed with fluid polymers like PDMS; and as the substrate become less fluid a

peeling mechanism is seen, which favours synthesis of graphene and relies on low

friction between layers. The peeling mechanism we observe with PMMA is desir-

able because it more reliably produces graphene. The component of peeling will

be proportional to the flake’s surface area as this mechanism requires low friction

between layers. If the sheets can easily slide past each other, only a small number

of sheets will exfoliate with the polymer as fewer sheets have lower bending energy.

Indeed, we know that the bending stiffness of graphite increases exponentially

with the number of layers [194]. The peeling mechanism we have identified requires

the exfoliating layers to bend; it therefore becomes exponentially harder to ‘pick

up’ more graphene sheets. This reduces the number of cleavages required to reach

a single graphene layer.

It is widely perceived that the reason graphene readily exfoliates with sticky

tape is because the interlayer forces between graphene sheets are far weaker than

those of graphene to polymer. This can be satisfactorily explained by the high dis-

persion forces found in materials like PMMA which do indeed contribute more

non-bonded energy per unit-area than graphene. However, a more nuanced under-
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standing is needed to explain why graphite is so stubborn in resisting solution phase

exfoliation in similar polymers and solvents since, by similar arguments, exfolia-

tion should be enthalpically favoured. In a liquid phase it may not be possible to

generate the necessary shear forces to slide large adjacent sheets past each other,

and the entropic penalties associated with exposing the solvent to more surface may

be too high. Of course, exfoliation of other laminar materials in polymer is often

observed [157], so a complete understanding still does not exist.

The systems simulated here have been designed to investigate the original ex-

periment by which graphene was first discovered by Geim et al. [11]. Using MD

gives us atomistic insight into the system but is limited in the time and length scales

that can be measured. We simulate in vacuum graphene flakes that are 12 nm in di-

ameter, at the lower end of what is found experimentally. These nano-flakes are still

of interest, for example when demonstrating superlubricity of graphene [161]. Sim-

ulating sheets that are orders of magnitude larger would require novel multiscale

modelling methods [129]. Moreover, real graphene particles are not so regularly

shaped, and these aspects will also affect the behaviour.

5.3 Monte Carlo Model

Using a mathematical model we can extrapolate our results to show how the mech-

anism of exfoliation affects the experimental outcome of repeatedly exfoliating a

graphite stack. Starting with a graphite stack of N layers, (assuming graphite flakes

are on the order of 100 µm in size, N is then approximately 30,000); by repeat-

edly exfoliating from the top, we want to know what is left behind. If exfoliation

of graphite caused the stack to fracture in the middle, it would take c = dlog2(N)e

cuts to guarantee production of graphene (upper square brackets denote the ceiling

function, rounding the number of breaks up to the nearest integer larger than the

bracketed value).

However, it is reasonable to assume that the graphite breaks in a more stochas-

tic process. Next, we assume that when the graphite stack is cut the break is equally

likely to occur between any two graphene layers. We treat the problem as a Markov
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process: there are N possible states, one corresponding to every possible number of

graphene layers in the stack. State 1 (N=1, graphene) is the absorbing state (also

called the terminating state), all other states are transient. We therefore have n tran-

sient states, n = N−1. The probability at each iteration to transition from state i to

j is:

bi j =


1/(i−1) , if i > j;

1 , i = j = 1;

0 , otherwise.

(5.1)

We construct the transition probability matrix P, an N ×N matrix, from the

elements bi j, as follows:

P =



1 0 0 . . . 0 0 0

1 0 0 . . . 0 0 0

1/2 1/2 0 . . . 0 0 0

1/3 1/3 1/3 . . . 0 0 0
...

...
... . . . ...

...
...

1/(N−2) 1/(N−2) 1/(N−2) . . . 1/(N−2) 0 0

1/(N−1) 1/(N−1) 1/(N−1) . . . 1/(N−1) 1/(N−1) 0


(5.2)

The column and row number of P correspond to the number of layers of graphene

before and after exfoliation respectively. One can see that all states except for pure

graphene will produce a graphite stack with fewer layers.

A general absorbing markov problem, with one absorbing state as we have here

can be written as:

P =

1 0

b B

 (5.3)
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where B is the matrix grouping the transition probabilities among the transient

states, in this case it is the n× n matrix that makes up the bottom right portion

of matrix P written above. b is the n-dimensional column vector grouping the prob-

abilities from any state to the absorbing one, in this case it is the first column of P

except the first entry which is the absorbing state. Finally, 0 is the zero vector.

b = [1,1/2,1/3, ...,1/(N−2),1/(N−1)]T. (5.4)

B represents the transition probabilities for all transient states (i.e. states 2 to N).

Note that as P is a transition probability matrix each row must sum to 1.

The initial state of the system is a stack of N sheets, i.e. the system has 100%

chance of being in state N, the initial distribution can be described by a vector of

length n:

a = [0, ...,0,1]. (5.5)

Let τ be the number of cuts, c, that have occurred when graphene is created

(absorption into state 1). Pr(τ = c) is then the probability that it took c cuts to

produce graphene. The PDF is then:

g(c) = Pr(τ = c) = aBc−1b. (5.6)

This provides a distribution describing the expected number of exfoliations

from a graphite stack to produce graphene; see figure 5.9. Our assumption was that

the stack is equally likely to break between any two sheets; using our simulation

results we theorise graphite stack is more likely to break near the outer sheets using

certain polymers. This model can account for such a scenario by modifying Eqn.1,

for example:
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bi j =


π( j−1, i−1,a) , if i > j;

1 , i = j = 1;

0 , otherwise.

(5.7)

where π(k, t,a) is the symmetric beta-binomial distribution, a distribution with dis-

crete finite support that favours the lowest and highest values; t is the number of

trails (number of possible states after exfoliation), k the new state, and a is the

shape parameter 0 < a < 1.

A more intuitive understanding of the processes involved can perhaps be better

achieved by treating the problem as a continuous one. Considering that our graphite

stack has height h, after c cuts it will have height hc. If by exfoliating from the stack

it is equally likely to break anywhere along its height, we have:

h1 = h0X1; (5.8)

hc = hc−1Xc; (5.9)

= h0 ·
c

∏
i=1

Xi = h0X ; (5.10)

where Xi is a uniformly distributed random variable. The PDF of X = ∏
c
i=1 Xi is

given by:

fX(x) =


(−1)c−1logc−1x

(c−1)! ,0 < x < 1;

0 ,otherwise.
(5.11)

N.B. logax≡ (logx)a. For a proof of the above see Dettmann et al. [195].

If hg is the height of a single graphene sheet, this continuous approximation is

valid whilst h� hg. We can find the chance that graphene has been produced after

c cuts by finding the probability hc ≤ hg. The probabilities Pr(0 < hc ≤ hg) and
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Pr(0 < fX(x) ≤ hg/h0) are equivalent; the following integral [196] will therefore

give us the probability of graphene being produced from a graphite stack after c

exfoliations:

G(c) =
∫ hg

h0

0
fX(x)dx =

(−1)c−1

(c−1)!
·
∫ hg

h0

0
logc−1xdx =

(−1)c−1

(c−1)!
·Sc−1

(
hg

h0

)
;

(5.12)

Sn(x) = x
n

∑
k=0

(−1)n−k n!
k!

logkx. (5.13)

Solutions to the above for h0 = 100 µm, hg = 3.35 Å are shown in figure 5.9.

Integrating a function like lognx from 0 is made possible with the following steps.

First we make a substitution of x = et :

In =
∫ 1

0
lognxdx =

∫ 0

−∞

tnetdt. (5.14)

This allows us to use the formula for integration by parts:
∫

udv = uv−
∫

vdu. By

making appropriate substitutions we get:

u = tn, du = ntn−1, (5.15)

dv = etdt, v = et , (5.16)

In = tnet−
∫

ntn−1et dt, (5.17)

In = tnet−nIn−1. (5.18)

Continue in this way until no more iterations are neccesary, this arrives at the solu-

tion in equation 5.13.

The above describes repeated exfoliation from a single graphite stack. So far

we have considered only cleaving sequentially from one stack; it is straightforward

experimentally to exfoliate in a parallel fashion by shifting the sticky tape at each

iteration. By this method one can repeatedly cleave every stack that is created.
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We find the probability of obtaining graphene by this method by considering the

probability a single stack is not graphene: H(c) = 1−G(c). Cleaving in a parallel

fashion there will be a maximum of 2c stacks, each of which could be graphene; so

the probability that graphene exists after c cleavages is:

Gparallel(c) = 1−H(c)2c
(5.19)

Figure 5.9: Probability of synthesising graphene from a 30,000 layer graphite stack af-
ter some number of exfoliation steps using different numerical and analytical
methods. Beta binomial dist. α = 0.12.

Figure 5.9 demonstrates how the way in which one exfoliates graphite can

have a large impact on the effort required to synthesis graphene. Using the peeling

mechanism which promotes exfoliation of smaller stacks can drastically reduce the

number of cleavages required. However the shape parameter for the beta-bionmial

distribution is not known accurately and is only representative, without detailed

experimental research we cannot with confidence predict this value, or assume it is

independent from N.

Fitting to the PMMA distribution shown in figure 5.4 gives α = 0.12, a fit is

shown in figure 5.10a. Extrapolating that data to 30,000 sheets is shown in figure

5.10b. Using this distribution produces the red line in figure 5.9. The expected

number of exfoliations to produce graphene from a 100µm graphite stack is 11

for methods that break the stack at a random point but would be much lower if

the peeling mechanism is employed that encourages exfoliation at the edges (when

α = 0.12, the expected number of cuts is 5 to produce graphene).
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(a) (b)

Figure 5.10: a) Given that exfoliation occurs, fitting the betabinomal distribution to the
PMMA mechanism of exfoliation gives a shape parameter of α = 0.12. b)
Extrapolating to a realistic stack of graphite, discussed in the main text, using
the same shape parameter.

5.4 Conclusions
In this study we have, for the first time, provided atomistic insight into the mecha-

nisms of mechanical exfoliation of graphene. To observe this phenomenon careful

consideration must be given to the graphene intermolecular interactions as standard

forcefields are not able to simulate the behaviour with sufficient accuracy; here we

have used the recently developed forcefield GraFF [1, 10]. I have also presented

a transferable mathematical model for describing different modes of graphene ex-

foliation. Graphene’s low bending energy and low friction between sheets allows

graphite to shear even when the force is applied normal to the graphene plane, facil-

itating the production of graphene via a peeling mechanism. To promote graphene

production, experimentalists should use rigid or viscous substrates. Some vari-

ants of mechanical exfoliation are strong candidates for large scale production of

graphene; however, understanding the fundamental mechanisms behind it is essen-

tial if reliable large scale manufacturing methods are to be found.

Extrapolating these simulations to much larger graphite flakes is only meant

to be representative. MD is limited in its ability to simulate much larger systems,

and I think the most that could be extracted from this study using only MD was

achieved. In future, comparing the findings and theoretical model to experimental

measurements, of the mechanism or probabilities of different number of layers af-
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ter exfoliation, would be very interesting. I would like to see how significant the

finite size effects would be, and test the hypothesis that the likelihood of exfoliating

graphene could be controlled by the substrate’s viscosity.
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Chapter 6

The Structure of Graphene Oxide

One of the biggest challenges to exploiting graphene’s desirable properties is syn-

thesising it in large quantities. To circumvent this roadblock, many scientists replace

graphene with graphene oxide (GO) in their materials. Because of its prevalence,

especially in nanocomposite research, it was important for our investigations to be

able to build accurate models of GO. The research in this chapter was originally

motivated by wanting to build such a model, it also led to interesting analysis of the

two-phase graphene oxidation reaction. The results were first published in Ref [2],

the research and analysis was carried out by myself, Peter Coveney assisted in writ-

ing the manuscript.

Graphene oxide is an amorphous 2D material which has found widespread

use in the fields of chemistry, physics and materials science due to its similarity to

graphene with the benefit of being far easier to synthesise and process. However,

the standard of GO characterisation is very poor because its structure is irregular,

its sensitivity to the preparation method, and its propensity to transform due to its

reactive nature. Atomistic simulations of GO are common but the nano-structure

in these simulations is often based on little evidence or thought. There is no pre-

cise consensus about the nanostructure of GO [197]. The Lerf-Klinowski model

[55] (figure 6.1a) is widely recognised and has formed the basis of much scientific

research [198, 199]. This model assumes an uncorrelated random distribution of

epoxy and alcohol groups on the surfaces, with alcohol and carboxyl groups around

the edges. However, correlation between oxidised sites seems chemically intuitive:
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(a)
(b)

Figure 6.1: a) Lerf-Klinowski model of the structure of GO [55]. Their work established
that the major functional groups are carboxylic acids and alcohol groups on
the edges, and epoxy and alcohol groups on the surface. This basic pattern
has been confirmed by many experiments [55]. b) A circumcoronene molecule
oxidised using our algorithm. This model relies on the same assumptions as to
which functional groups exist, but the groups are added sequentially based on
the relative reactivity of unoxidised sites.

isolated carbon double bonds are more reactive than conjugated/aromatic systems

[200]; indeed, several experiments have shown the presence of oxidised and unox-

idised regions [201, 202, 203, 204, 59, 205]. A comprehensive understanding of

how this pattern could evolve does not exist.

Yang et al. [58] enlightened this discussion by studying the various reactive

intermediate structures that could occur in graphene oxidation, using quantum me-

chanical calculations. They predict that oxidation is so overwhelmingly favoured

adjacent to already oxidised carbons that separate large oxidised and aromatic re-

gions are inevitable. The behaviour of the material will clearly depend on the dis-

tribution and morphology of these regions. Until now, however, simulations aimed

at understanding the nanoscale electronic and mechanical behaviour of GO have

used approximate models based on the Lerf-Klinowski model [198, 199]. Notwith-

standing this, this work posits that randomly distributed oxygen containing groups

represent an unnecessarily poor approximation for the description of GO.

Graphene oxide is most often made by the Hummers’ method [206, 207],

where potassium permanganate oxidises graphite in an acidic solution. This method

will typically make GO with a carbon to oxygen ratio (C/O) of 2 [208]. C/O is a

popular metric to characterise GO because it is experimentally easy to obtain and
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gives a simple measure of the extent of oxidisation. The rate of oxidisation at a

graphitic site via permanganate, MnO−4 , is predominantly influenced by the stabil-

ity of the intermediate structure: graphene-MnO−4 [58, 209]. Yang et al.[58] found

that the intermediate state is made more stable by the breaking of adjacent π-bonds,

steric availability, and hydrogen bond formation with the MnO−4 ion. An impor-

tant conclusion from Yang’s work and the analysis to follow here is that, once a

graphene sheet has been oxidised, the rate of oxidation adjacent to an oxidised site

is very likely to be more than 1020 times faster than at a pristine graphene site. An

initial oxidation reaction on pristine graphene then acts as a nucleation site, from

which more oxidation can proliferate. The disruption of the sp2 network, and the

structure of that disruption, is well known to have an effect on the mechanical and

electronic properties of the resulting material [108, 179]. Therefore, we must study

the structure of the GO produced by this method to get a better understanding of its

properties.

In this chapter, I describe a method developed to build large atomistic models

of GO based on the local reactivity of graphene systems. I then use the results from

this model to study the continuum percolation threshold of GO systems.

6.1 Atomistic Model

I used a machine learning approach to extend the subset of reactive sites Yang

studied to any possible reactive site that could be encountered on a GO sheet.

Through this method we can generate GO structures based on empirical and the-

oretical observations rather than a random generation which is currently the norm.

This method is encapsulated within a program that systematically oxidises graphitic

structures for atomistic simulation [8]. The program is open source and can gen-

erate structures for a variety of simulation requirements; here we will describe and

assess the structures generated.

Yang et al. used DFT to calculate the relative stability of different GO-MnO−4
structures and thereby deduced the rates of reaction of various oxidation reactions,

see figure 6.2. I refer the interested reader to their work [58]. I characterised the
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Figure 6.2: Relative rates of oxidising different GO sites by a MnO−4 ion attaching at the
centre of each. Pristine graphene has a relative rate k = 1 (bottom right). The
values in brackets denote the reaction energy barrier (kcal mol−1). Figure taken
from reference [58]

intermediate’s structure as follows.

The MnO−4 ion attaches to a pair of bonded carbon atoms, the ion sitting on one

face of a graphene(oxide) sheet. There are then 4 first neighbour carbon sites and

8 second neighbour carbon sites, the oxidation state of which significantly effect

the stability of the intermediate structure. We record the number of first and second

neighbour carbons with an alcohol group and epoxy group, and on which side of

the flake they reside relative to the MnO−4 ion. Given that approximately 16000

combinations of these parameters exist [58] and we only have a small set of 52 to

train with, we must reduce the system’s characteristics. We simplify the problem

by assuming the direction of neighbouring functional groups is not important, and

we only consider whether they are first or second neighbours. This assumption may

become an issue when there are multiple neighbouring oxygen groups, but it has a

good foundation based on Yang et al.’s work. They deduced that the reactivity is a
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function of broken adjacent π-bonds, steric availability, and hydrogen bond forma-

tion with the MnO−4 ion — it should be noted that they did not include directionality

as an important factor. It is difficult to say if these factors are directly dependent

on the relative positions of multiple functional groups; the most problematic case

might be that steric availability may differ if two groups are adjacent or on opposite

sides of the permanganate ion. However, reducing the feature set was necessary and

I assumed it did not impact the local structure significantly.

Now, each potential reactive site has 8 features: the number of alcohol or epoxy

groups in first or second neighbour position and on the same or opposite side of the

flake, relative to the MnO−4 ion.

Two methods for predicting the rate of a GO site were developed and are out-

lined below. One is an empirical method based on the findings of Yang et al., the

second uses a random forest ensemble learning method to predict the rates.

6.1.1 Empirical Model

The three most important factors to a given site’s reactivity are: broken adjacent

π-bonds; steric availability; and hydrogen bond formation with the MnO−4 ion, ac-

cording to Yang et al.’s research. In line with their findings, the following assump-

tions are introduced:

• Steric hinderance is only significant from first neighbour oxygen containing

groups

• Hydrogen bonding only stabilises the intermediate from a second neighbour

alcohol group

• Disruption to the conjugate π-network is independent of which face the oxy-

gen containing group is on

The features of each state are then:

123



The Structure of Graphene Oxide

pOH = # first neighbour C-OH (alcohol groups)

pO = # first neighbour C-O (epoxy groups)

sOH = # first neighbour C-OH on the same face as the MnO−4 ion

sO = # first neighbour C-O on the same face as the MnO−4 ion

hOH = # second neighbour C-OH on the same face as the MnO−4 ion

p = pOH +a1 pO

s = sOH +a2sO

h = hOH

(6.1)

Then define three functions that effect the rate of oxidation at a particular site:

P(p) : Disruption to π-network

S(s) : Steric hinderance

H(h) : Hydrogen bonding to intermediate structure

k = 10P+S+H

(6.2)

where k is the rate constant. Raising to the power 10 is necessary to regularise the

parameters of our model.

There are 5 features per site, using a second order polynomial to approximate

the three functions above:

P(p) = c1 p+ c2 p2

S(s) = c3s+ c4s2

H(h) = c5h+ c6h2

(6.3)

Here we have 8 parameters to fit: ai{i = 1,2} and ci{i = 1, . . . ,6}. This is still

very large and one must be aware that agreement will be approximate at best. We
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will compare the results of this model with others later.

Using scipy.optimize.curve fit [210] we obtain the following pa-

rameters:

a1,2 ={1.52, 0.68}

c1−6 ={−3.35, 0.25, 23.24, −5.36,11.26, −4.22}
(6.4)

Figure 6.3: Functions used to estimate reactivity of graphene (oxide) sites. Functions refer
to those given in equation 6.3 and 6.4.

Plotting the functions given in equation 6.3, gives the curves in figure 6.3.

These broadly fit my expectation and chemical intuition.

6.1.2 Random Forest Model

I then tried to use a random forest ensemble learning method to predict the rates of

oxidation at all possible sites. Given such a small training set, I found that some

machine learning techniques did not perform well to predict the reactivity of differ-

ent sites. The available data is far too sparse to train a neural network for example.

However, a decision tree or random forest (RF) approach worked well (probably be-

cause the features were discrete. i.e. the number of first neighbour alcohol groups

above the plane is an integer ranging from 0 to 4). There are 8 features: 2 differ-

ent oxidation types, first/second neighbour, above or below the flake. We used the

Scikit-learn software to generate our RF model [211]: the RF had a maximum depth

of 4 and the output is an average of 500 estimators.
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Feature Importance
Group Neighbour Position
-OH 1st below 0.2880
-OH 1st above 0.2120
-O- 1st below 0.1872
-O- 2nd below 0.0937
-OH 2nd above 0.0825
-OH 2nd below 0.0588
-O- 2nd above 0.0523
-O- 1st above 0.0255

Table 6.1: Feature importance for the random forest regressor described in the main text.

It was also necessary, when training the RF, to use the logarithm of the reac-

tivities. This is a method to regularise the data set and is necessary for values such

as these, which span many (31) orders of magnitude; otherwise the largest values

would completely dominate the RF fitting process.

One way to characterise a RF regressor is to output the feature importances,

shown in table 6.1. This calculated from how high up the ‘tree’ a feature is used

to categorise the data, giving an indication of which feature has the most effect on

the outcome. We can see that first neighbour alcohols have the highest importance.

Surprisingly, a first neighbour epoxy group has little importance, we can explain this

by proposing its steric hinderance to oxidation is similar to its polarity contribution.

6.1.3 Validate models

To validate our model we used various metrics to measure the model’s success. The

first was the coefficient of determination, R2:

R2(X) = 1− ∑i(y(Xi)− y(X))2

∑i(y(Xi)− f (Xi))2 . (6.5)

For a data set X , the true rates are denoted y(X), and the model predictions f (X).

For this validation our data was split into a training, Xtrain, and test set, Xtest,

with a split of 39:13 (75% : 25%). The model was fitted to the training set and

then assessed with the test set. This was repeated on several randomly generated
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Empirical model Random Forest Extra Trees MLP
R2(Xtrain) 0.67 0.72 0.66 0.87
R2(Xtest) 0.43 0.29 0.18 -0.13
Predict top S5(Xtest) 0.59 0.53 0.56 0.45
Average position S5(Xtest) 1.64 1.82 1.77 2.03
Predict top S20(Xall) 0.20 0.33 0.37 0.31
Average position S20(Xall) 3.21 2.66 2.45 3.20

Table 6.2: A summary of the performance of different models. Random Forest and Extra
Trees model use a depth of 4, MLP (Multi-Layer Perceptron) uses one hidden
layer containing 8 nodes. R2 values are the average of 50 fits on randomly gen-
erated Xtest sets; predict top and average positions were generated from 100 sub
sets of each of the 50 fits.

training/test sets to cross-validate our scores.

Our RF model achieves R2(Xtest) = 0.29, which shows some level of correla-

tion but is far from the ideal value of 1. Note that R2(Xtrain) = 0.72, because we

have reduced the features of the system, the model will never predict exact values

for all of the training set because some of the information has been lost.

It is more important that this model correctly predicts the most reactive sites

than the least, so the sum of all residuals is likely not to be the best measure of the

model’s suitability. The second method we use to evaluate the model is how well it

predicts the most reactive structure from a subset. Taking a subset of size n, Sn(X),

of the set X , we can rank our model by how often it correctly predicts the most

reactive sites and the average ranking of the site it predicts to be the most reactive.

For a subset S5(Xtest), the RF model predicts the most reactive site correctly

53% of the time. For a larger subset (reusing some of the training data points to

increase the size) S20(X) it predicts correctly 30% of the time. By these measures

the RF model performs far better than other methods we tried such as the empirical

model or multi-layer perceptron neural networks.

Multi-layer preceptors (MLPs) of several different architectures were at-

tempted and none achieved a good fit to a test set. Neural networks typically need

large data sets and the available data was clearly not enough. Smaller networks did

not improve the test set scores, so even though a good fit with the training data was

achieved we do not believe the model was overfitting.

127



The Structure of Graphene Oxide

Figure 6.4: Residual plot for the empirical and random forest models described above.
These predictors were trained on all 52 samples.

RF (and extra tree) models show promise. Although their R2 of test sets were

consistently lower than the empirical model their ability to predict relatively the

most reactive site was comparable amongst test sets and significantly better for

larger sets. A summary of all the test scores for each model are given in table

6.2.

Residual plots of the both the empirical and RF models are shown in figure

6.4. These plots show the loose correlation between the rate calculated with DFT

and the predicted rate from the models described here.

Both the RF and empirical model were used to simulate GO growth. A nice

feature of the empirical model is that is designed in such a way that prevents over

fitting and one can intuit how the rates are calculated. However, it only takes a

limited number of features, whereas the RF can include more.

An outline of the way we oxidise a graphitic structure, using the program given

in Ref [8], is shown in figure 6.5. As is described by Yang et a [58], we assume

that whether an alcohol or epoxy group forms after a permanganate ion binds to

a C-C bond is random and equally likely. The function that decides whether to

nucleate a new island takes two arguments: a user specified ‘nucleation frequency’

128



The Structure of Graphene Oxide

Figure 6.5: Simple flowchart representing the general method taken to oxidise a graphitic
structure using a random forest regressor to calculate site reactivites.

(this parameter is described in the next section as kn); and the total reactivity of

the system. We use the total reactivity of the system to predict the time elapsed

between adding OH or epoxy groups. New islands are added according to a Poisson

distribution, with mean equal to the ‘nucleation frequency’ multiplied by the time

between adding functional groups.

An example of a very small graphene flake oxidised using our program is

shown in figure 6.1b. At this scale it looks similar to the Lerf-Klinowski model

but the location of the oxygen containing groups is highly correlated. The most

obvious difference comes when larger areas are oxidised, as seen in figure 6.6: the

large oxidised region propagates from its nucleation site, structures emerge such as

two phases of oxidised and unoxidised domains, and aromatic pockets within the

oxidised island.

The structures generated are qualitatively similar to high-resolution mi-

croscopy images of GO [201, 202, 203, 204]; specifically, amorphous alcohol

and epoxy groups make up the oxidised regions with unoxidised islands on the
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(a) (b)

(c) (d)

Figure 6.6: A representative example of a 50× 50nm2 graphene sheet nucleated and oxi-
dised systematically using the approach described in the main text, evolution
of the oxidised region is depicted through (a)-(d). Aromatic carbons: grey;
oxidised carbons: blue; oxygen: red; hydrogen: white

nanometre scale. A random placement of oxygen containing functional groups, as

described by the Lerf-Klinowski model, would not recreate these inhomogeneous

phases.

The training data available is probably biased toward highly reactive sites (be-

cause the most reactive sites were of interest in the original study), and so the ter-

mination of our builder is less reliable. The average predicted reactivity of oxidised

sites starts to decrease at a carbon oxygen ratio of C/O≈ 2, comparable to experi-
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ment, for which simple oxidation of graphene normally gives the same ratio [208].

Clearly the models are far from perfect predictors of the reactivities calculated

by Yang et al., as can be seen in figure 6.4 and table 6.2.

6.2 Percolation Analysis
The atomic structure of GO (shown in figures 6.1b and 6.6) may have important

implications for its physical properties and interactions with other molecules, in-

cluding other GO sheets. It is valuable to have an accurate way to generate this

structure, but the arrangement of alcohol and epoxy groups within an oxidised re-

gion does not itself appear to form a discernible pattern. The structure and evolution

of these oxidised regions, however, is of great importance. Here, we design a model

to study the properties of this two-phase system.

It is obvious from figure 6.6 that GO could be approximated to a two phase sys-

tem, namely a purely graphitic phase and a graphene oxide phase which increases in

size. To study the mesoscale evolution of a graphene sheet undergoing oxidisation

we constructed a continuum model [9].

The reactions requiring consideration are:

MnO−4 +G kn→ GO, (6.6)

MnO−4 +Gr
krx→ GO, (6.7)

where G denotes a graphitic site, the subscript r a reactive site (i.e. near to an

already oxidised graphitic carbon), and O an oxygenated site. kn and krx are the

rate constants of the nucleation and catalysed reactions respectively; as discussed

above krx � kn. After a graphene sheet is nucleated by an oxygen site, GO, we

consider the oxidation reaction as a propagating circle around that nucleation site,

a reasonable approximation as one can see from the shape of the island in figure

6.6 (approximating the boundary of an island is discussed in more detail in section

6.2.2.1).

Considering a propagating oxidised island of radius r on a very large graphene
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sheet, the area of oxidised graphene is AO = πr2. The reactive area of graphene Ar

is defined as the narrow strip, of width w, around the circumference of the oxidised

island:

Ar = π
[
(r+w)2− r2)

]
(6.8)

≈ 2πrw, when w < r, (6.9)

where w approximately the length of a carbon bond. Rearranging the equation for

the area of oxidised graphene, r =
√

AO/π , and substituting into the above equation,

we find:

Ar = 2w
√

πAO. (6.10)

As discussed above, the oxidation of graphene is limited by the formation of

the graphene-MnO−4 intermediate structure; we assume the reaction is elementary

and construct the rate law for equation 6.7:

dAO

dt
= krx[MnO−4 ]Ar = krx[MnO−4 ] ·2w

√
πAO (6.11)

Assuming that the concentration of MnO−4 remains constant (in experiment it is

added in excess), we have that:

AO =
(
krx[MnO−4 ] ·w

√
πt
)2 (6.12)

Ar = krx[MnO−4 ] ·2w2
πt (6.13)

Recalling AO = πr2, we can see from equation 6.12 the radius of an oxidised island

grows at a constant rate.
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r = krx[MnO−4 ] ·wt (6.14)

dr
dt

= krx[MnO−4 ] ·w (6.15)

I model a graphene sheet as a square, the oxygenation is nucleated at a random

point and the oxidised island’s radius increases at a constant rate. The primary

interest is identifying the percolation threshold: past the tipping point where there

is no continuous area of conjugated aromatic carbons one can expect its electrical

and mechanical properties to steeply degrade. The percolation threshold of this

system is defined as occurring when there is no continuously connected path in

physical terms that connects opposite edges of the square via unoxidised regions

of graphene i.e. it cannot conduct electrically from one edge to another. This is a

special case of an established problem in mathematics of finding the 2D continuum

percolation threshold with fully penetrable disks [212, 213, 214].

For the case where the rate of nucleation, kn is insignificant compared to krx,

there will be only one oxidised island present. By observing atomic precision im-

ages of GO [201, 202, 203, 204] it is clear that nucleation of oxidised regions hap-

pens at more than one point on a graphene sheet. While oxidation may be vastly

(1020 times) faster near oxidised sites than pristine graphene, we know that most

samples of graphene are not pristine and contain many defects. These defects could

feasibly encourage nucleation, raising kn, the rate of nucleation. We can then pre-

dict the effect of the ratio of krx and kn on the resulting material. From now, we

absorb [MnO−4 ] into the rate constant for clarity:

dAO

dt
= krxAr ,

dNislands

dt
= kn(A−AO), (6.16)

where A is the total area of graphene, and Ar is the strip of graphene of width w

adjacent to all oxidised graphene sites. With the possibility of several nucleation

sites, so that propagating islands can overlap, this problem must be approached

numerically.
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Figure 6.7: Typical example of a graphene oxidation simulation. The algorithm is de-
scribed in the main text. A node is added at step 0. Pink regions represent
oxidised regions. The simulation is stopped at step 20768, when a path can be
made from one edge to its opposite, shown by the green line. δ t = 10−5s−1

6.2.1 Program

It can be seen that all sets of systems that satisfy Akn/krx = χ behave identically

when considering the fractional coverage of the system, φ , where χ is a dimension-

less constant that characterises the system. For example, a larger system which has

a slower nucleation rate would reach its percolation threshold at the same fractional

coverage. We use a unit area sheet and krx = 1 s−1 for simplicity; we also assume

that krx is independent of kn and we use different values of kn to assess all possible

systems.

The algorithm advances as follows:

1. A nucleation site (node) is added to a square cell

2. The island centred on each node has its radius increased by δ r

3. New island nodes are added

4. Repeat steps 2-4 until no continuous unoxidised region exists.

In step 2, δ r is proportional to δ tkrx
√

A. Step 3 is achieved by adding a number

of new nodes drawn from a Poisson distribution with mean knAδ t, only accepting

nodes that fall in unoxidised regions. The procedure terminates when a path can be

made from one edge to its opposite with overlapping islands (see figure 6.7). For

periodic 2D systems this has been postulated many times to be equivalent to the

134



The Structure of Graphene Oxide

Figure 6.8: Variation of percolation threshold by varying χ = Akn/krx. By varying χ all
unique systems can be tested. At low values, the system tends to a percolation
threshold of 0.71, a minimum is reached at χ = 45, before rising logarithmi-
cally. Data from our simulations are shown in green, a curve fit and confidence
interval are shown in purple, fit via a gaussian process regression. Snapshots of
typical simulations at the percolation threshold with different values of χ are
shown in boxes; purple areas correspond to oxidised islands; the green lines
indicate the first path that can be made from one edge to its opposite, i.e. there
is no longer a continuously connected unoxidised region.

percolation threshold [212, 213, 214]. Here we apply it to a non-periodic system as

graphene sheets have edges.

6.2.2 Results

The fraction of graphene that has been oxidised at time t is φ(t). The critical time

at which the percolation threshold is reached is denoted tc. If the algorithm reports

that a path can be made between two opposite edges with oxidised regions at time

t ′, we know that tc lies between t ′ and t ′−δ t. We therefore report the cell coverage

at the percolation threshold as:

φ(tc) = φ(t ′)− φ(t ′)−φ(t ′−δ t)
2

(6.17)
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Figure 6.9: Distribution of fractional coverage at percolation thresholds at different values
of χ . The distribution becomes narrower as the nucleation rate increases. Each
line represents a different value for χ , noted by where the value meets the
vertical axis, the area under each line is equal to one.

The fractional coverage in figure 6.8 is reported as the average of 10,000 sim-

ulation runs. Error bars are the 95% confidence interval based on a bootstrap anal-

ysis on the simulation runs plus the algorithmic error, taken as the average value of

equation 6.17. Reducing δ t increases the accuracy of each run but the additional

computational cost means less simulations can be run so the confidence interval in-

creases. Results are within error for different values of δ t showing that our results

are independent of the variable δ t.

From figure 6.8 we can see that a minimum percolation threshold exists when

χ = 45. Below this value the model has fewer islands and more coverage is required

to reach the percolation threshold, tending asymptotically to a value of 0.71 for a

system where no additional nucleation is permitted (χ = 0). Above χ = 45, the

percolation threshold rises logarithmically; we did not simulate higher values of χ

as precision errors in the model become more pronounced and no new behaviour

is observed. What mechanism underlies this relationship between χ and φ(tc) is

not known but the competing mechanisms are interesting. Asymmetries, similar

to this case, in the percolation threshold of circles with different radii have been
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observed before [213], but the origin of this phenomenon has not been explained.

The distribution of coverage at the percolation threshold is shown in figure 6.9.

Recalling that χ = Akn/krx, a real sample of graphene flakes will have surface

areas that cross several orders of magnitude. This is inevitable by any of today’s

current methods of synthesising graphene. Therefore, a sample of graphene will

not have a unique value of χ that can describe it. It is clear, however, that there is

minimum average value that φ(tc) takes and within one standard deviation it can

be shown from the data in figure 6.9 that φ(tc) will always be greater than 0.58.

Similarly, we can say that, when φ(tc) > 0.43, at least 95% of the sheets will be

below the percolation threshold, whatever the flake size distribution. It would be

pertinent to know what C/O ratio this corresponds to.

6.2.2.1 Calculating the C/O ratio of an oxidised domain

In this continuum model, oxygenated regions are approximated to a circle with even

density whereas in reality they are more irregularly shaped and have unoxidised

islands that must be accounted for. Calculating where the effective boundary of this

region lies (to approximate it as a circle) is not a trivial task.

Using the RF algorithm described in the previous section, a sheet was nucle-

ated only once and 10,000 oxygen atoms were added according to the calculated

reactivities to analyse the resulting oxidised region. The values discussed are taken

from an ensemble of 15 such simulations to estimate the density of oxygen atoms

in a propagating graphene oxide phase.

Figure 6.10 plots the O/C ratio as a radial distribution of oxygenated sites from

the centre of mass of the oxidised region (the O/C ratio is used here so the value

does not tend to infinity at large radii). The radial distribution forms a plateau

near the centre of the island, which can be taken as the O/C ratio of a fully oxy-

genated region. The average O/C ratio between 0 < r < 5 nm is 0.53. This cut-off

is somewhat arbitrary but is necessary so that we can derive an effective area of the

island. We can then say that the radius at which one is equally likely to find oxidised

and unoxidised region has a O/C ratio of 0.26: reading from figure 6.10, this is at

r = 12.0±0.7 nm.
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Figure 6.10: Oxygen density as measured from the centre of an oxidised island. The island
has a higher oxygen density near the centre. We use an O/C ratio (instead of
the usual C/O) because it does not rise to infinity at large radial distance. It is
not immediately obvious what the effective radius of this island is.

However, this constitutes a lower bound to the effective radius of an oxidised

island. We are concerned with the point at which these islands overlap, so we

want to know about the island’s boundary. The offshoots that grow from the edges

constitute the long tail in figure 6.10 and are more important than the density at the

centre.

One way to measure the area of the oxidised region is to find the area of the

convex hull that encloses all the oxygenated sites. The convex hull can be thought

of as the shape enclosed by an elastic band stretched around all oxygenated sites.

The effective radius of this island would be the radius that gives a circle with the

same area as this convex hull. Over the same 15 simulations, the radius calculated

by this method is 15.1±0.6 nm. This method captures the area around the irregular

boundary. Some examples are shown in figure 6.11.

In reality, the effective radius of these islands probably lies between the two

values calculated. Any value in between can be arrived at by constructing the con-

cave hull of the island with a given shape parameter. A concave hull is a polygon

which contains all the oxygenated sites but has less area than a convex hull; several

algorithms exist which can be used to construct such a polygon. Here, we con-

structed a Delaunay triangulation using the coordinates of all the oxygen sites, then
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Figure 6.11: This figure shows 6 examples, (a)-(f), of oxidised domains. We are trying to
calculate the effective radius of these islands to map to the continuum model
described in the main text. To do this we draw the convex hull of the island
(green) and select a radius which gives the same area, which is also shown in
each case (orange).

removed the triangles with edges larger than α [215]. We find the outer edges of

the resulting mesh and use this boundary to compute the effective area of the island.

Examples are shown in figure 6.12. The code used for this is given in appendix C.1.

By sweeping through different values of α , the relationship in figure 6.13 is found.

The carbon to oxygen ratio is then calculated by dividing the number of carbon

atoms that fall within the effective area of the island by the number of oxygen atoms

added (10,000). The density of carbon atoms on a graphene sheet is 38.46 carbons

per nm2. Using the first method described (half the radial distribution plateau), the

C/O ratio within a propagating oxidised island is 1.94±0.20. Using the area of the

convex hull, C/O = 2.76± 0.22. In the main text we use a ratio of 2.76 which is

the most conservative estimate for calculating the percolation threshold of GO. The

true value is likely to be smaller.

The C/O ratio of a propagating oxidised region is at most 2.76. All this means,

139



The Structure of Graphene Oxide

Figure 6.12: The convex hull drawn in figure 6.11a probably overestimates an island’s ef-
fective radius. Here we show the same island but draw the concave hull with
different α values. The exact algorithm to produce these boundaries is given
in appendix C.

Figure 6.13: The effective radius of an oxidised domain with 10,000 oxygen atoms calcu-
lated by different means. The convex hull method provides a maximum, and
the half maximum of the radial distribution of oxygen atoms is a minimum.
The real value is expected to lie between these values.

by a conservative estimate, that the percolation threshold arises for C/O ratios no

greater than 2.76/0.46= 6.0. It can then be concluded that, if the formation reaction

of graphene oxide could be quenched before this point, i.e. if the C/O ratio exceeds

6.0, many of graphene’s mechanical and electrical properties could be preserved.

This prediction is also borne out by our atomistic model. Using different nucle-

ation rates, kn, that spanned several orders of magnitude, the percolation threshold

was reached at an average C/O ratio of 4.2, and never exceeded 4.5.
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Figure 6.14: The fractional coverage of a sheet in oxidised islands against different values
of χ , for diminishing discretisation. These are mean values of 1000 runs at
each point; the mean is essentially unchanged for different precisions but the
error in these values is correlated, as shown figure 6.15.

6.2.2.2 Percolation model sensitivity

The main results gained from these two GO models have been discussed above.

Below I will discuss some of the numerical errors associated with the continuum

model.

The percolation model has three input parameters: χ , the relative nucleation

rate; δ t, the timestep used to increment the islands’ radii and how often the algo-

rithm attempts to add new islands; and the number of Monte Carlo points used to

estimate the coverage area once the percolation threshold has been reached.

Recall that δ r = δ tkrx
√

A. We can show that the qualitative outcome of the

simulations, taken as the average coverage at the percolation threshold for differ-

ent values of χ , is independent of the timestep used; see the plot in figure 6.14.

However, the error in the result due to the change in coverage between timesteps is

pronounced; see figure 6.15.

The error reported in our method of calculating the coverage for a given system

state is straightforward to explain. See figure 6.16, in which the errors shown are

relative to the best estimate we had, namely that using 106 points.
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Figure 6.15: Average uncertainty in the coverage over 1000 runs for different precisions
vs. the nucleation rate χ . The percolation threshold is reached at time c,
therefore φ(t−δ t)< φ(c)< φ(t). The uncertainty in the result is reported as
[φ(t)−φ(t−δ t)]/2.

Figure 6.16: Average difference in the estimated coverage of the same set of 10000 sys-
tems, compared to an estimate using 106 points.

6.3 Conclusion
A systematic method to build accurate GO structures has been provided, and by

using this nanoscale knowledge one can understand its macroscale structure. This

method is encapsulated into a program released alongside this manuscript [8, 9],

offering a significant improvement to the Lerf-Klinowski model commonly used in

constructing GO structures. To our knowledge, this is the first analysis of the per-

colation threshold in a graphene oxide synthesis reaction. It is important that GO

models have two distinct domains present on the nanoscale, rather than a homoge-

neous distribution of functional groups. Models that generate random amorphous
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regions of oxidised graphene will not vary significantly in their results; by contrast,

structures that have large separate aromatic and oxidised domains will drastically

affect properties such as aggregation, exfoliation, solvation and adsorption, since

the two domains have very different long range interaction characteristics.

In particular, by keeping the C/O ratio above 6, a continuous domain of conju-

gated carbon atoms will exist, improving the mechanical and electronic properties

of GO. We hope that this will serve to inform experimentalists as well as modellers,

and help predict the characteristic behaviour of GO, while improving the consis-

tency with which GO can be synthesised. At a minimum the work presented in this

chapter provides an improved way to simulate GO on an atomic scale.

The atomic models of GO shown here have been used in separate projects with

more applied scientific goals. GO structures built in this way have bene included in

a multiscale model of epoxy nanocomposites, which will be described in the next

chapter, and a coarse-grained model for polyethylene glycol (PEG)-GO nanocom-

posites, developed by James Suter and will be discussed in chapter 7.

143



Chapter 7

Future Research

The work presented in this thesis has led to several investigations that are currently

being planned or ongoing. The ultimate goal of creating a virtual lab to predict

the mechanical properties of a material, knowing only its atomic composition, is an

exciting one, and one that our lab believes warrants further investment. The efforts

to achieve this are detailed in the next seciton.

7.1 Nanocomposites
The design and manufacture of materials like nanocomposites and other advanced

multi-functional materials remains a slow, uncertain, expensive and time consum-

ing process [216, 217]. It can take 20 or more years to move a material from initial

discovery to the market [23]. Ideally computational models could offer an oppor-

tunity to access a wide range of materials configurations rapidly, posing a serious

alternative to the traditional experimental trial-and-error process currently used in

industry [218, 219] and will surely increase in importance as computational power

increases.

Many materials have multiple characteristic length scales which need to be

considered to fully understand their behaviour. A ‘virtual lab’ that could predict a

material’s properties before needing to synthesise it would need to encompass all

these length scales.

In this chapter I present the work I have contributed to a project that hopes to

do just this, by linking two simulation methods together in a heterogeneous mul-
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tiscale model (HMM). The basic principle of our HMM is to use finite element

analysis (FEA) to model an object undergoing an engineering test. FEA handles

the complex, evolving boundaries of the problem and calculates the evolving strain-

stress response of the object. Instead of using constitutive equations to predict the

material’s stress-strain response at each finite element, MD simulations predict this

relationship by applying the local strain present in a finite element to an MD simu-

lation of the material.

The separation of scales is crucial for this approach to work. The microscale

model, in this case the the MD simulations, must correspond to the scale over which

the system can be treated as effectively homogeneous. For thermoset polymers the

characteristic length scale at the molecular level is the distance between cross-links.

The continuum system is discretised using a generally unstructured mesh on

which the FEA is used to solve the linear momentum conservation equation for a

locally homogeneous solid:

∇ ·σ(x)+ρf(x) = ρ
d2x
dt2 (7.1)

where ρ is the continuum density and f the volumetric forces applied to the system.

I did not contribute to the specific FEA implementation; for the interested reader,

see references [4, 131].

7.1.1 Epoxy Composites

We quickly realised that running all atom MD with graphene dispersed into thermo-

plastics was not a feasible system to model. The characteristic length of a thermo-

plastic is the distance between entanglements, this will vary between polymers but

is far larger than the distance between cross-links in thermosets. Another drawback

to using thermoplastic is their long dynamic processes such as reptation or crystalli-

sation which can take on the order of seconds. This negates the separation of scales

in time and is impossible to fully account for with MD.

The graphene flakes were built using the program described in section 2.5.2
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[8] and parameterised using the OPLS force-field [140]. Graphite carbons not at

the edge were parameterised as neutral aromatic carbons, as is typical for graphene

simulation [118].

To make the polymer simulations, monomer and cross-linker molecules (figure

7.1) were randomly arranged in a periodic cube using a script contained within

PACKMOL [220]. This was then compressed and equilibrated for 200 ps until the

volume had stabilised.

Figure 7.1: Molecular structure of (a) the precursor epoxy monomer and of (b) the
crosslinking agent used during the cure of the resin

To cross-link the monomers I wrote a new program so that we could build any

polymer system to our specifications [7]. The program proceeds as shown in fig-

ure 7.2. The program takes compatible functional groups (in this case an amine

and epoxy group) that are within a given radius and forms a bond between them.

Neighbouring atoms are deleted or have their labels and charges changed as re-

quired. The atom positions are not changed by the program, so after the bond is

made it is in a very high energy state. To get rid of this high energy state we run an

MD minimization within LAMMPS.

Running a LAMMPS minimization after each bond is made makes this process

very costly and also scales as the cube of the simulation’s length scale. To reduce

the cost, we allow several bonds to be made between minimizations, as long as they

are not very close together. This criteria is described in figure 7.2 as the masked

region. Once a bond has been made, no bonds within a given mask radius will be

allowed to be formed until a minimization has been performed. In this way we avoid

the most unphysical situations and allow the code to scale linearly with system size.

We chose this mask radius to be 20 Å, chosen to be larger than the length of a
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Figure 7.2: Flowchart for the program to cross-link an epoxy polymer. When a bond is
created, no more bonds are allowed to be made within a given ‘mask radius’
until high energy configurations are removed with a LAMMPS minimization.
The cut-off radius, rc, was 6 nm. The blue box highlights the main loop, which
is implemented by one python script. The overall program is controlled from
another script which can execute the parallel LAMMPS simulations. This flow
chart ignores the difference between primary and secondary amine reactions
for simplicity; primary amines were reacted preferably to secondary as they are
more reactive in general.
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monomer unit which was 15 Å.

The overall logic and the cross-linking section are written in python, this re-

quires LAMMPS data files to be read in and written out periodically to carry out the

various minimization and equilibration runs. After much optimisation of the python

code, the I/O is now the most time consuming part of the program, at least for our

system sizes of 70,000 atoms.

We used the epoxy TGMDA cured with PEA, shown in figure 7.1. For algo-

rithmic reasons, we started with the rings in TGMADA open (we close the epoxy

rings of unused branches after we finish curing).

Referring to figure 7.2, the equilibration runs at ambient conditions for 10 ps,

the long equilibration runs for 200 ps. The shorter equilibration runs are simply to

give functional groups a chance to diffuse towards each other. Real epoxy curing

experiments take on the order of seconds or even minutes. This time scale is of

course impossible to simulate using MD, therefore this method attempts to mimic

the network generation. Building epoxy networks in this way is common place and

has been shown to give useful results on a given polymers mechanical properties

[221, 222, 130].

In the literature there are several methods for creating atomic models of epoxy

resins. Some create all possible bonds in one step [221, 222], another performs a

minimization after making 16 bonds [130]; Jang et al. compared the two approaches

and found minimal differences in the polymers created [223]. How the algorithm

affects the polymer network is somewhat unclear; it is also not obvious how to map

the cross-link density in the simulation to that measured in experiment. The most

common experimental technique for estimating the degree of cross-linking is to

measure a sample’s equilibrium swelling [224]. This is often erroneous and gives

minimal insight into the nanostructure of the networks; there is also no obvious

way to map this metric to simulation. The nature of epoxy network’s is an area

of interest and ongoing research in our research group, including nanocomposites

effects a network’s formation and the implications for a materials properties are not

fully understood.
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7.1.2 DeaLAMMPS Development

DeaLAMMPS is a program developed collaboratively within our lab. Previously

the majority of the development had be carried out by Maxime Vassaux. Contrib-

utors have included Robin Richardson, Alex Patronis and myself. Since Maxime’s

departure from the lab at the start of 2019, I have taken over as lead developer.

Contributions can be tracked on the GitHub repository [6], and details of the imple-

mentation are given in Ref. [131].

The developments I have made have been centred on refactoring the code base

to make it more reliable, general and parallel. This has been necessary to apply the

software to different applications.

The main hurdle for many of DeaLAMMPS potential applications is its enor-

mous computational cost. Imagine a simple dogbone test (a column of epoxy com-

posite strained along its long axis), a reasonable minimum mesh size we would

need to hope to capture accurate boundary conditions for a cuboid object would be

3× 3× 8 cubic cells. Each cell would have 8 quadrature points (for order 2 poly-

nomial shape functions) and at lease 6 replicas for each simulation [131]. We have

already reached 3,500 individual MD simulations per macroscale timestep.

To simulate fracture we may need to induce a strain of 2.5 [130], applying the

separation of scales intrinsic to DeaLAMMPS [131], a strain rate of 10−11s−1, and

some hefty simplifications for a rough estimate, each quadrature point will simulate

for roughly 10 ps. Each macroscale step will also sample the stress at each point

for 100 fs. Therefore, 500 macroscale timesteps, need 50 ps sampling. Simulat-

ing 70,000 atoms for 60 ps for a uniaxial strain takes 20 cpuh (using one node on

ARCHER (http://www.archer.ac.uk/)). Multiplied by the 3,500 separate

MD runs required brings the cost to 70,000 cpuh.

For such high strains we would like to use a reactive forcefield, as this would al-

low us to observe fracture and more complex plastic deformation. A typical penalty

for ReaxFF [92] is 50 slower than a standard forcefield like OPLS, raising the cost

for a single calculation to 3.5 million cpuh.

These numbers are rough estimates but assume that the finite element step is
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negligible in computational cost and that the MD jobs are distributed across the

compute resources with perfect efficiency; this of course will never be true. It is

also desirable to use longer sampling times and lower strain rates, this would again

increase the simulation cost.

Given all of the above, we have tried to reduce the number of MD simulations

called at each macroscale timestep. The strain at each quadrature point is described

by a two dimensional strain matrix, this is a symmetric matrix so the strain at any

point is described by six values. We can then define each quadrature point by its

strain history: six series of each unique value from the strain matrix from every

previous macroscale timestep. To reduce the number of MD simulations necessary,

we fit a spline to each history and use these to calculate a difference threshold. If the

difference between two quadrature points is small enough we can then run just one

MD simulation for the next step. One can also run fewer simulations if these strains

are similar when rotated or inverted; the stress-strain response is trivially identical

by applying the same symmetry operator. The validity of these approaches, and the

value that this threshold will take, are matters of ongoing research.

This method shows some interesting results such as: a different fracture tough-

ness between a pure MD uniaxial strain and a heterogeneous compact tension test

[131]; and strain energy restoration in graphene epoxy nanocomposites, only re-

solved when the complex shear forces considered in a heterogeneous multiscale

model [4]. I will not go into the details of these simulations here as I was not the

one who performed those specific runs. These examples are, however, illustrative,

that this methodology can furnish new insight into materials that would have been

missed by single scale methods.

Testing is underway on reducing the number of MD simulations required for a

DeaLAMMPS run. Using a dogbone setup as a test case, we will run one simulation

with all quadrature points simulated independently by their own MD representation,

then steadily increase the difference threshold described in the previous chapter

which compares the similarity of quadrature points’ histories. It is unnecessary to

explicitly simulate every point in a dogbone test where many points are stretching
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uniaxially and the small difference between their local environment is negligible

compared to other sources of uncertainty in the model. Instead, we would like to

only explicitly simulate areas with significantly different impulses; for example a

‘necking’ region, a feature that occurs once the rod has started deforming plastically.

With the expected reduction in cost, we hope to simulate with reactive forcefields

and test more materials, increasing our understanding of how dynamic processes

like fracture propagation, hysteresis and toughness are influenced by the material’s

atomic composition.

7.2 Graphene Oxide
With my new model of GO, described in chapter 6, we hope to probe GO in poly-

mer composites. James Suter is developing a coarse grained (CG) model of GO

in thermoplastic polymers. So far he has parameterised it with PEG and polyvinyl

alcohol. CG-MD allows us to investigate much larger systems: importantly, the

polymers can have many more monomer units, increasing the number of entangle-

ments. With CG-MD we can also simulate longer timescales, allowing the study

of GO/graphene dispersion/aggregation, and polymer reptation and diffusion. Suter

has also developed an algorithm to map a CG representation of a system to an atom-

istic structure. This allows one to diffuse and equilibrate a large system with CG,

then convert the system to its atomic representation to test its mechanical responses.

The new model of GO will be used in future materials tested by DeaLAMMPS.

Switching graphene to GO in the current setup will be trivial, but allows us to study

many more materials, some of which have much better experimental data to validate

against and greater industrial promise.

7.3 Epoxy nanosctructure
As part of my research into developing an algorithm to build epoxy polymer net-

works (described in section 7.1.1) it became apparent that there is no consensus

on how to characterise a network on the nanoscale which allows one to predict its

macroscale properties. I would like to investigate this with a large ensemble of

network polymers to uncover the critical parameters of a network that improve its
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mechanical response. If we could know how to improve a network’s characteristics

in this way, it would be possible to design monomers on the molecular level that

give improved material properties.
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Conclusions

The research conducted for this doctorate has been wide ranging, encompassing

many modelling techniques (both established codes and newly developed ones),

multiple materials, forcefield parameterisation, machine learning, equilibrium and

non-equilibrium dynamics, and ab initio/experimental validation. As such, I have

been able to shown that theoretical methods hold much potential in several areas for

understanding the properties of graphene and graphene nanocomposites.

I have shown how to simulate graphene in a superlubric state and resolved

the dynamics of this unusual behaviour. The process occurs when matching 2D

lattices become unaligned, in this incommensurate state there is a near uniform

potential energy surface acting between them. Unless a graphene flake is closely

aligned to the substrate’s lattice, it rotates and translates freely across the surface,

encountering nearly zero energy barrier and losing very little energy to the substrate,

until it realigns with the substrate. A smooth substrate increases the distance a flake

can travel, however, periodic undulations in the surface could be used as a means of

separating graphene flakes by size. These findings have applications for graphene

as a lubricant and for the design and processing of graphene nanostructures.

I have examined graphene exfoliation in two different scenarios: first, in vac-

uum pulled by a virtual spring; and second facilitated by polymer adhesives. In

chapter 4, I show that peeling, not shearing, has the lower energy barrier; in chapter

5, I show that viscous polymers facilitate graphene exfoliation via a similar mecha-

nism. This insight could aid the design of future graphene exfoliation methods.
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Using DFT calculated reaction energy barriers in GO, I have developed a pro-

gram to build the realistic atomistic structures of GO. It is clear from the analysis

presented, that the surface of GO consists of oxidised and pristine graphene phases.

This leads to significantly different behaviour compared with an even distribution of

oxygen containing functional groups. I investigated the relationship between these

two phases and found that the percolation threshold for the oxidised region will,

with 95% certainty, not occur when the C/O ratio is greater than 6. This presents

a clear goal for experimentalists synthesising GO to preserve the electronic and

mechanical properties of graphene.

The difficulty of capturing graphene’s enormous aspect ratio can be in part

addressed with multiscale simulation. I present a HMM capable of capturing both

macro and micro scale dynamics of graphene-epoxy composites, leading to better

predictions and a wider scope for simulations. This tool is still in development but

will hopefully provide a means of seeing the interaction of nanoscale mechanisms

on a materials macroscale properties.

To study a complex system such as nanocomposites with computational mod-

els requires accurate descriptions of many components at many disparate length and

time scales. I have developed methods to describe graphene’s interactions, GO’s

structure, epoxy polymer networks and hierarchical simulation setups, all of which

are open source. These tools, and the understanding that comes with them, will

bring closer the ability to predict a material’s properties from first principles.

154



Appendix A

Simulation Videos

Below is a summary of the videos contained in the CD accompanying this thesis.

The videos are also available to view online, see references [1] and [3].

A.1 Superlubricity
Video superlubricity.avi: Trajectory of a flake pushed over a graphite sub-

strate at 1 K. This is the same trajectory that is shown in figure 4.2a. The flake is 10

nm in diameter; the trajectory’s duration is 418 ps.

Video surfing.avi: Trajectory of a flake ‘surfing’ in the trough of a trav-

elling wave in a compressed graphene substrate; see section 4.2.3. The substrate is

coloured by its z coordinate: black represents valleys, white represents peaks. Any

drift has been removed from the video, i.e. the coordinates have been shifted so

the substrate does not move in the xy plane. The flake is 10 nm in diameter; the

trajectory’s duration is 684 ps.

Video collision.avi: Flakes colliding, see section 4.2.4. Drift has been

removed form the video as above. Flakes are 10 nm in diameter; the trajectory is

526 ps in duration.

A.2 Micromechanical Exfoliation
Two videos are provided showing the exfoliation of 7 layer 12 nm diameter graphite

by PMMA (video pmma.avi) and PDMS (video pdms.avi). The videos show

the same simulations from which the snapshots are taken in figure 5.3. The periodic
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box begins at 20×20×10 nm3 and the simulation box is increased in the z direction

by 10 ms−1. The PMMA exfoliation lasts 1.4 ns seconds, the PDMS exfoliation

lasts 1.1 ns.

The simulations differ in the mechanism of exfoliation. The PDMS is the

more fluid polymer and rearranges to stay in contact with the graphite as the tapes

are pulled apart, giving rise to a shearing mechanism. The PMMA does not stay in

contact with the graphite for as long, and the outer layers are peeled off from the

graphite.
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Software Developed

B.1 GraFF
• github.com/velocirobbie/GraFF

Files necessary for running a LAMMPS simulation with the GraFF force-

field. pair hbond graphene.h contains the implementation of the forcefield

described in section 3, adapted from a hydrogen bond potential distributed in the

vanilla LAMMPS library.

B.2 DeaLAMMPS
• github.com/UCL-CCS/DeaLAMMPS

Coupling library for multiscale simulation using LAMMPS and Deal.II. Cur-

rently only implemented on ARCHER. Detailed in section 7.1.2.

B.3 VECMAtk
• vecma-toolkit.eu

During my project I participated in the EU H2020 project VECMA (Verified

Exascale Computing for Multiscale Applications), including developing a toolkit

for validation, verification and uncertainty quantification (VVUQ) in simulations.

• github.com/djgroen/FabSim3

FabSim is a tool I have contributed to that automated submission of jobs to

multiple remote computing resources.
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• github.com/UCL-CCS/FabMD

FabMD is a plugin to FabSim that focuses on tools specifically for molecular

dynamics.

B.4 Make Graphitics
• github.com/velocirobbie/make-graphitics

Scripts to generate LAMMPS structure files for various graphitic structures.

Structures that can be made include: graphene ‘flakes’ (hexagonal shaped graphene,

edges terminated with hydrogen); graphene ‘sheets’ (layer of graphene extending

through periodic boundaries); graphite; graphene/graphite oxide (oxidised as de-

scribed in chapter 6).

B.5 Epoxy Polymerisation
• github.com/velocirobbie/epoxy polymerisation

Program to systematically crosslink polymers. Implementation described in

section 7.1.1. Currently only includes inputs for TGMDA cured with PEA; input

format would allow for different epoxies to be generated.

B.6 Graphene Oxide Percolation
• github.com/velocirobbie/graphene-oxide-percolation

Graphene oxide percolation model described in chapter 6.
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Code fragments

C.1 Concave Hull
Below is a snippet of python code used to calculate the concave hull of an graphene-

oxide island, modified from the code found in Ref.[215].

1 def alpha_shape(points, alpha):
2

3 def add_edge(edges, edge_points, coords, i, j):
4 if (i, j) in edges or (j, i) in edges:
5 return
6 edges.add( (i, j) )
7 edge_points.append(coords[ [i, j] ])
8

9 tri = Delaunay(points)
10 edges = set()
11 edge_points = []
12 # loop over triangles:
13 # ia, ib, ic = indices of corner points of a triangle
14 for ia, ib, ic in tri.vertices:
15 pa = coords[ia]
16 pb = coords[ib]
17 pc = coords[ic]
18 # Lengths of sides of triangle
19 a = math.sqrt((pa[0]-pb[0])**2 + (pa[1]-pb[1])**2)
20 b = math.sqrt((pb[0]-pc[0])**2 + (pb[1]-pc[1])**2)
21 c = math.sqrt((pc[0]-pa[0])**2 + (pc[1]-pa[1])**2)
22

23 if a > alpha or b > alpha or c > alpha:
24 pass
25 else:
26 add_edge(edges, edge_points, points, ia, ib)
27 add_edge(edges, edge_points, points, ib, ic)
28 add_edge(edges, edge_points, points, ic, ia)
29 m = geometry.MultiLineString(edge_points)
30 triangles = list(polygonize(m))
31 concave_hull = cascaded_union(triangles), edge_points
32 return concave_hull
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Datasets

Here are some of the large datasets created during my thesis that may be useful

to the interested reader or future research. The are stored on the CCS network, a

private network owned by Peter Coveney’s lab. Data is available on request.

D.1 Superlubricity
• /net/dirac/mnt/store7/robert/superlubricity

Simulation trajectories presented in chapter 4.

D.2 Exfoliation
• /net/dirac/mnt/store7/robert/exfoliation

Simulation trajectories presented in chapter 5.

D.3 Epoxy Polymers
• /cs/materials/robert/epoxy

Creation of epoxy and graphene-epoxy simulations, used for DeaLAMMPS

simulations presented in chapter 7.1.
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Appendix E

Colophon

This document was set in the Times Roman typeface using LATEX and BibTEX, com-

posed within TexShop.

Flipbook functionality provided by https://github.com/nilsleiffischer/

latex-flipbook.

Figures were generated using the following packages:

• GNUPLOT 5.2 — graphs and schematic plotting

• VMD 1.9.3 — MD simulation visualisation

• GIMP 2.10 — raster graphics editor

• Inkscape 2.0 — vector graphics editor

• draw.io — flowchart software

• Chemdoodle — drawing chemical structures
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[86] M Pütz, K Kremer, and G. S Grest. What is the entanglement length in a

polymer melt? Europhysics Letters, 49(6):735–741, 2000.

[87] Maxime Vassaux, Robert C Sinclair, Robin A Richardson, James L Suter,

and Peter V Coveney. Toward high fidelity materials property prediction

172



Bibliography

from multiscale modeling and simulation. Advanced Theory and Simula-

tions, 3(1):1900122, 2020.
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[200] Martin Trömel and Manuel Russ. Dimanganheptoxid zur selektiven Oxida-

tion organischer Substrate. Angewandte Chemie, 99(10):1037–1038, 1987.
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