
Improving the Action Branching Architecture
for Multi-dimensional Hybrid Action Spaces in
Deep Reinforcement Learning

その他のタイトル 深層強化学習における多次元混合行動空間のための
行動分岐アーキテクチャの改善

学位授与年月日 2020-03-23
URL http://hdl.handle.net/2261/00079359



修 士 論 文

Improving the Action Branching
Architecture for Multi-dimensional

Hybrid Action Spaces
in Deep Reinforcement Learning

(深層強化学習における多次元混合行動空間
のための行動分岐アーキテクチャの改善)

指導教員 鶴岡慶雅教授

東京大学大学院情報理工学系研究科
電子情報学専攻

氏 名 48186452彭来鴿

提 出 日 令和 02年 1月 30日



Abstract

Recently deep reinforcement learning (DRL) has achieved several great successes in
traditional chess games such as chess, shogi and Go, and in 2D environment games such
as Atari 2600 and StarCraft II. DRL solves the complicated state-space problem in 2D
environment games by using frames as inputs. However, 3D environment games such
as ViZDoom and Minecraft still challenge researchers for their partial observability and
more complex action spaces. This thesis aims to address a complicated and general action
space, the multi-dimensional hybrid action-space problem, in 3D environment games.

There is not much research on the complex action-space problem. Widely used
value-based DRL algorithms such as Deep Q-Network (DQN) usually deal with one-
dimensional discrete action spaces. As continuous action spaces are also general and im-
portant in control systems, policy-based DRL algorithms such as deep deterministic pol-
icy gradients (DDPG) and proximal policy optimization (PPO) were proposed to address
this problem. However, both these discrete action spaces and continuous action spaces
are one-dimensional spaces with only one degree of freedom (DOF). In 3D environment
games, even in the real world, multi-dimensional action spaces with more than one DOFs
are more general. Branching dueling Q-network (BDQ) used the action branching archi-
tecture to solve a multi-dimensional discrete action-space problem. However, when there
are continuous action spaces in the DOFs, BDQ can not deal with this problem.

In this thesis, we aims to address the multi-dimensional discrete-continuous hybrid
action space problem by improving the action branching architecture. The branching PPO
(BPPO) algorithm was proposed as a combination of the action branching architecture and
the PPO learning algorithm. In order to improve the sample efficiency and accelerate the
learning process, a method of applying human demonstration data in BPPO was proposed.
We evaluated four different models in two different environments to solve different tasks
in a Minecraft simulator. By comparing the training curves, average rewards, and testing
curves, we show that the proposed method BPPO outperforms other baselines in both
learning speed and final performance. Experiments with human demonstration also show
that BPPO has better compatibility with human demonstration data and better sample
efficiency.
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Chapter 1 - Introduction

Chapter 1

Introduction

1.1 Background
Recent years, there have been several huge successes in the field of game AI with

deep reinforcement learning (DRL). In 2013, Google DeepMind developed an algorithm
called Deep Q-network (DQN) [1] that outperformed human players in most of the Atari
2600 games. The publication of DQN has a far-reaching impact on the field of game
AI. There have been incessant numbers of new reports on state-of-art solutions to some
new games or new adaptions of the DQN algorithms. In 2016, AlphaGo [2] defeated the
top human player. AlphaGo Zero [3] was proposed by DeepMind in 2017. Compared to
AlphaGo, AlphaGo Zero can master the game of Go without human knowledge. In 2019,
DeepMind developed MuZero [4] that masters Atari, Go, Chess and Shogi by planning
with a learned model. Also in 2019, AlphStar [5] was developed by DeepMind and
achieved grandmaster level in the game of StarCraft II by using multi-agent reinforcement
learning. So far deep reinforcement learning in game AI has shown great power in both
traditional chess games and 2D environment video games.

DRL has wide applications and can be seen as a means to achieve Artificial General
Intelligence (AGI). Although reinforcement learning (RL) has been studied for decades,
the application of RL is mostly limited in simple toy tasks. Traditional RL algorithms
such as Q-learning [6], REINFORCE [7] and SARSA [8] have not been widely applied
until the boom of the deep learning technology. DRL combines deep neural networks and
the RL learning algorithms together, making RL more general and useful.

Deep Q-Network (DQN) [1, 9] is a typical value-based DRL algorithm and it outper-
forms human players in most Atari games. There are many improvements and extensions
of the original DQN to improve the performance of DQN and solve specific problems in
DRL, such as the partial observability problem and the sample efficiency problem when
applying this DRL algorithm. Double DQN [10], dueling DQN [11], distributed DQN

1



1.1Background Chapter 1 - Introduction

[12] and prioritized experience replay [13] are well-known extensions. Hausknecht, M.,
and Stone, P. [14] proposed a deep recurrent Q-learning (DRQN) which combines the
LSTM layer [15] with the original DQN, outperforming standard 4-frame DQN and aug-
mented 10-frame DQN in the game of flickering Pon. Hester et al. [16] proposed an algo-
rithm called Deep Q-learning from Demonstrations (DQfD) to apply the demonstration
data in DQN. In tasks requiring complicated policies, hierarchical DRL is also introduced.

Besides the DQN family, policy-based DRL algorithms also achieve the state-of-the-
art. Well-known policy-based DRL algorithms such as asynchronous advantage actor-
critic (A3C) [17], deep deterministic policy gradients (DDPG) [18] and proximal policy
optimization (PPO) [19] are also widely used. Compared to the DQN family, policy-
based DRL algorithms are more flexible with action spaces and can deal with continuous
action spaces.

Recent DRL algorithms mainly address the complexity problem of the state spaces
in RL by using deep neural networks to approximate state values or policies. As the
development of DRL advances, many challenging games with much more complicated
state spaces such as ViZDoom have been overcome; however, there still remain challenges
to solve games with both complex state spaces and action spaces such as Minecraft, which
requires better sequence decisions. Previous value-based research mainly focuses on the
state spaces and assumes that the action space is discrete and has only one dimension.

However, in robot control tasks, the angle values of the robot’s joints may be con-
tinuous. For such continuous action spaces, there are mainly two solutions: discretize
the action space and utilize value-based algorithms or directly generate continuous values
by applying policy-based algorithms such as DDPG. Also, a robot may have more than
one joint, and these joints are independent with each other. Therefore, it is necessary
to control these degrees of freedom (DOFs) at the same time. This can be defined as a
multi-dimensional action space. To address such problems, Tavakoli et al. [20] proposed
an action branching architecture to use a separate action branch for each action dimension.

There are other research efforts to address complicated action-space problems. Xiong
et al. [21] proposed a parametrized DQN (P-DQN) method which can learn with a one
dimension discrete-continuous hybrid action space by combining the DQN algorithm and
the DDPG algorithm. Vinyals et al. [22] designed a parametrized action space for the
game StarCraft II in which each action contains a function identifier and a sequence of
arguments. They made a baseline with A3C as the learning algorithm and represented the
policy in an auto-regressive manner by using the chain rule.

2



1.2Motivation and contribution Chapter 1 - Introduction

1.2 Motivation and contribution
This work aims to address a more general and complicated action-space problem,

the multi-dimensional hybrid action space. Multi-dimensional means that there are more
than one degree of freedom in the action space, and hybrid means that in all DOFs, some
action values are discrete and some values are continuous. This kind of action space is
quite general in complicated tasks, even in the real world. By defining this kind of action
space, in one time step, an agent can do more primitive actions, which will improve the
efficiency to learn a good policy.

Considering the complexity of the action space, we assume that each action dimension
is independent to each other and utilize the action branching architecture proposed by
Tavakoli et al. [20] to generate separate actions for each dimension. For continuous action
spaces, discretization may violate the mechanism of the action space, and generate too
many discrete points. Thus, in this work, we improved the action branching architecture to
address the multi-dimensional hybrid action-space problem by applying the PPO learning
algorithm. we call the proposed model as Branching PPO (BPPO). We also made use
of non-pixel observations to augment the state representation. Categorial distributions
and Gaussian distributions are used to sample discrete actions and continuous actions
respectively. We also proposed a new learning method to use supervised learning during
a pre-training phase by using human demonstration data to quickly start the training by
providing a better start policy and accelerate learning process.

As for the experiment environment, We take Minecraft, a 3D environment sand-
box game, as the platform for its challenging environment, high-dimension representa-
tion, complex action space and hierarchical item systems. Compared to 2D environment
games, DRL in 3D environment games still challenges researchers. 3D environment
games create complex 3D world for game players. The complexity gives 3D environ-
ment games the advantage of resembling the real world, which makes it a suitable testbed
for solving problems in the real world. We used MineRL [23], a Minecraft simulator, and
took a navigation task and a treechop task as training domains. MineRL provides a real
game environment in which the map is very large and contains all the possible entities
in it. Therefore, it is very hard for the agent to explore the environment with normal one
dimension action space. What is more, besides the discrete movement actions, the agent
should also control some continuous camera parameter to control the first-person view.
Therefore, this environment is suitable for evaluating the performance of the proposed
model.

This work compares the proposed method BPPO with other baselines in two environ-
ments. In the navigation task with dense rewards, BPPO learns faster and achieves better
performance. In the treechop task with extremely sparse rewards, BPPO shows better
compatibility with human demonstration data and achieves higher scores. The experi-

3
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ments show efficiency of our proposed method.

1.3 Overview of this thesis
In following sections, firstly, we will give introduction to the background knowledge

of reinforcement learning and explain some value-based RL algorithms and policy-based
RL algorithms in chapter 2.

In chapter 3, we will introduce several methods related to my work, including the
action branching architecture.

In chapter 4, we will firstly introduce the details of the experiment environments, and
then the main architecture and learning methods used in this work. Then we will talk
about my detailed experiment setting, and finally we will show the experiment results and
our analysis.

Chapter 5 is the conclusion of this thesis.

4
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Chapter 2

Background

2.1 Reinforcement learning
Reinforcement learning [24] is an area of machine learning which learns what to do—

how to map situations to actions—from experiences so as to maximize a numerical reward
signal. Reinforcement learning focuses on the interaction between an agent and the envi-
ronment. An agent may refers to a robot, a control system or some other kinds of system.
More specifically, at time t, the agent observes an observation o or a state s from the envi-
ronment, and then chooses an action a and receives a reward r from the environment. The
environment makes a transition to another state s′ because of the effect of action a, and
then the agent repeats to choose a new action at the next time step t+1. In reinforcement
learning, the agent at time t always tries to maximize the expectation of the cumulative
rewards obtained from time step t. The whole process is described as a Markov Decision
Process (MDP).

2.1.1 Markov decision process (MDP)
In a Markov Decision Process, there are several definitions to describe the terminol-

ogy:

• S : A set of states.

• A : A set of actions.

• P (s′ | s, a) : The probability that a state s at time t will transit to a state s′ at time
t+ 1 when given an action a.

• Ra(s, s
′) : The immediately received reward after a state s transits to a state s′ when

given an action a.

5



2.1Reinforcement learning Chapter 2 - Background

• γ ∈ [0, 1] : The discount factor, represents the priority attention of the future re-
wards and the present reward. Larger discount factor means the agent focuses more
on long-term rewards while smaller discount factor means the agent pay more at-
tention to the short-term rewards.

According to the definitions explained above, the cumulative reward R is calculated
as

Rt = rt+1 + γrt+2 + γ2rt+3 + ... =
∑
k=0

γkrt+k+1. (2.1.1)

A state value function is defined as

V (s) = E[Rt | St = s]. (2.1.2)

The agent tries to choose a series of actions that maximize the expected rewards when
starting from every state s, in order to achieve the max rewards it can obtain from whatever
state it is in. A policy π is defined as

π(a | s) = P [At = a | St = s]. (2.1.3)

A optimal policy π∗ represents an expected policy that achieves max value function V (s)
given any starting state s. We use V ∗(s) to represent the optimal state value function of
the state s. The Bellman equation contributes to an iterative way to calculate the state
value function, here we show the derivation of the Bellman equation:

V (s) = E[Rt | St = s]

= E[rt+1 + γrt+2 + γ2rt+3 + ...]

= E[rt+1 + γ(rt+2 + γrt+3 + ...)]

= E[rt+1 + γRt+1]

= E[rt+1 + γV (st+1)].

(2.1.4)

The final equation showing above gives us the Bellman equation. By removing the ex-
pectation, we get the following equation:

V (s) = rt+1 + γ
∑
s′∈S

P (s′ | s, a)V (s′). (2.1.5)

For optimal state value function V ∗(s), we have V ∗(s) = E[V (s)], thus the Bellman
equation can be rewrite as:

V ∗(s) = rt+1 + γV ∗(st+1). (2.1.6)

6
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A state value function following a policy π is denoted as

Vπ(s) = rt+1 + γ
∑
s′∈S

P (s′ | s, a)Vπ(s
′), (2.1.7)

which means actions are taken according to the policy π from the state st. The agent aims
to learn a policy π which achieves V ∗(s) as V ∗(s) = max

π
Vπ(s).

Reinforcement learning is widespread used in game AI problems because games are
easier to be modeled as MDPs than many other artificial intelligence problems for that
most games have explicit rules. It is imperative to recognize that reinforcement learning
has a deep influence in game AI research. Besides game AI, reinforcement learning is
also popular in control theory and multi-agent systems.

2.1.2 Value-based methods
There are mainly two kinds of methods in reinforcement learning: value-based and

policy-based methods. As indicated in the name, value-based methods try to approximate
the optimal state value function V ∗(s) to learn an optimal policy π∗ indirectly, while
policy-based methods try to approximate π∗(a | s) directly. For value-based methods,
we will introduce a most well-known algorithm, Q-learning, its deep version deep Q-
network, and several variants of deep Q-network.

2.1.2.1 Q-learning

Q-learning [6] is a well-known reinforcement learning method, aiming to learn how
to act optimally in controlled Markovian domains.

A state-action value function Q(s, a) is defined as

Q(s, a) = E[Rt | St = s, At = a]. (2.1.8)

Q∗(s, a) is used to denote the optimal state-action value function given a state s and an
action a. According to the definition of the Q(s, a), we can know that:

V (s) =
∑
a∈A

P (a | s)Q(s, a). (2.1.9)

We can also apply the Bellman equation in the state-action value function by using the
same derivation process with the state value function V (s), then we will get the following
Bellman equation:

Q∗(st, at) = rt + γmax
a′

Q∗(st+1, a
′). (2.1.10)

7



2.1Reinforcement learning Chapter 2 - Background

Q-learning aims to approximate the optimal state-action value function Q∗(s, a) by
using a iterative method called Q-table which is a table that records the value of Q(s, a)
for all (s, a) pairs given a ∈ A and s ∈ S. In the beginning of the learning process,
Q-learning randomly initializes the state-action value function Q(s, a) for each (s, a)
pair. Then Q-learning learns from experiences with exploration of all the possible state-
action (s, a) pairs to gradually correct their values to approach the expected optimal value
Q∗(st, at).

The process of the Q-learning algorithms is as follows:

• 1. Initialize the Q-table arbitrarily.

• 2. For a state s at time step t, choose an action a with highest state-action value
Q(s, a) in the current table, observe the next state s′ at time t+ 1 and the reward r.

• 3. According to the Bellman equation, the target value of Q(s, a) is r+γmaxa′ Q(s, a′),
then we iteratively improve the estimate value in the table by the following rule:

Q(s, a) := Q(s, a) + α[r + γmax
a′

Q(s, a′)−Q(s, a)], (2.1.11)

where α is the learning rate.

• 4. Repeat 2 and 3 until the state-action value function Q(s, a) converges.

In Q-learning with Q value table to store the value for each (s, a) pair, it needs S ×A
memory. However, as the set of states or the set of actions becomes bigger or even
infinite, it is hard to create such a Q-table to store all the state-action values. Therefore,
Q-learning is limited to solve MDPs with finite states and finite actions. However, many
environments such as Chess, Go, gym AI environments and Atari games in the game field,
and some other real world environments such as robot arms control, have infinite states
spaces and it is impossible to create a Q-table to store all the state-action values. In order
to solve this kind of problem, there comes the inspiring deep Q-network (DQN).

2.1.2.2 Deep Q-Network (DQN)

Deep Q-Network [1, 9] is a value-based reinforcement learning algorithm. It is a
method that combines reinforcement learning with a deep neural network to approximate
the state-action value function Q(s, a) instead of using a Q-table to store all values to
address the problem in infinite states environments. The notable success in Atari 2600
showed the potential of the DQN algorithm.

A DQN takes an observation s as the input to the deep neural network with parameter
θ, and calculates the state-action value function as:

Q(s, a) = f(s, a; θ), (2.1.12)

8



2.1Reinforcement learning Chapter 2 - Background

for any possible state-action pairs (s, a). Usually inputs s of the DQN are pixel features
of frames in the game, the output of the neural network is a vector with size | A | which
is the number of accessible actions, each element in the output vector represents the Q
value for each action a.

In DQN, we use gradient descent to update the network parameter θ. The same as
Q-learning, the target state-action value function of (s, a) is:

ŷt = rt + γmax
a′

Q(st+1, a
′; θt), (2.1.13)

and the estimation of the network is:

yt = Q(s, a; θt). (2.1.14)

Then we could create an objective loss function as:

Lt(θt) = E(s,a,r,s′)∼U(D)[(ŷt − yt)
2]

= E(s,a,r,s′)∼U(D)[(rt + γmax
a′

Q(st+1, a
′; θt)−Q(s, a; θt))

2],
(2.1.15)

in which γ is the discount factor and θt is the parameter of the network at time step t.
From the loss function shown above we can see that the change of the parameter θ will
also affect the value of the target state-action value ŷ, thus making it unstable to do the
gradient descent. The solution of this problem is to use another separate network θ− to
calculate the target ŷ. We can then rewrite the objective loss function as:

Lt(θt) = E(s,a,r,s′)∼U(D)[(rt + γmax
a′

Q(st+1, a
′; θ−t )−Q(s, a; θt))

2]. (2.1.16)

The target network parameters θ− updates by copying from the θ only every C steps
in order to eliminate the correlations between the network Q(θ) and the target network
Q(θ−). This modification makes the algorithm more stable compared to the original one.

In reinforcement learning, the agent acts in a time sequence, thus the states in the
same sequence are related to each other and make the learning process unstable. A key
idea to break the correlations presenting in the sequence of past observations in DQN is
the experience replay buffer [25]. When the agent interacts with the environment, the
agent creates a memory buffer to store the (s, a, r, s′) tuples as experiences in the buffer.
When updating the model parameter θ, we randomly sample the learning data batches
from the memory buffer, because randomly choosing the data reduces the influence of the
correlations. Empirically, we eliminate the expectation in the equation (2.1.16) by using
batch sampling from the experience replay buffer, and therefore we get the following
objective loss function:

Lt(θt) = (rt + γmax
a′

Q(st+1, a
′; θ−t )−Q(s, a; θt))

2. (2.1.17)

9
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Unlike Q-learning that updates the Q-table every time step, the agent chooses an ac-
tion according the Q value predicted by the network θ every time step, but updates the
parameter every N time steps by batch sampling past experiences from the replay buffer.

Algorithms that combine traditional reinforcement learning and deep learning are
called deep reinforcement learning (DRL). As the development of DRL, there are some
improved variants of DQN such as Double DQN [10], Dueling DQN [11] and Distributed
DQN [12]. We call them DQN-liked algorithms for that those variants are proposed based
on the DQN algorithm.

2.1.2.3 Exploration

In reinforcement learning, an agent learns from its past experience. However, if the
experience leads to bad results in the beginning, it may cause even worse performance in
later learning process. The key point to address this problem is to explore the environment
as much as possible in order to get more experiences and find a global optimal solution.
A widely used exploration method in DQN-liked algorithms is called ϵ-greedy.

Generally, the agent’s policy π(a | s) in DQN-liked algorithms is to choose the action
a with highest state-action value Q(s, a). To encourage the agent to explore the environ-
ment, we also make the agent to choose random actions rather than following the policy.
ϵ-greedy algorithm defines a threshold ϵ that satisfy 0 <= ϵ <= 1 to decide whether to
act according to the policy or sample a random action. For each time step, we generate
a random number a between 0 and 1, if a > ϵ, select an action according to the policy,
otherwise sample a random action from the action space A.

In the beginning of the learning process, we encourage the agent to do random explo-
ration to get more experiences from the exploration by setting the ϵ to a high value such
as 1. As the agent learns from its past experiences, it learns a policy to get higher reward
from the environment, thus we want to make the agent to follow the policy as the learning
process goes on. We anneal the ϵ value from 1 to a smaller value, usually it is 0.1, until
the policy converges. There are different annealing schedules can be used in ϵ-greedy
algorithm, the most common one is the linear schedule.

One thing to be noticed is that we use ϵ-greedy algorithm during the training process;
however, we use a greedy algorithm when testing our models. Greedy algorithm means
that the agent completely follows the policy.

Exploration is very important in reinforcement learning especially in those compli-
cated environments where it is prone to achieve local optimum. There are much research
about the exploration problem and many results show that facilitating the exploration in
reinforcement learning improves the agent performance.

10
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2.1.2.4 Double DQN

The popular DQN algorithm is shown to overestimate action values in some condi-
tions. Hasselt et al. developed Double DQN (DDQN) in order to solve the overestimation
problem in some Atari 2600 games and the algorithm is shown to be able to be general-
ized to work with large-scale function approximation [10]. In the vanilla DQN method,
the target estimation of the state-action value Q(s, a) is as:

ŷt = rt + γmax
a′

Q−(st+1, a
′; θt). (2.1.18)

In this equation, it firstly calculates the Q−(st+1, a
′; θt) value for all possible actions a′,

chooses one action with the highest value, and then use the Q value of the selected action
to calculate the target estimation. This uses the same value to both choose and evaluate the
action, resulting overestimation of the state-action value. In order to prevent this problem,
one solution is to decouple the selection part from the evaluation part.

Double Q-learning [26] tries to solve this problem by separating two different state-
action value functions θ and θ′. For each update, one set of parameter is used to select the
greedy action and the other one is used to calculate the state-action value of that chosen
greedy action. To make the difference between original Q-learning and the Double Q-
learning clear, we firstly rewrite the above target estimation of the original Q-learning
as:

ŷQt = rt + γQ(st+1, argmax
a

Q(st+1, a; θt); θt). (2.1.19)

The Double Q-learning target estimation can be written as:

ŷDoubleQ
t = rt + γQ(st+1, argmax

a
Q(st+1, a; θt); θ

′
t). (2.1.20)

In the argmax operation, the Double Q-learning uses the current online parameter θ to
select a greedy action a. However, it uses another set of parameter θ′ to evaluate the value
of that selected action a. The current online parameter θ is updated by the following loss
function:

L = ŷDoubleQ
t −Q(s, a; θt). (2.1.21)

The second set of parameter θ′ can be updated by symmetrically switching with θ in next
time step.

When apply the idea of Double Q-learning to DQN, the target network θ− in DQN
provides a candidate for the second set of parameter θ′ and thus there is no need to use
another new neural network. Hasselt et al. refered to the combination algorithm as Double
DQN from both Double Q-learning and DQN [10]. Then we can get the target estimation
for Double DQN from Double Q-learning as follows:

ŷDoubleDQN
t = rt + γQ(st+1, argmax

a
Q(st+1, a; θt); θ

−
t ). (2.1.22)

11
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In this equation, compared to that in the Double Q-learning, we replace the second set of
parameter θ′ with the target network θ− to evaluate the current online policy.

In Double DQN, we use the online network θ to select the argmax action and use the
target network θ− to evaluate the value of this action. The online network θ is updated
for every N time steps while keeping the target network θ− to stay unchanged. The target
network θ− copies the parameter from the online network θ every C time steps.

This version of Double DQN has the minimal change to the original DQN and im-
proves the agent performance, and is widely used instead of the original DQN.

2.1.2.5 Dueling DQN

The original DQN algorithm uses convolutional neural networks, the Double DQN
algorithm improves the loss function of the original DQN to prevent the overestimation
problem but still uses the same network architecture. Wang et al. [11] proposed a new
neural network architecture called Dueling DQN which achieved the state-of-the-art per-
formance in the Atari 2600 domain.

In reinforcement learning, we have the state value function V (s) for each state s and
the state-action value function Q(s, a) for each state-action pair (s, a). Wang et al. defined
another important quantity called advantage function from the state value function and the
Q value function:

A(s, a) = Q(s, a)− V (s). (2.1.23)

We can rewrite equation (2.1.9) as:

V (s) = Ea∼π(a|s)[Q(s, a)], (2.1.24)

thus we have:

Ea∼π(a|s)[A(s, a)] = Ea∼π(a|s)[Q(s, a)]− Ea∼π(a|s)[V (s)]

= V (s)− V (s)

= 0.

(2.1.25)

From previous introduction we know that V (s) evaluates how good it is given a particular
state s, and how much value an agent can get by taking a particular action a when in
this state s. The advantage function subtracts the state value from the Q value, giving a
relative measurement of the importance of each action.

Figure 2.1 shows the architecture of the dueling network. Unlike conventional single
stream architecture to directly estimate the Q(s, a) value, dueling network separate it into
two streams to estimate the state value V (s) and the advantage function A(s, a). As
shown in the Figure 2.1, those two streams share the same convolutional neural network.

12
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Figure 2.1: The popular single stream neural network use in DQN and Double DQN (top)
and the dueling network architecture (bottom).

Suppose that the parameter of the convolutional neural network is θ, the parameter of
the advantage function is α, and the parameter of the state value function is β. The final
Q(s, a) value is estimated by adding up as:

Q(s, a; θ, α, β) = V (s; θ, β) + A(s, a; θ, α), (2.1.26)

and this function can then be used in value-based algorithms such as the DQN algorithm
and the Double DQN algorithm.

However, an unidentifiable problem of calculating Q value by the equation (2.1.26) is
that when given Q(s, a; θ, α, β) we can not recover V (s; θ, β) and A(s, a; θ, α) uniquely.
To solve this issue of identifiability, the solution is to force the advantage function esti-
mator to be zero at the chosen action. That can be done by subtracting the max advantage
function value from the advantage function as:

Q(s, a; θ, α, β) = V (s; θ, β) + (A(s, a; θ, α)−max
a′∈A

A(s, a′; θ, α)). (2.1.27)

Now, for the action a∗ = argmax
a′∈A

Q(s, a′; θ, α, β), we have A(s, a∗; θ, α) = 0, thus we

know that V (s; θ, β) = Q(s, a∗; θ, α, β).
An alternative way is to replace the max operator by an average operator as:

Q(s, a; θ, α, β) = V (s; θ, β) + (A(s, a; θ, α)− 1

|A|
∑
a′

A(s, a′; θ, α))). (2.1.28)
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Although the equation (2.1.28) loses the semantic meaning of V (s; θ, β) and A(s, a; θ, α)
because it now subtracts the mean of the advantage function value instead of the max
value and makes it unable to recover V and A, it still increases the stability of the learning
process because the advantage value function only needs to change as fast as the mean
value, instead of changing as the max value. This equation provides better performance.

As we get the estimation of Q(s, a; θ, α, β) from the dueling architecture, it can gen-
eralize learning across actions without changing current deep reinforcement learning al-
gorithms. For an example, we can use this Q value in algorithms such as Double DQN to
get the target estimation ŷt as:

ŷDoubleDQN
t = rt + γQ(st+1, argmax

a
Q(st+1, a; θt, αt, βt); θ

−
t , α

−
t , β

−
t ). (2.1.29)

The training method of this dueling network is also simple by applying back-propagation.
The parameters θ, α, β are updated automatically without any extra modifications.

2.1.3 Policy-based methods
As indicated as its name, policy-based algorithms optimizes the policy π(a | s) =

P (a | s) directly. In Value-based algorithms, the policy is a greedy policy obtained from
the Q(s, a) value as:

π(a | s) = argmax
a

Q(s, a) (2.1.30)

in an indirectly way by estimating the state-action function. However, in policy-based
algorithms, we estimate the distribution of the action space A given the current state s.
We also call policy-based methods as policy gradient methods [27, 28].

Suppose a policy is parameterized by the parameter θ, our target is to maximize the
cumulative reward G:

max
θ

G = E[
H∑
t=0

r(st) | πθ)]. (2.1.31)

Let τ denotes a state-action sequence s0, a0, s1, a1, ..., sH , aH , then we define the cumu-
lative reward R for τ is:

R(τ) =
H∑
t=0

r(st, at). (2.1.32)

Then we can rewrite equation (2.1.31) as:

G(θ) = E[
H∑
t=0

r(st, ut); πθ]

=
∑
τ

P (τ ; θ)R(τ).

(2.1.33)
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In this new notation, the goal is to find an optimal θ that:

max
θ

G(θ) = max
θ

∑
τ

P (τ ; θ)R(τ). (2.1.34)

For equation (2.1.34), take the gradient of the parameter θ:

∇θG(θ) = ∇θ

∑
τ

P (τ ; θ)R(τ)

=
∑
τ

∇θP (τ ; θ)R(τ)

=
∑
τ

P (τ ; θ)

P (τ ; θ)
∇θP (τ ; θ)R(τ)

=
∑
τ

P (τ ; θ)
∇θP (τ ; θ)

P (τ ; θ)
R(τ)

=
∑
τ

P (τ ; θ)∇θ logP (τ ; θ)R(τ).

(2.1.35)

To calculate the policy gradient, we usually approximate the equation (2.1.35) with em-
pirical estimate by sampling m different trajectories τ under the policy πθ:

∇θG(θ) ≈ ĝ =
1

m

m∑
i=1

∇θ logP (τ (i); θ)R(τ (i)). (2.1.36)

This equation is valid even when R is discontinuous or unknown, and when the sample
space of trajectories is a discrete set. Because we want to maximize the equation (2.1.34),
the gradient will increase the probability of trajectories with positive R and decrease
the probability of trajectories with negative R. Note that the gradient only changes the
probability of experience trajectories, but not change the trajectories.
∇θ logP (τ (i); θ) in the equation (2.1.36) can be further decomposed as:

∇θ logP (τ (i); θ) = ∇θ log

[ H∏
t=0

P (s
(i)
t+1 | s

(i)
t , a

(i)
t )πθ(a

(i)
t | s

(i)
t )

]
, (2.1.37)

where P (s
(i)
t+1 | s

(i)
t , a

(i)
t ) is the state transition dynamical model, and the πθ(a

(i)
t | s

(i)
t ) is
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the policy. From equation (2.1.37), we can get:

∇θ logP (τ (i); θ) = ∇θ

[ H∑
t=0

logP (s
(i)
t+1 | s

(i)
t , a

(i)
t ) +

H∑
t=0

log πθ(a
(i)
t | s

(i)
t )

]

= ∇θ

H∑
t=0

log πθ(a
(i)
t | s

(i)
t )

=
H∑
t=0

∇θ log πθ(a
(i)
t | s

(i)
t ).

(2.1.38)

Compared to equation (2.1.37), equation (2.1.38) contains no state transition dynamical
model, which means easier without accessing the state transition model to compute the
estimation. The ĝ in equation (2.1.36) provides an unbiased estimation because E[ĝ] =
∇θG(θ). Therefore, we can estimate policy gradient as equation (2.1.34) with equation
(2.1.38) by sampling trajectories under the policy πθ.

Equation (2.1.34) is unbiased but very noisy because R may varies a lot. To fix this
problem for real-world practicality, we can add a baseline and/or use a temporal structure
[29]. Consider a baseline b, we want to increase the probability of trajectories with R
larger than b, and decrease the probability of those with R smaller than b, then we have:

∇θG(θ) ≈ ĝ =
1

m

m∑
i=1

∇θ logP (τ (i); θ)(R(τ (i) − b)). (2.1.39)

Notice that this equation is still unbiased, we can prove it as:

E[∇θ logP (τ ; θ)b] =
∑
τ

P (τ ; θ) logP (τ ; θ)b

=
∑
τ

P (τ ; θ)
∇θP (τ ; θ)

P (τ ; θ)
b

=
∑
τ

∇θP (τ ; θ)b

= ∇θ

(∑
τ

P (τ ; θ)b

)
= b∇θ(

∑
τ

P (τ ; θ))

= b× 0 = 0.

(2.1.40)
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Thus we still have E[ĝ] = ∇θG(θ) when subtracting a baseline b.
As for the temporal structure, let us change the format of the equation (2.1.39), then

the current estimation of policy gradient is:

ĝ =
1

m

m∑
i=1

∇θ logP (τ (i); θ)(R(τ (i) − b))

=
1

m

m∑
i=1

(H−1∑
t=0

∇θ log πθ(a
(i)
t | s

(i)
t )

)(H−1∑
t=0

R(s
(i)
t , a

(i)
t )− b

)

=
1

m

m∑
i=1

(H−1∑
t=0

∇θ log πθ(a
(i)
t | s

(i)
t )

[
(
t−1∑
k=0

R(s
(i)
k , a

(i)
k )) + (

H−1∑
k=t

R(s
(i)
k , a

(i)
k ))− b

])
(2.1.41)

In this equation, the term
t−1∑
k=0

R(s
(i)
k , a

(i)
k ) does not depend on the current action u

(i)
t , thus

removing this term can lower variance of the estimation. We can also make the baseline
b to depend on s

(i)
t , which make the equation (2.1.41) rewritten as:

ĝ =
1

m

m∑
i=1

H−1∑
t=0

∇θ log πθ(a
(i)
t | s

(i)
t )

(H−1∑
k=t

R(s
(i)
k , a

(i)
k )− b(sit)

)
. (2.1.42)

There are several choices for the baseline b:

• Constant baseline: b = E[R(τ)] ≈ 1
m

m∑
i=1

R(τ (i))

• Optimal constant baseline: b =
∑

i(∇θ logP (τ (i);θ))2R(τ (i))∑
i(∇θ logP (τ (i);θ))2

• Time-dependent baseline: bt = 1
m

m∑
i=1

H−1∑
k=t

R(s
(i)
k , a

(i)
t )

• State-dependent expected return: b(st) = E[rt+ rt+1+ rt+2+ ...+ rH−1] = Vπ(st),
this baseline means that we want to increase the probability of those trajectories
according to how much their return are better than the expected return under the
current policy.

Empirically, we use the forth baseline to estimate the policy gradient. Here comes the
problem: how to estimate the Vπ(st). Generally, we initialize the parameter ϕ to esti-
mate the Vπ(st;ϕ), collect trajectories τ1, τ2, τ3, ...τm, and then use the empirical return to

17



2.1Reinforcement learning Chapter 2 - Background

optimize the Vπ(st;ϕ) as:

ϕt+1 ← argmin
ϕ

1

m

m∑
i=1

H−1∑
t=0

(
Vπ(s

(i)
t ;ϕ)− (

H−1∑
k=t

R(s
(i)
t , a

(i)
t ))

)2

. (2.1.43)

So far, we have introduced all the concepts in the policy gradient, then we can con-
clude the process of the “vanilla” policy gradient algorithm as follows:

• 1. Initialize the policy parameter θ and the value parameter ϕ.

For iteration i = 1, 2, 3, ..., do 2, 3, 4, 5:

• 2. Let the agent interact with the environment under the current policy πθ and
collect trajectories.

• 3. For each time step in each trajectories, calculate the return Rt =
T−1∑
k=t

γk−trk, the

baseline b(st) = Vπ(st;ϕ) and the advantage estimation Ât = Rt − bt.

• 4. Update the value parameter ϕ by minimizing ||b(st) − Rt||2, summing over all
trajectories and all time steps.

• 5. Update the policy parameter θ by using the policy gradient estimation ĝ accord-
ing to the equation (2.1.42) as ĝ = ∇θ log π(at | st; θ)Ât, θ = θ + αĝ, where α is
the learning rate.

2.1.3.1 Asynchronous advantage actor-critic (A3C)

Asynchronous advantage actor-critic [17] is a kind of variant of deep reinforcement
learning algorithm derived from the “vanilla” policy gradient algorithm. Before intro-
ducing the main idea of this algorithm, we will firstly explain what is an “actor” and a
“critic”.

We can use several variants of the baseline b in the equation (2.1.42) to reduce vari-

ance in the policy gradient algorithms. However, the other term
H−1∑
k=t

R(s
(i)
k , a

(i)
k ) will also

lead to large variance due to per sample based or no generalization. To address this prob-
lem, we have two solutions to change this term. One solution is to reduce variance by
adding discount factor γ, the second solution is to reduce variance by using a function to
approximate this term.

Generally, we can use the estimation Q to approximate the term
H−1∑
k=t

R(s
(i)
k , a

(i)
k ):

Qπ(s, a) = E[r0 + r1 + r2 + .... | s = s0, a = a0]. (2.1.44)
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By introducing discount factor, the estimation will be rewritten as:

Qπ(s, a) = E[r0 + γr1 + γ2r2 + .... | s = s0, a = a0]

= E[r0 + γV π(s1) | s = s0, a = a0]

= E[r0 + γr1 + γ2V π(s2) | s = s0, a = a0]

= E[r0 + γr1 + γ2r2 + γ3V π(s3) | s = s0, a = a0]

= ...

(2.1.45)

In the above equation, we can flat the V π(st) = rt + γV π(st+1). We call it 1-step Q es-
timation for just flatting 1 step forward, and n-step Q estimation for n steps forward. As
shown in the equation (2.1.45), to estimate the Qπ(s, a), we can use the value estimation
function V π(s), and this function can also be used to compute the baseline b. Then here
comes the main idea of the actor-critic algorithm: we call the value estimation function
V π(s;ϕ) with parameter ϕ as “critic” that predicts the state value of state s. The policy
π(a | s; θ) with parameter θ is the “actor” to predict the possibility distribution of each ac-
cessible action given state s. The “critic” evaluates the goodness of an action a predicted
by the “actor” π given state s.

The learning process of the advantage actor-critic (A2C) algorithm is:

• 1. Initialize the policy parameter θ and the value parameter ϕ.

For iteration i = 1, 2, 3, ..., do 2, 3:

• 2. Let the agent interact with the environment under the current policy πθ and
collect roll-outs (s, a, r′, s′), compute Q̂π

i (s, a) for each step.

• 3. Update the parameter θ and ϕ according to the update rule:

ϕi+1 ← min
ϕ

∑
(s,a,r′,s′)

||Q̂π
i (s, a)− V π(s;ϕ)||22 + λ||ϕ− ϕi||22 (2.1.46)

θi+1 ← θi + α
1

m

m∑
k=1

H−1∑
t=0

∇θ log πθ(a
(k)
t | s

(k)
t )

(
Q̂π

i (s
(k)
t , a

(k)
t )− V π(s

(k)
t ;ϕ)

)
(2.1.47)

Asynchronous advantage actor-critic is an improved version of the advantage actor-
critic using asynchronous method. The main idea of A3C is to utilize parallel actor learn-
ers to learn policies, which stabilizes the learning process by decreasing the correlation
between experiences and accelerates the training process. In DQN-liked algorithms, ex-
perience replay is utilized in order to break the correlation of the sequence of experiences,
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while in A3C, parallel actor learners collecting different experiences also break the cor-
relation, and facilitate the exploration in policy-based algorithms.

A3C has a global agent to store the main parameters (θ, ϕ). Note that in practical,
θ and ϕ usually share a part of parameter just like the architecture of the dueling DQN.
The global agent copies its parameters to all the workers w1 = (θ1, ϕ1), w2 = (θ2, ϕ2), ....
Workers will execute the actor-critic algorithms, compute the policy gradient according
to the equation (2.1.47), and return their updates of parameters to the global agent. No-
tice that in A3C, n-step Q estimation is used. When all the workers have finished their
learning, the global agent updates according to the parameter update of the workers and
then assign the new parameter (θi+1, ϕi+1) to those workers.

2.1.3.2 Exploration

As mentioned in the section 2.1.2.3, exploration is very important for the agent to
learn experiences from the environment. In value-based algorithms, we use ϵ-greedy to
force the agent to choose some random actions; however, we can not apply ϵ-greedy in
policy gradient algorithms because we should sample the trajectories under the policy
π. Generally, we can add an entropy of the policy π to encourage exploration in policy-
based algorithms. The technical of adding entropy of the policy π to improve exploration
was originally proposed by Williams and Peng [30], they found that it was particularly
helpful to solve tasks which require hierarchical behavior. Mnih et al. [17] improved this
technical to apply it in the A3C algorithms.

The main idea is to add the entropy of the policy π to the objective function of the
policy gradient algorithm [17]. So far we know that the objective function of the actor-
critic algorithms is G(θ) in the equation (2.1.34). Adding the entropy H(π(at | st; θ))
of the policy π can improve the exploration by discouraging premature convergence to
suboptimal deterministic policies. Then we get a new objective function:

J(θ) = G(θ) + βH(π(at | st; θ)), (2.1.48)

where β defines the strength of the entropy regularization and controls how much explo-
ration we want. We then take the gradient of the full objective function including the
entropy regularization term:

ĝ = ∇θJ(θ)

= ∇θ log π(at | st; θ)(Qπ(st.at)− V π(st;ϕ)) + β∇θH(π(at | st; θ)).
(2.1.49)

2.1.3.3 Trust region policy optimization (TRPO)

Schulman et al. proposed Trust region policy optimization (TRPO) which is similar
to natural policy gradient methods but is more effective for optimizing large nonlinear
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policies such as neural networks and with guaranteed monotonic improvement [31].
In TRPO, let R(π) denotes the expected discounted reward:

R(π) = Es0,a0,...

[∑
t=0

γtr(st)

]
, (2.1.50)

and the following standard definitions of the state-action value function Qπ, the value
function V π, the advantage function Aπ:

Qπ(st, at) = Est+1,at+1,...

[∑
l=0

γlr(st+l)

]
, (2.1.51)

V π(st) = Eat,st+1,...

[∑
l=0

γlr(st+l)

]
, (2.1.52)

Aπ(s, a) = Qπ(s, a)− V π(s). (2.1.53)

Consider the expected reward R(π̃) of another policy π̃ in terms of the advantage value
over π:

R(π̃) = R(π) + Es0,a0,...∼π̃

[∑
t=0

γtAπ(st, at)

]
. (2.1.54)

Let ρπ be the discounted visitation frequencies:

ρπ(s) = P (s0 = s) + γP (s1 = s) + γ2P (s2 = s) + .... (2.1.55)

Then we can rewrite the equation (2.1.54) with a sum over states instead of time-steps:

R(π̃) = R(π) +
∑
t=0

∑
s

P (st = s|π̃)
∑
a

π̃(a|s)γtAπ(s, a)

= R(π) +
∑
s

∑
t=0

γtP (st = s|π̃)
∑
a

π̃(a|s)Aπ(s, a)

= R(π) +
∑
s

ρπ̃(s)
∑
a

π̃(a|s)Aπ(s, a).

(2.1.56)

This equation implies that any update of the policy from π to π̃ with a nonnegative ex-
pected advantage at every state s, making

∑
a π̃(a|s)Aπ(s, a) ≥ 0, is guaranteed to im-

prove the policy performance R or just keep it constant. However, the complex depen-
dency of ρπ̃(s) on π̃ makes this equation difficult to be directly optimized. Instead, they
introduced another local approximation in which replace ρπ̃(s) with ρπ(s):

Lπ(π̃) = R(π) +
∑
s

ρπ(s)
∑
a

π̃(a|s)Aπ(s, a). (2.1.57)
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Suppose that we have a policy with parameter π(a|s; θ), then for any parameter value θ0,
we have:

Lπθ0
(πθ0) = R(πθ0), (2.1.58)

∇θLπθ0
(πθ)|θ=θ0 = ∇θR(πθ)|θ=θ0 . (2.1.59)

This equation indicates that a small step from πθ0 to π̃ that improves Lπθold
will also

improve R, but this does not tell us how big of a step should take and leads to an exces-
sively large policy update. To address this problem, they provide a lower bound to the
improvement of R. The new policy can be defined as:

πnew(a|s) = (1− α)πold(a|s) + απ′(a|s), (2.1.60)

where π′ = argmaxπ′ Lπold
(π′) and this equation is under the following constraints:

R(πnew) ≥ Lπold
(πnew)− CDmax

KL (πold, πnew), (2.1.61)

where C = 4ϵγ
(1−γ)2

and DKL is the KL divergence [32]. Thus, we are guaranteed to
improve the true objective R by maximize the following function:

max
θ

[Lθold(θ)− CDmax
KL (θold, θ)]. (2.1.62)

In practice, we usually choose to maximize Lθold(θ) under a trust region constraint as:
D

ρθold
KL (θold, θ) ≤ δ, where D

ρ

KL(θ1, θ2) := Es∼ρ[DKL(πθ1(·|s)||πθ2(s|·))].
To compute Lθold(θ), practically, Schulman et al. used a sample-based estimation

method called importance sampling [33] in which used the past trajectories collected by
the old policy πθold(a|s):

max
θ

Lθold(θ) = Et[
log πθ(at|st)
log πθold(at|st)

Ât, D
ρθold
KL (θold, θ) ≤ δ. (2.1.63)

This objective function can also be rewritten with a penalty instead of a constraint as the
following function:

max
θ

Et[
log πθ(at|st)
log πθold(at|st)

Ât − βD
ρθold
KL (θold, θ)]. (2.1.64)

2.1.3.4 Proximal policy optimization (PPO)

Schulman et al. proposed a new family of policy gradient methods, proximal policy
optimization (PPO) [19]. PPO have some benefits of the TRPO algorithm, but are much
simpler to implement, more general, and have better sample efficiency.
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In TRPO, a constraint is added to the objective function (2.1.64) to avoid large policy
update. To do this, PPO proposed a clipped surrogate objective loss function to penalize
changes of the policy as the following form:

LCLIP (θ) = Et[min(rt(θ)Ât, clip(rt(θ), 1− ϵ, 1 + ϵ)Ât)], (2.1.65)

where the probability ratio rt(θ) is defined as πθ(at|st)
πθold

(at|st) and ϵ is a hyper-parameter. Com-
pared to TRPO, this objective function is simpler and easier to implement.

In order to reduce the variance, most advantage function estimators make use the
state value function V π(s). If we use neural network architectures to approximate those
functions, parameter sharing between the policy function π(a|s; θ) and the value function
V π(s; θ) is helpful. Note that the parameter θ is the shared part. In this case, we must use
an objective loss function that combines the policy objective function LCLIP (θ) and the
value objective function LV F (θ):

LV F (θ) = (Vθ(st)− V targ
t )2. (2.1.66)

The combination objective loss function can further be augmented by combining an
entropy bonus S[πθ](s) of the policy π(a|s; θ) to ensure sufficient exploration, as men-
tioned in the section 2.1.3.2. By adding all these terms together, PPO proposed the fol-
lowing objective loss function:

LCLIP+V F+S
t (θ) = Êt[L

CLIP
t (θ)− c1L

V F
t (θ) + c2S[πθ](st)], (2.1.67)

where c1, c2 are coefficients.
To compute the advantage function estimation Ât in the equation (2.1.65), one popular

way is to compute it as Ât = Qt(s, a) − V (s) according to the equation (2.1.45). For an
example, let the agent run the policy for T steps, notice that T is much less than the
length of an episode, then we use the collected trajectory for an update. For each time
step t ∈ [0, T ], we compute the advantage estimation as:

Ât = −V (st) + rt + γrt+1 + ...+ γT−t−1rT−1 + γT−tV (sT ). (2.1.68)

In conclusion, for each iteration in the PPO algorithm, each of N parallel actors collect
a trajectory with fixed length T time steps, compute the advantage estimation Ât for each
time step, then optimize the objective loss function (2.1.67) with K epochs and mini-batch
size M ≤ NT .
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Chapter 3

Related work

In this chapter, we will introduce some previous work related to the multi-dimensional
hybrid action-space problem and my proposed method. Firstly, we will introduce an
extension to the DQN-liked algorithms, then we will introduce an algorithm to address
the multi-dimensional action-space problem. Finally, a novel method that uses human
demonstration data to accelerate the learning process and provide better starting policies
will be mentioned.

3.1 Prioritized replay buffer
DQN-liked algorithms use experience replay to avoid the correlations in the time se-

quences. Experience replay buffer is used to store the experience transition tuple (s, a, r, s′)
and those stored transitions are sampled randomly to optimize the objective loss function.
In original replay buffer, every sample of (s, a, r, s′) has the same probability to be sam-
pled when doing mini-batch. However, it is natural to find that the agent learns more from
some of its past experiences while some other provide less to learn. Generally, we want
the agent to pay more attention to some transitions than others because it can learn more
from those transitions. Schaul et al. proposed prioritized replay buffer [13] to solve this
sample efficiency problem.

Priority replay buffer tends to more frequently sample transitions with high expected
learning progress, which is measured by their temporal-difference (TD) errors δ. TD error
is the temporal difference between the true objective function and the estimation. The TD
error δ indicates how unexpected the transition is. Thus, the transition with larger absolute
TD error is replayed more frequently from the replay buffer.

Schaul et al. proposed a stochastic prioritization method that interpolated between
pure greedy prioritization according to the TD error and uniform random sampling. This
method made the probability of a transition being sampled to increase as the transition’s
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priority grows, and guaranteed a non-zero probability even for the transition with lowest
priority. Concretely, the probability of sampling a transition i is defined as:

P (i) =
pαi∑
k p

α
k

, (3.1.1)

in which pi is the priority of a transition i and we have pi > 0, the parameter α indicates
how much prioritization will be used. α = 0 means uniform sampling.

There are mainly two ways to calculate the priority pi for each transition. One direct
way is a proportional prioritization where pi = |δi|+ϵ, ϵ is a small positive value to prevent
that a transition is not resampled once when the TD loss is zero, and |δi| is the absolute
value of the transition’s TD error. The other way is an indirect rank-based prioritization
by calculating pi =

1
rank(i)

, where rank(i) for transition i is decided when it is stored into
the replay buffer with TD loss |δi|. Both of the two ways are monotonic in |δ|. However,
the second way is more likely to be more robust because it is more insensitive to outliers.

3.2 Branching Dueling Q-Network (BDQ)
In order to solve a multi-dimensional action-space problem, Tavakoli et al. proposed

a novel neural action branching architecture (Figure 3.1 [20]) called Branching Dueling
Q-Network (BDQ) to address this issue [20].

Figure 3.1: A conceptual illustration of the BDQ.

Suppose that we have several number of degrees of freedom to control the motion
of an agent, and we allow a level of independence for each of those individual dimen-
sions. Then we can control this dimensions separately. As indicated as the name of
this methodology, BDQ separated several network branches for each action dimension,
while each dimension shared the common convolutional neural network with parameter
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θ to obtain the same state representation vector vs (Figure 3.2 [20]). The state repre-
sentation vector vs was then fed into different action branches and was used to compute
the action advantage estimation Aπ

d(s, a; θ, α) for each dimension. d denotes the dth ac-
tion branch. A common value function estimator V π(s; θ, β) was also used to approx-
imate state value V (s), and then was used to compute the state-action value estimation
Qπ

d(s, a; θ, α, β) = Aπ
d(s, a; θ, α) + V π(s; θ, β) for each dimension d. Dueling Double

DQN (DDDQN) and prioritized experience replay were used in this architecture.

Figure 3.2: The architecture details of the branching dueling Q-network.

Tavakoli et al. [20] experimented on several different aggregation methods to combine
the advantage estimation Ad and the state value estimation V (s), and found that the best
performing method was to subtract the mean advantage value from the old advantage
value in each branch, and then added the value estimation. The Q(s, a) value in each
action branch was computed as:

Qd(s, ad) = V (s) +

(
Ad(s, ad)−

1

n

∑
a′d

Ad(s, a
′
d)

)
. (3.2.1)

Tavakoli et al. [20] proposed several temporal-difference (TD) targets for the DQN
updating. One simplest way was to calculate a TD target by using the TD target in Double
DQN for each individual branch separately as:

ŷd = r + γQ−
d (s

′, argmax
a′d∈Ad

Qd(s
′, a′d)), (3.2.2)

where Q−
d was the target network for the dth branch.

Alternatively, a single global TD target was used for all branches by using the maxi-
mum TD target over all branches with the following form:

ŷ = r + γmax
d

Q−
d (s

′, argmax
a′d∈Ad

Qd(s
′, a′d)). (3.2.3)
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However, BDQ applied another method which showed the best performance. This
method replaced the maximum operation in the equation (3.2.3) with a mean operation:

ŷ = r + γ
1

N

∑
d

Q−
d (s

′, argmax
a′d∈Ad

Qd(s
′, a′d)). (3.2.4)

Since they had already got the TD target through the aggregation methods mentioned
above, the next step was to aggregation the TD targets across all the branches to get a final
objective loss function. A simple way was to define the loss function as an expected value
of the averaged TD errors across the branches. However, since the TD errors may have
different signs and this errors may cancel out with each other, this will reduce the value of
the loss function. To overcame this problem, they replaced the TD errors with the absolute
TD errors. In practice, Tavakoli et al. [20] found that defining the objective loss function
as the averaged squared TD errors across the branches enhanced the performance. The
objective loss function was defined as:

L = E(s,a,r,s′)∼D[
1

N

∑
d

(ŷd −Qd(s, ad))
2], (3.2.5)

where the TD target ŷd was computed according the equation (3.2.2), (3.2.3) or (3.2.4).
In BDQ, all branches shared a part of convolutional neural network, the great dif-

ferences between different branches affected the stability of the back-propagation in the
shared part. Therefore, to guarantee the stability, gradient rescaling was applied to rescale
the combined gradient before entering to the shared network module by 1/(N+1), where
N was the number of the branches.

BDQ applied the prioritized experience replay. In order to use this technical, TD errors
were aggregated across branches into a unified one value. This combined TD error was
used to compute the priority of the transition. To keep the magnitudes of those errors,
Tavakoli et al. [20] proposed a unified TD error as the sum of the absolute TD errors
across the branches:

eD(s, a, r, s
′) =

∑
d

|ŷd −Qd(s, ad)|. (3.2.6)

Since BDQ used the Dueling Double DQN as the learning algorithm, this value-based
algorithms dealed with discrete action spaces well but was unable to deal with continuous
action spaces. Tavakoli et al. [20] thought that discrete-action algorithms were powerful
and discretized the continuous action spaces to apply discrete-action algorithms. How-
ever, this discretization may destroy the mechanism of the continuous system. For more
complicated cases such as control systems with multi-dimensional hybrid action spaces,
BDQ is not that suitable. Therefore, we can improve this action branching architecture to
make it more general.
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3.3 Deep Q-learning from demonstrations (DQfD)
Although deep reinforcement learning has achieved several great successes in difficult

decision-making tasks, agents usually require a great large amount of data to learn from
before they reach some reasonable performance. The performance of an agent may seem
bad and stupid during the beginning of the learning process, and it needs millions or
billions time steps to learn to act smartly in the same environment.

Figure 3.3: The architecture of the DQfD algorithm.

Hester et al. studied a setting where the previous control trajectories were accessible
for an agent [16]. They proposed an algorithm called Deep Q-learning from Demonstra-
tions (DQfD) to apply the previous data in deep reinforcement learning algorithms. By
using a small set of demonstration data, the learning process was massively accelerated.
Their experiments showed that the agent using DQfD had better initial performance than
that using prioritized dueling double DQN without demonstration data. This indicated
that DQfD also provided a better starting policy than a randomized policy, which im-
plied application in sparse-reward environments. For an example, in games with sparse
rewards, it is very difficult for a random agent to get some rewards from the environment,
thus it is nearly impossible to learn an efficient policy from those non-reward experiences.
In such cases, DQfD can be used to let the agent learn a better starting policy from existed
demonstrations and thus collect experiences with positive rewards.

DQfD separated the learning process into a pre-training phase and an interacting
phase. The pre-training phase aimed to let the agent imitate the demonstrator and make
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use of the demonstration data as much as possible before interacting with the environ-
ment. A variant of replay buffer was designed for this algorithm (Figure 3.3). In this
replay buffer, human demonstration data was firstly stored, and was never replaced by
transitions collected by the agent itself. The agent’s self-experiences were then stored
after the human demonstration data and were replaced as the replay buffer fulls.

During the pre-training phase, the agent sampled mini-batches from the demonstra-
tion data and updated the network parameter. Generally, double DQN uses a 1-step Q-
learning loss or a n-step Q-learning loss in the objective loss function. In DQfD, Hester
et al. [16] proposed a mixed objective loss function for the pre-training phase. The loss
value was composed of four parts: a 1-step double Q-learning loss JDQ(Q), a n-step
double Q-learning loss Jn(Q), a supervised large margin classification loss JE(Q), and
an L2 regularization loss JL2(Q). The supervised loss was used as a classification of
the demonstrator’s actions, while the Q-learning loss avoided simple action imitation and
guaranteed that the network satisfied the Bellman equation.

The supervised loss was crucial for the pre-training phase to be effective. Demon-
stration data usually contained only a small part of the state space and did not take all
possible actions. Therefore, many state-action pairs had never been taken and it was hard
to ground them to their true value. If only learned with the Q-learning loss during the
pre-training phase, the network updated toward the highest of those ungrounded variables
and led to wrong estimation. Therefore, a large margin classification loss [34] was added:

JE(Q) = max
a∈A

[Q(s, a) + l(aE, a)]−Q(s, aE), (3.3.1)

where aE was the demonstration action and l(aE, a) was a margin function that equals to
0 when a = aE and a positive value otherwise. This loss forced that the value of other
actions other than aE had at least a margin lower than the demonstrator’s action aE . This
avoided the values of those unseen actions to be too large.

The combination loss was represented as:

J(Q) = JDQ(Q) + λ1Jn(Q) + λ2JE(Q) + λ3JL2(Q), (3.3.2)

where λs were used to control the weights of the losses.
Once the pre-training phase ended, the agent began to interact with the environment

as normal DQN methods do. Two things different from normal methods were the replay
buffer and the proportional prioritized sampling. The replay buffer in DQfD fixed the
demonstration data and never replaced those data. The agent sampled a mixed mini-batch
of demonstration data and self-experiences data from the replay buffer and used different
priorities to control the ratio of these two different data. Positive constants ϵa and ϵd
were used as priority bonus for self-experience data and demonstration data respectively
to control the relative sampling.
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Chapter 4

Proposed method: Branching PPO

In this thesis, in order to address the complex multi-dimensional hybrid action-space
problem, the proposed method, branching PPO, combined the action branching archi-
tecture proposed by Tavakoli et al. [20] and the PPO learning algorithm [19]. Besides
using the pixel features of the frames, branching PPO also made use of the non-pixel ob-
servations from the environment. A unique learning method was also proposed to using
human demonstration data. Experiments in difficult tasks in the 3D environment game of
the Minecraft showed the effectiveness of the branching PPO.

4.1 Experiment Environments: MineRL
Deep reinforcement learning has achieved several successes in the game AI field.

Researchers claimed to train agents that outperform human beings in various different
games, from traditional chess games to complex video games such as Atari 2600 [1].
However, compared to 2D environment video games like Atari 2600, 3D environment
games such as ViZDoom, a famous first-person shooting game, Labyrinth and Minecraft
are more challenging for both human beings and agents. What is more, the complexity
gives 3D environment games the advantage of resembling the real world, which makes it
a suitable testbed for solving problems in real world.

Compared to 2D environment games, the partial observability becomes a main diffi-
culty in 3D games. In 2D video games, agent is able to observe the whole state of the
environment from the screen, while in 3D games, the agent only sees things in front of it
because of the first-person view. The observation from first-person view is unable to refer
the whole state of the environment such as what is behind the agent or what happens in
other areas, resulting in partial observability.

Besides the partial observability problem, the high-dimension visual observation and
complicated action spaces are also difficult problems. Generally, a 3D games often con-
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tains various entities and items in the environment. For example, in Minecraft, there
are large quantities of entities, blocks and topographies. These not only lead to high-
dimension visual observation problem but also increase the complexity of the accessible
action spaces.

Figure 4.1: A screenshot of the game Minecraft.

Among those 3D environment games, Minecraft, which is a sandbox game provid-
ing a free 3D world with less limits, attracts many researchers for its challenging en-
vironment, high-dimension representation, complex action spaces and hierarchical item
systems. Minecraft creates a 3D world for players to explore various topographies and
scenes. Its players can enjoy an exciting experience of ultimate survival or the pleasure of
creating their own worlds. Figure 4.1 shows a screenshot of the game. The world is very
complex, containing thousands of different elements, items, blocks and operations. This
complexity makes it very difficult to have an artificial intelligence agent learn to act like
a human in the Minecraft world. It is hard to define the action space because the actions
in Minecraft are continuous, since the action time depends on how long players press
their keyboard. The complicated survival system is confusing even to human players.
For example, new players may not know where to start or what actions to make, facing
such a huge plane when they enter the world for the first time. These properties of the
special environment in Minecraft present a challenge for researchers to create an artificial
intelligence agent for it.

MineRL is a research project started at Carnegie Mellon University aiming at devel-
oping various aspects of artificial intelligence within Minecraft [23]. MineRL provides
a simulator of Minecraft and defines several tasks from basic navigation task to difficult
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diamond obtaining task. It also defines the state space and the action space for each
task and provides simple APIs to control the agent in this simulator. In this simulator,
the observations obtained from the task environment are not only the pixel feature of the
frame, but also contain some non-pixel features. The action space is a multi-dimensional
hybrid action space with both discrete action spaces and continuous action spaces. We
will introduce the details of the state space and the action space for specific tasks later.
In this thesis, we take the “navigation” task and the “treechop” task as the experiment
environments.

MineRL also provides researchers with a great amount of human demonstration data
of those tasks. Each trajectory in the demonstration data contains a video recording the
human player’s game process, a file including the transitions (s, a, r, s′) of each time step
in the trajectory, and meta information such as whether this trajectory finishes the task
successfully or not.

4.1.1 Navigation

Figure 4.2: The environment of the navigation task. The goal is to find a diamond block
in a random environment, and the diamond may be slightly below surface level.

In this task, the goal is to find a diamond block in a random generated survival mode
map in a Minecraft world. This represents a basic primitive skill used in many other tasks
throughout Minecraft. The agent is randomly initialized in the environment.

Accessible observations are:

• Pixel observation: an RGB image observation of the agent’s first-person perspec-
tive with the size of 64× 64× 3.

• Inventory: the number of the item “dirt” in stock. An integer number.

• Compass angle: a compass angle which points near the goal location, and the goal
location is 64 meters far from the start location of the agent.
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There are 11 action dimensions in total:

• Forward: discrete action space,Ad = {0, 1}, where 0 means not to move, 1 means
to move 1 block forward.

• Back: discrete action space, Ad = {0, 1}.

• Left: discrete action space, Ad = {0, 1}.

• Right: discrete action space, Ad = {0, 1}.

• Attack: discrete action space, Ad = {0, 1}.

• Place: discrete action space, may have different items to choose according to the
inventory. In this navigation task, Ad ={“none”, “dirt”}.

• Jump: discrete action space, Ad = {0, 1}.

• Sneak: discrete action space, Ad = {0, 1}.

• Sprint: discrete action space, Ad = {0, 1}.

• Direction: continuous action space, Ad = [−180, 180]. This action space repre-
sents the agent’s moving direction. This value can be chosen from -180 degree to
180 degree. 0 means to keep going straight, a positive value d means to turn right
with d degree, while a negative value means to turn left.

• Sightline angle: continuous action space, Ad = [−180, 180]. This action space
represents the agent’s sightline direction. For an example, 0 means that the agent
will look straightly at the front, a negative value d means to look down with d
degree, while a positive value d means to look up with d degree.

The agent is given a +100 reward upon touching the diamond block, which is a very
sparse reward; however, we use a dense reward variant of this environment in which the
agent is given a positive reward every tick for how much closer (or a negative reward for
farther) the agent gets to the target. The diamond block has a small random horizontal
offset from the compass location. It also has a probability to be set slightly below the
surface level, which means that the agent may need to destroy the “dirt” block to find
this diamond block under the ground or to search around the place by using local visual
features. Episode terminates when agent reaching the goal block or using up maximum
6000 steps.
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4.1.2 Treechop
As logs are necessary and significant as a basic resource to craft a wide range of items

in Minecraft, it is a very important skill to get log units from the environment. In this
task, the agent needs to chop the tree and collect 64 logs in a random forest biome given
an iron axe for cutting trees. The agent is randomly initialized in the environment.

Accessible observations are:

• Pixel observation: an RGB image observation of the agent’s first-person perspec-
tive with the size of 64× 64× 3.

Compared to the navigation task, there is no “place” action in the treechop task. Other
action dimensions are the same as the navigation task. Thus, there are totally 10 action
dimensions in this task.

The agent is given a +1 reward when it obtains a unit of log. Episode terminates when
agent obtains 64 units or uses up maximum 8000 steps.

Figure 4.3: The environment of the treechop task. The goal is to obtain 64 log units from
a random forest biome.

4.2 Architecture and learning methods
The proposed method, branching PPO, was a combination of the action branching

architecture [20] and the policy gradient algorithm PPO [19]. In this section, we will
talk about the main neural network structure of branching PPO, the TD target, the loss
function, a unique learning method to use human demonstration data, and a multi-process
simulation method.

4.2.1 Main structure
Figure 4.4 shows the architecture of the branching PPO method. In the experiment

environments, there are two different kinds of observations obtained from the environ-
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ment, the pixel observation and the non-pixel observation. Deep reinforcement learning
algorithms take pixel observations such as RGB images as inputs to the neural networks.
To deal with those non-pixel observations in the navigation task environment, we pro-
posed to create a non-pixel feature vector, encode it and make a combination state rep-
resentation vector ŝt. For an example, in the navigation task, the non-pixel observations
are a compass angle and an inventory number of the item “dirt”. So we made a vector
vnon−pixel=[compass angle, number of “dirt”] ∈ R2 as another input of the neural network
architecture. We regularized the compass angle value by divided by 180 degree. The
number of “dirt” is divided by 64.

Figure 4.4: The main neural network structure of branching PPO.

This non-pixel observation vector was then fed into extra fully connected layers and
we got the feature vector ŝnon−pixel. The pixel observation with size 64 × 64 × 3 was
fed into a convolutional neural network, and generated a feature vector ŝpixel. These two
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feature vectors were then added together to get a combination feature vector ŝt. We took
the combination of the non-pixel feature vector and the pixel feature vector as the final
state representation and then fed it into a value function estimator and an action branching
part.

The value function estimator V π(s) took the state representation vector ŝt as the input
and outputted the estimation of the state value of the current state. This critic value V π(s)
was then used to compute the advantage value function Aπ

t according to the equation
(2.1.68).

The action branching part contained N branches to estimate the policy π(ad|s) =
P (ad|s), ad ∈ Ad for N dimensions. The input of the action branching part was also the
state representation vector ŝt. All branches had the same neural network architecture as
shown in the Figure 4.4.

Note that we had both discrete action spaces and continuous action spaces. For dis-
crete action spaces, we used the categorical distribution to approximate the distribution
over discrete action spaces, and then sampled an action according to this distribution.
Softmax was used to output the probabilities of each action in the discrete action space
Ad. For an example, in the “forward” dimension, there were two different actions: move
forward or not. Therefore, the output of this action branch was a vector ∈ R2, where each
element represented the probability of one action.

For continuous action spaces “direction” and “sightline angle’, we used the Gaussian
distribution to approximate the distribution over actions, and then sampled an action ac-
cording to the Gaussian distribution. The action branch outputted the mean µ, and the
standard deviation σ was fixed as 1.

4.2.2 Loss function
Original PPO [19] used a combination objective loss function:

LCLIP+V F+S
t (θ) = Êt[L

CLIP
t (θ)− c1L

V F
t (θ) + c2S[πθ](st)], (4.2.1)

where the policy gradient LCLIP
t (θ) was computed as:

LCLIP (θ) = Et[min(rt(θ)Ât, clip(rt(θ), 1− ϵ, 1 + ϵ)Ât)], (4.2.2)

rt(θ) =
πθ(at|st)
πθold(at|st)

. (4.2.3)

In branching PPO, we calculated the policy gradient LCLIP
d (θ) and the entropy bonus

Sd[πθ](s) for each different action branch d. Since there was only one critic estimator, we
computed a global value estimation loss:

LV F (θ) = (Vθ(st)− V targ
t )2. (4.2.4)

36



4.2Architecture and learning methods Chapter 4 - Proposed method: Branching PPO

One most direct and simplest way was to define a final global objective loss function by
taking the average loss function across all branches as:

L(θ) =
1

N

N∑
d=1

LCLIP
d (θ)− c1L

V F (θ) + c2
1

N

N∑
d=1

Sd[πθ](s), (4.2.5)

where N was the total numbers of action branches. In the experiments, we mainly used
this global loss function to train the agent.

4.2.3 Human demonstration application
MineRL provides researchers with a great amount of human demonstration data,

which is helpful to train the agent and improve the performance. Human demonstration
is even crucial in some extremely difficult environments with sparse reward, in which a
random policy may never find the goal in the task. As mentioned in the section 3.3, for
DQN-liked value-based algorithms, we can apply DQfD [16] to utilize human demonstra-
tion data to improve sample efficiency, provide the agent with a better starting policy, and
accelerate the learning process. However, DQfD can not be used in policy-based algo-
rithms such as PPO. Actually, policy-based algorithms are more flexible to apply human
demonstration data. Since the actor estimator directly approximates the policy π(a|s), it
is convenient to directly apply supervised learning to update the actor estimator.

We proposed a learning method to use human demonstration data in our branching
PPO architecture. Similar to DQfD, there were a pre-training phase and an interacting
phase in this method. During the pre-training phase, supervised learning was used to train
the actor estimator. It sampled transitions (sE, rE, aE, s

′
E) in which E denoted human

demonstration data with mini-batch. For discrete action spaces, the actor π(a|s) outputted
the distribution P (a) for each action. We used the negative log likelihood loss to train the
actor as:

Ld = −
1

n

n∑
1

∑
a∈Ad

ya logP (a), (4.2.6)

where ya = 1 when a = aE , otherwise ya = 0. n is the mini-batch size. For continuous
action spaces, the actor π(a|s) outputted the mean value aµ of the Gaussian distribution,
then we used the mean square error (MSE) loss function to train the actor:

Ld =
1

n

n∑
1

(aE − aµ)
2. (4.2.7)

We combined loss functions of all branches together and obtained a final loss function:

L =
1

N

N∑
1

Ld, (4.2.8)
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where N was the number of action branches. We also used an experience buffer to store
the human demonstration data for mini-batch sampling. Note that in the pre-training
phase, only the actors were trained by using the human demonstration data.

Figure 4.5: A diagram of the proposed learning process to combine branching PPO al-
gorithm and the human demonstration data. In the beginning of the training process,
supervised learning was used to train the agent for M steps. Then the agent began to in-
teract with the environment. The reinforcement learning part and the supervised learning
part were switched by controlling the parameter c and m.

During the interacting phase, We separated the learning process into two part, the
reinforcement learning part and the supervised learning part. In the reinforcement learn-
ing part, the agent interacted with the environment, collected trajectories, and updated
the actor estimators π(a|s) and the value estimator V π(s) with the proposed branching
PPO algorithm. The reinforcement learning lasted for a fixed number of c episodes, and
then switched to the supervised learning part. In the supervised learning part, the agent
stopped to interact with the environment, and the actor estimators were trained by sam-
pling the human demonstration data for m steps. This process was just similar to that in
the pre-training phase. After the supervised learning part ended, it switched back to the
reinforcement learning part. This two parts were switched by controlling the parameter c
and m, see Figure 4.6.

4.2.4 Multi-process simulation
Policy gradient algorithms update the policy by sampling trajectory under the current

policy. However, only sampling one trajectory leads to huge variance. In order to reduce
the variance of the policy gradient, a common method for policy-based algorithms is to
use multiple environments to sample multiple trajectories and take the average policy
gradient.
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Figure 4.6: A explanation of the multi-process simulation method.

However, the experiment MineRL environments do not support multi-processing. As
a result, We proposed a multi-process simulation method to address this problem by using
only one game process to simulate multiple processes to reduce variance. Generally,
PPO [19] creates N processes, executes T time-steps in each environment in one update.
Compute the advantage Ât for t ∈ [1, T ] in each process, and samples mini-batches with
size M from those NT time-steps to update the policy parameter. In our multi-process
simulation, we did it by only using one game process. Instead of excuting T steps in N
processes, the agent took N × T steps in only one process. Then we divided this N × T
steps into N separated trajectories, and treated them as N trajectories from N different
processes with length T . Therefore, it was possible to sample the data and updated the
policy without huge variance.

4.3 Models
We proposed to use four different models in the experiences: BDQ, BDQ with human

demonstration data, branching PPO, and branching PPO with human demonstration data.
The same neural network architecture was used for those four models, while the outputs
of value-based algorithms and policy-based algorithms were different.

The detail of the shared neural network architecture is shown as follows:

• Inputs: For BDQ and its demonstration version, we took the last four frames as the
current pixel observation, each frame had the size of 3 × 64 × 64. Therefore, the
input size was 12× 64× 64. For branching PPO and its demonstration version, we
only took the current frame as the input. The input size was 3 × 64 × 64. For the
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navigation task, the non-pixel observation was a vector with dimension 2. There
was no non-pixel observation in the treechop task.

• Convolutional neural network 1: We took the pixel observation as the input. Let
(n, k, s) denotes the parameter of a convolutional neural network, where n is the
number of kernels, k is the kernel size, and s is the stride length. This network had
a size of (32, 7, 3). Outputted o1 with the size 32× 20× 20.

• Convolutional neural network 2: We took the o1 as the input. The size was
(64, 4, 2), and it outputted o2 with the size 64× 9× 9.

• Convolutional neural network 3: We took the o2 as the input. The size was
(64, 3, 1), and it outputted o3 with the size 64 × 7 × 7. o3 was flatted as the ŝpixel
vector with dimension 3136.

• Fully connected layer 1: We took the non-pixel observation as the input. The size
was 2× 64, and it outputted the ŝnon−pixel with dimension 64.

We concatenated the ŝnon−pixel and the ŝpixel to get a combined state representation
vector ŝ with dimension 3200. This vector was taken as the input to the value estimator
and the action branches as Figure 4.4.

The detail of the value estimator is as follows:

• Fully connected layer 2: We took the state representation vector ŝ as the input.
The size was 3200× 128, and it outputted a vector o4 with dimension 128.

• Output layer 1: We took the vector o4 as the input. The size was 128 × 1, and it
outputted a value estimation V π(s).

For different action branches, the neural networks were similar:

• Fully connected layer 3: We took the state representation vector ŝ as the input.
The size was 3200×128, and it outputted a vector od with dimension 128 in branch
d

However, the outputs for discrete action spaces and continuous action spaces were differ-
ent. For discrete action spaces, the output layers were:

• Discrete output layers: We took the vector od as the input. Outputted a vector with
dimension |Ad|. In value-based models, BDQ and its demonstration version, this
vector represented the state-action value estimation Q(s, a) for each a ∈ Ad. In
branching PPO and its demonstration version, it represented the probability P (a|s)
for each a ∈ Ad.
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• Continuous output layers: We took the vector od as the input. In BDQ and its
demonstration version, we discretized the continuous action space [−180, 180] into
36 discrete points {-180, -170, ...,0,...,170,180}. Therefor, the output size was 36.
However, in branching PPO and its demonstration version, it outputted the mean µ
in a Gaussian distribution, thus the output size was 1.

4.3.1 BDQ
We have introduced the main idea of the BDQ model in the section 3.1. BDQ was a

model combining the action branching architecture and the dueling double DQN learning
algorithm. Prioritized experience replay was also used in this model. What is more,
compared to the original BDQ in [20], in our model, extra neural networks were added to
deal with non-pixel observations.

Parameters that used in this model are shown as follows:

• Batch size: 32

• Discount factor γ: 0.99

• Learning rate: 0.00025

• Prioritized experience replay ϵ: 0.0001

• ϵ-greedy annealing steps: 1,000,000

• Experience replay buffer size: 1,000,000

4.3.2 BDQ with demonstration data
This is a demonstration variant of the BDQ model, which used the DQfD [16] to pre-

train the agent with human demonstration data. Prioritized replay was also used in this
model, and this model had the same parameters in BDQ, and some extra parameters:

• Pre-training steps: 50,000

• Human data prioritized experience replay ϵ: 0.01

• Self-data prioritized experience replay ϵ: 0.0001

• Weights λs for different parts in the combination loss function (3.3.2): λ1 = 0.0, λ2 =
1.0, λ3 = 0.00001.

• Human demonstration data: 63152 frames in the navigation task, 439900 frames
for the treechop task.

41



4.3Models Chapter 4 - Proposed method: Branching PPO

4.3.3 Branching PPO (BPPO)
The main architecture of the branching PPO has been explained in previous section.

The main parameters of this model are:

• Batch size: 32

• Discount factor γ: 0.99

• Learning rate: 0.00025

• Clip ϵ: 0.2

• T steps in one trajectory: 8

• Number of processes N : 128

4.3.4 Branching PPO with demonstration data
The learning method of this model is explained in the section 4.2.3. Besides the

parameters in branching PPO, some extra parameters are:

• Pre-training steps: 50,000

• Switch parameters: c = 2,m = 500.

4.3.5 Action dimensions reduction
The details of the action space is mentioned in the section 4.1.1. We assumed that all

these dimensions were independent with each other, thus these action dimensions were
predicted by separate action branches. However, as we can see that some action dimen-
sions are not completely independent with each other, such as the “Forward” dimension
and the “Back” dimension. These two dimensions could be combined together as one di-
mension. The number of action dimensions could be reduced by doing this combination.
Therefore, we proposed an action dimension reduction variant of the original action space
and trained with the four models mentioned before.

The reduction version of the action space in the navigation environment is shown
below:

• Forward back: discrete action space, Ad = {0, 1, 2}, where 0 means to move 1
block forward, 1 means to move 1 block back and 2 means not to move.
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• Left right: discrete action space, Ad = {0, 1, 2}, where 0 means to move 1 block
left, 1 means to move 1 block right and 2 means not to move.

• Attack place: discrete action space, Ad = {0, 1, 2}, where 0 means to attack, 1
means to place a “dirt” block, and 2 means to do nothing.

• Jump: discrete action space, Ad = {0, 1}.

• Sneak: discrete action space, Ad = {0, 1}.

• Sprint: discrete action space, Ad = {0, 1}.

• Direction

• Sightline angle

The reduction version of the action space in the treechop environment is as follows:

• Forward back: discrete action space, Ad = {0, 1, 2}, where 0 means to move 1
block forward, 1 means to move 1 block back and 2 means not to move.

• Left right: discrete action space, Ad = {0, 1, 2}, where 0 means to move 1 block
left, 1 means to move 1 block right and 2 means not to move.

• Attack: discrete action space, Ad = {0, 1}.

• Jump: discrete action space, Ad = {0, 1}.

• Sneak: discrete action space, Ad = {0, 1}.

• Sprint: discrete action space, Ad = {0, 1}.

• Direction

• Sightline angle

Notice that the “direction” dimension and the “sightline angle” dimension were not changed
in the reduction versions.

43



4.4Experiments results and analysis Chapter 4 - Proposed method: Branching PPO

4.4 Experiments results and analysis
We conducted experiments on both the navigation task and the treechop task by using

the models mentioned in the previous section. The training results of the four models
showed the efficiency of the proposed branching PPO algorithm. For the navigation task,
we trained the agent in the dense version environment, and tested the agent performance
in the sparse version environment. Finally, we compared the original action space and the
reduction version of the action space.

4.4.1 Navigation task
Training results of the four different models in the dense navigation environment are

shown in Figure 4.7 and Table 4.1. From the figure, we can see that agents with BPPO
algorithms learn faster and achieve higher performance than BDQ agents. Models pre-
trained by using human demonstration data indeed improve the agent performance. BPPO
shows better compatibility and sample efficiency with human demonstration data.

In the table, mean reward, median reward, min reward and max reward are computed
over 1000 episodes. The first 4 rows in Table 4.1 are the results of our models. The last
4 rows are the results from the William H. et al., who are authors of the MineRl platform
[35]. They trained a DQN agent, a A2C agent, a behavior cloning agent, and a pre-train
DQN agent. Although in their paper they wrote DQN, actually it was a dueling double
DQN model. In all their models, they did not use the multi-dimensional action space.
They discretized continuous action spaces. However, they only provided the best average
reward over 100 episodes.

BPPO algorithms have higher mean reward, median reward, and min reward than
BDQ algorithms. BPPO without human demonstration data even obtains better perfor-
mance than BDQ with human demonstration data. Higher min reward also indicates that
BPPO algorithms are good at avoiding extremely bad actions in the beginning of the
learning process. When compared to William H. et al.’s work, PPO DEMO model has
lower best average reward over 100 episodes than their pre-train DQN [35] model. How-
ever, they did not explain their details of the pre-train methods. The difference may come
from the pre-training methods, and that they did not use multi-dimensional action space.
BPPO and A2C are both policy-based algorithms, but A2C has very bad performance and
can hardly get any reward from the environment.

4.4.2 Treechop task
Training results of those models in the treechop environment are shown in Figure 4.8

and Table 4.2. In the figure, we can see that BPPO and BDQ without human demonstra-
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Figure 4.7: Training results over four different models in the navigation environment.

Model Mean
reward

Median
reward

Min
reward

Max
reward

Best aver-
age reward
over 100
episodes

BDQ 34.90 33.36 -18.76 175.18 53.81
BDQ DEMO 41.44 46.53 -33.60 175.11 56.10
BPPO 49.27 53.15 -14.64 172.28 54.04
BPPO DEMO 53.20 51.67 -7.53 174.14 60.47
DQN [35] - - - - 55.59
A2C [35] - - - - -0.97
Behavior
Cloning [35]

- - - - 5.57

Pre-train DQN
[35]

- - - - 94.96

Table 4.1: Episode rewards analysis for different models in the navigate environment
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Figure 4.8: Training results over four different models in the treechop environment.

Model Mean
reward

Median
reward

Min
reward

Max
reward

Best aver-
age reward
over 100
episodes

BDQ 0.0 0.0 0.0 0.0 0.0
BDQ DEMO 8.52 8.0 0.0 37.0 13.62
BPPO 0.0 0.0 0.0 0.0 0.0
BPPO DEMO 36.62 38.0 0.0 63.0 47.0
DQN [35] - - - - 3.73
A2C [35] - - - - 2.61
Behavior
Cloning [35]

- - - - 43.9

Pre-train DQN
[35]

- - - - 4.16

Table 4.2: Episode rewards analysis for different models in the treechop environment
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tion data can not get any reward from the environment. This indicates that in the treechop
task, which has an environment with extremely sparse reward and is very hard to get any
reward with random actions from, pre-training with demonstration data is crucial for the
agent to learn better starting policies to have a quick start. With human demonstration
data, BPPO DEMO obtains much more higher rewards than BDQ DEMO, and shows
better compatibility with demonstration data and higher sample efficiency.

In Table 4.2, we also compared the results of our models and the models provided
by William H. et al. [35]. The max reward of BPPO DEMO is 63, which means this
model can finish the goal of this task, which is to collect 64 log blocks. The max reward
is 63 because when the agent obtains the 64th log block, the environment terminates.
The proposed BPPO DEMO even outperforms William H. et al.’s best model, behavior
cloning model.

In the navigation environment, pre-train DQN got very high performance, and be-
havior cloning had poor performance. However, in the treechop environment, behavior
cloning outperformed pre-train DQN. We think this indicates the difference between the
two tasks. Navigation is more difficult than treechop because the agent can get less in-
formation from the pixel observation unless it approaches the diamond block, while in
the treechop environment, the agent sees many trees from the pixel observation and it is
easy for the agent to learn to obtain a log block by attacking the tree. Therefore, behavior
cloning is better in the treechop task. However, our proposed BPPO DEMO performem
well in both environments.

4.4.3 Agent tests
In the navigation task, we trained the agent in the dense version environment. How-

ever, agent performing well in dense version environment does not mean that it can also
have good performance in the sparse version environment. Therefore, we tested the
BDQ DEMO and the BPPO DEMO models in the sparse navigation environment.

Figure 4.9 shows the test performance of different models in both the dense and the
sparse navigation environment. Each model was evaluated for 50 episodes. Figure 4.9(a)
is the testing result in the dense version environment, which is also the training environ-
ment. Notice that in this version, the agent gets a small positive reward when it gets closer
to the diamond block, and gets a +100 reward for reaching the diamond block. There-
fore, the agent may get a total reward over 100 when it finally reaches a diamond block.
However, in the sparse version, the agent only receives a +100 reward for approaching
a diamond block. Thus the total reward is 100 only when the agent successfully reaches
the goal block, otherwise 0. Figure 4.9(b) is the testing result in the sparse version envi-
ronment.

Results show that the BDQ DEMO model can not finish the task in neither the dense
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(a) Dense version environment (b) Sparse version environment

Figure 4.9: Testing results for two models in both dense and sparse navigation environ-
ments.

version nor the sparse version, while the BPPO DEMO model successes 3 times in the
dense version and 8 times in the sparse version. This shows the potential of the BPPO DEMO
model that can be reused and applied in more complicated tasks as a skill.

4.4.4 Reduction version
We proposed a reduction version of the action space, which was explained in the

section 4.3.5. We also trained four models with the reduced action space in the navigation
task and the treechop task.

Figure 4.10 shows the comparison between the original action space and the reduced
action spaces in the navigation task with four different models. Figure 4.11 shows the
comparison results in the treechop task. From the figures we can see that the reduced
action space does not benefit the agent performance, it even causes worse performance
with the BPPO DEMO model.

These results contradict with our assumption that combining dependent action dimen-
sions together will improve the performance. This may because that the action dimension
“forward” and “back” do not completely contradict with each other, because in the multi-
dimensional action space, it has an order to execute each action from different dimensions.
The agent can firstly move forward and then move back. These results also indicate that
a combination “action” of primitive actions from different independent dimensions with
multiple DOFs helps the agent to have more flexible motions.
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(a) BDQ (b) BDQ DEMO

(c) BPPO (d) BPPO DEMO

Figure 4.10: Comparison between the original action space and the reduced action space
in the navigation environment.
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(a) BDQ (b) BDQ DEMO

(c) BPPO (d) BPPO DEMO

Figure 4.11: Comparison between the original action space and the reduced action space
in the treechop environment.
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Chapter 5

Conclusion

5.1 Summary
In this work, in order to address a kind of general and complex action-space prob-

lem, the multi-dimensional hybrid action space in 3D environment games, we proposed
a branching PPO algorithm which combined the action branching architecture and the
PPO algorithm. By adding extra fully connected layers to the original action branching
architecture, the proposed model can also deal with non-pixel observation inputs. To im-
prove sample efficiency and make use of human demonstration data, we also proposed
a learning method which switched between supervised learning and deep reinforcement
learning.

we conducted experiments in Minecraft environment with the MineRL platform to
evaluate the proposed algorithm. Four models were evaluated in both two environments.
Experiment results showed that the proposed algorithm BPPO greatly accelerated the
learning process and achieved higher performance in both environments. When we trained
the agent with human demonstration data, BPPO showed better compatibility and sample
efficiency with demonstration data.

5.2 Future work
Although the experiment results show the efficiency of the BPPO, there are still some

ways to improve this proposed method. In this work, we only applied the simplest way to
combine branch losses into a final loss function, which was the average value over action
branches. It could be improved to use other kinds of aggregation, such as averaged square
value.

The second problem was an overfitting problem when we used human demonstration
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data in the proposed method. It was difficult to make a balance between the supervised
learning and the reinforcement learning parameter m and c. Overfitting occurred when
the training steps m of supervised learning part was high during the interacting phase
while less m decreased the agent performance. We tried several parameters to find a set
of parameters that let the agent have good performance as well as less overfitting. So next
we could find a better way to leverage the supervised learning part and the reinforcement
learning part.

The third point was that in this work we mainly compared the BPPO models with
the BDQ models. All these models were designed to deal with multi-dimensional action
spaces. Although we also compared those models with the baselines made by the authors
of the MineRL platform, they did not provide the details of their models. We think it
could be better to show the efficiency of the proposed model by implementing a one
dimensional action space by ourself. Another idea is that in our recent BDQ models, we
discretized the continuous action space every 10 degrees and got 36 discretized points.
Another way is to remove other points but only keep 10 degrees, 0, and -10 degrees. This
was also the way that used in the baselines.

In Minecraft, navigation and tree chopping are basic tasks to collect many resources in
this game. Usually in very complicated environments and tasks, hierarchical RL is often
used to decompose the difficult tasks into small simple sub-tasks. In this work, we chose
the navigation task and the treechop task as the experiment environments to evaluate the
proposed model. The results showed the efficiency of the BPPO. Therefore, in future
work, a direction is to use the trained models in hierarchical RL to solve more difficult
tasks.
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