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Abstract
1
 

Mammographic risk analysis is an important task for 

assessing the likelihood of a woman developing breast 

cancer. It has attracted much attention in recent years as 

it can be used as an early risk indicator when screening 

patients. In this paper, a kernel-based fuzzy-rough near-

est-neighbour approach to classification is employed to 

address the issue of the assessment of mammographic 

risk. Four different breast tissue density assessment met-

rics are employed to support this study, and the perfor-

mance of the proposed approach is compared with alter-

native nearest-neighbour-based classifiers and other 

popular learning classification techniques. Systematic 

experimental results show that the work employed here 

generally improves the classification performance over 

the others, measured using criteria such as classification 

accuracy rate, root mean squared error, and the kappa 

statistics. This demonstrates the potential of kernel-based 

fuzzy-rough nearest-neighbour classification as a robust 

and reliable tool for mammographic risk analysis.  

Keywords: Mammographic Risk Analysis, Ker-

nel-based Fuzzy-rough Sets, Nearest-neighbour Algo-

rithms, Classification. 

 

1. Introduction 
 

Breast cancer is the most common cancer and the 

most common cause of death due to cancer amongst 

women in 140 of 184 countries worldwide, with nearly 

1.7 million new cases diagnosed and 522,000 deaths in 

2012. This represents about 12% of all new cancer cases 
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and 25% of all cancers in women [1], [2], [3]. There 

were 6.3 million women alive who had been diagnosed 

with breast cancer in the previous five years. Since 2008 

breast cancer incidence has increased by more than 20%, 

while mortality has increased by 14%. Although in-

creased levels of the occurrence of breast cancer have 

been recorded, so too has the level of early detection by 

screening using mammographic imaging and expert 

opinion. However, even expert radiologists sometimes 

fail to detect a significant proportion of mammographic 

abnormalities. A large number of detected abnormalities 

are usually discovered to be benign following medical 

investigation. 

Existing mammographic Computer Aided Diagnosis 

(CAD) systems [4] concentrate on the detection and 

classification of mammographic abnormalities. As breast 

tissue density increases however, the effectiveness of 

these systems in detecting such abnormalities is consid-

erably reduced. In [5], it is claimed that mammographic 

density is the most indicative risk factor for breast cancer. 

Also, density estimation can be used to evaluate the like-

lihood of hidden abnormalities [6]. Techniques for au-

tomatic classification to support the consideration of tis-

sue density and the minimisation of human bias when 

searching for mammographic abnormalities are therefore 

highly desirable. Given the fact that the estimation of 

mammographic risk currently remains a major challenge 

in modern medical science, much research effort is 

needed in order to improve the accuracy of such classi-

fication [7], [8], [9]. 

Generally, a classification problem can be solved from 

a variety of perspectives, such as probability theory [10] 

(e.g., Bayesian networks [11]), function approximation 

(e.g., SVM [12]), decision tree learning [13] (e.g., 

C4.5/J48 [14]), rule induction-based classifier (e.g., JRip 

[15]) and instance-based learning [16] (e.g., k near-

est-neighbours or kNN [17]). This paper, based on the 

initial ideas proposed in [18], presents a kernel-based 

fuzzy-rough nearest-neighbour approach for in-

stance-based learning. It implements classification tasks 

using kernel-based fuzzy-rough sets (KFRS), which are 

a flexible hybridisation of kernel methods [12] and 

fuzzy-rough sets [19]. Similar to other kernel-based 

methods [20] the proposed approach addresses the clas-

sification problem by exploiting the properties of the 



 International Journal of Fuzzy Systems, Vol. x, No. y, month and year 

kernel functions. Experimental evaluations show that the 

algorithms established following this approach perform 

well on benchmark datasets, in application to mammo-

graphic risk analysis.  

In order to have a comprehensive analysis, four dif-

ferent breast tissue density assessment metrics: Wolfe 

[21], Boyd [22], Tabár [23], and BI-RADS [24] are em-

ployed. To evaluate the performance of the kernel-based 

fuzzy-rough nearest-neighbour algorithms, comparative 

studies with alternative nearest-neighbour-based classi-

fiers and other popular learning classification techniques 

are carried out, through systematic experimental investi-

gation. The results, which are measured using criteria 

such as classification accuracy rate, root mean squared 

error, and the kappa statistic, demonstrate that the ker-

nel-based fuzzy-rough nearest-neighbour approach offers 

improved and robust performance over others.  

The remainder of this paper is structured as follows. 

The theoretical foundation of the kernel-based 

fuzzy-rough nearest-neighbour algorithm is described in 

Section 2. The kernel-based fuzzy-rough sets and ker-

nel-based fuzzy-rough nearest-neighbour approach are 

then presented in Section 3. The data used and its label-

ling schemes for the experimental evaluation are de-

scribed in Section 4, and the experimental results are 

discussed in Section 5. The paper is concluded in Sec-

tion 6, with an outline of proposed further work. 

 

2. Theoretical Background 
 

A. Hybridisation of Rough Sets and Fuzzy Sets 

The work on rough set theory (RST) [25] provides a 

methodology that can be employed to extract knowledge 

from data in a concise way. It is able to minimise infor-

mation loss during the extraction process while also lim-

iting the amount of human intervention. Central to rough 

set theory is the concept of indiscernibility. Let 

𝐼 = (𝕌, 𝔸)  be an information system, where 𝕌  is a 

non-empty set of finite objects (the universe) and 𝔸 is a 

non-empty finite set of attributes so that 𝑎: 𝕌 ⟶ 𝑉𝑎 for 

every 𝑎 ∈ 𝔸. 𝑉𝑎  is the set of values that attribute 𝑎 

may take. For any 𝑃 ⊆ 𝔸, there exists an associated 

equivalence relation 𝐼𝑁𝐷(𝑃):  

     𝐼𝑁𝐷(𝑃) = *(𝑥, 𝑦) ∈ 𝕌2|∀𝑎 ∈ 𝑃, 𝑎(𝑥) = 𝑎(𝑦)+.  (1) 

The partition generated by 𝐼𝑁𝐷(𝑃)  is denoted 

𝕌/𝐼𝑁𝐷(𝑃) or abbreviated to 𝕌/𝑃 and is calculated as 

follows:  

 𝕌/𝐼𝑁𝐷(𝑃) =⊗ *𝑎 ∈ 𝑃:𝕌/𝐼𝑁𝐷(*𝑎+)+ (2) 

where,  

      𝕌/𝐼𝑁𝐷(*𝑎+) = **𝑥|𝑎(𝑥) = 𝑏,  𝑥 ∈ 𝕌+|𝑏 ∈ 𝑉𝑎+   (3) 

and,  

      𝐴 ⊗ 𝐵 = *𝑋 ∩ 𝑌|∀𝑋 ∈ 𝐴, ∀𝑌 ∈ 𝐵, 𝑋 ∩ 𝑌 ≠ ∅+.  (4) 

If (𝑥, 𝑦) ∈ 𝐼𝑁𝐷(𝑃), then 𝑥 and 𝑦 are indiscernible 

by attributes from 𝑃. The equivalence classes of the 

P-indiscernibility relation are denoted ,𝑥-𝑃. Let 𝑋 ⊆ 𝕌. 

𝑋 can be approximated using only the information con-

tained in 𝑃 by constructing the P-𝑙𝑜𝑤𝑒𝑟 and P-𝑢𝑝𝑝𝑒𝑟 

approximations of 𝑋:  

 𝑃𝑋 = *𝑥|,𝑥-𝑃 ⊆ 𝑋+ (5) 

 𝑃𝑋 = *𝑥|,𝑥-𝑃 ∩ 𝑋 ≠ ∅+. (6) 

The tuple < 𝑃𝑋, 𝑃𝑋 > is called a rough set.  

Although useful, rough sets only operate effectively 

on datasets containing discrete values. As most datasets 

contain real-valued attributes, a subjective judgement or 

threshold must therefore be employed in order for RST 

to operate on such data. The imposition of such a subjec-

tive threshold is however, contrary to the concept of do-

main independence of RST. An appropriate way of han-

dling the problem of real-valued data is the use of 

fuzzy-rough sets (FRS) [26]. FRS offers a high degree of 

flexibility in enabling the vagueness and imprecision 

present in real-valued data to be modelled effectively.  

Definitions for the fuzzy lower and upper approxima-

tions can be found in [19], [27], where a 𝑇-transitive 

fuzzy similarity relation is used to approximate a fuzzy 

concept 𝑋:  

 𝜇𝑅𝑃𝑋(𝑥) = inf
𝑦∈𝕌

𝐼 (𝜇𝑅𝑃(𝑥, 𝑦), 𝜇𝑋(𝑦)) (7) 

 

 𝜇𝑅𝑃𝑋(𝑥) = sup𝑦∈𝕌
𝑇 (𝜇𝑅𝑃(𝑥, 𝑦), 𝜇𝑋(𝑦)) (8) 

Here, 𝐼 is a fuzzy implicator and 𝑇 is a T-norm. 𝑅𝑃 is 

the fuzzy similarity relation induced by the subset of 

features 𝑃:  

 𝜇𝑅𝑃(𝑥, 𝑦) = 𝑇𝑎∈𝑃*𝜇𝑅𝑎(𝑥, 𝑦)+ (9) 

𝜇𝑅𝑎(𝑥, 𝑦) is the degree to which objects 𝑥 and 𝑦 are 

deemed similar with respect to feature 𝑎.  

Note that formulae (7) and (8) are sensitive to noisy 

values, as with their crisp counterparts. To tackle this 

problem, vaguely-quantified rough sets (VQRS) have 

been introduced in [28]. Following this approach, given 

a pair of fuzzy quantifiers (𝑄𝑢, 𝑄𝑙), with each quantifier 

being an increasing ,0,1- → ,0,1- mapping, the lower 

and upper approximations of 𝑋 by 𝑅 can be respec-

tively (re-)defined by  

𝜇𝑅𝑃𝑋
𝑄𝑢 (𝑥) = 𝑄𝑢 (

|𝑅𝑃(𝑥, 𝑦) ∩ 𝑋|

|𝑅𝑃(𝑥, 𝑦)|
) 

 = 𝑄𝑢 (
∑ 𝑚𝑖𝑛 (𝑦∈𝕌 𝜇𝑅𝑃(𝑥, 𝑦), 𝜇𝑋(𝑦))

∑ 𝜇𝑅𝑃𝑦∈𝕌 (𝑥, 𝑦)
) (10) 

 

𝜇
𝑅𝑃𝑋

𝑄𝑙 (𝑥) = 𝑄𝑙 (
|𝑅𝑃(𝑥, 𝑦) ∩ 𝑋|

|𝑅𝑃(𝑥, 𝑦)|
) 

 = 𝑄𝑙 (
∑ 𝑚𝑖𝑛 (𝑦∈𝕌 𝜇𝑅𝑃(𝑥, 𝑦), 𝜇𝑋(𝑦))

∑ 𝜇𝑅𝑃𝑦∈𝕌 (𝑥, 𝑦)
) (11) 

The fuzzy set intersection is interpreted by the T-norm 

min and the fuzzy set cardinality by the sigma-count op-
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eration in this work (although other interpretations may 

similarly be used in principle). As an important differ-

ence to (7) and (8), the VQRS approximations do not 

directly extend the classical rough set approximations, in 

a sense that when 𝑋 and 𝑅 are crisp, (10) and (11) may 

still be fuzzy. 

  

B. Fuzzy-rough Nearest Neighbours 

Initial attempts to combine the fuzzy near-

est-neighbour (FNN) [29] algorithm with concepts from 

fuzzy rough set theory were presented in [30] and im-

proved in [31]. In such work, a fuzzy-rough ownership 

function is constructed that attempts to handle both 

fuzzy uncertainty (caused by overlapping classes) and 

rough uncertainty (caused by insufficient knowledge 

about the objects). The resultant fuzzy-rough classifica-

tion algorithm from the improved approach is termed 

FRNN-O in this paper for easy reference.  

It should be noted that this algorithm does not use 

fuzzy lower or upper approximations to determine class 

membership. A very preliminary attempt to do so was 

described in [32]. However, the authors did not state how 

to use the upper and lower approximations to derive 

classifications. Also, in [33], a rough-fuzzy weighted 

𝑘-nearest leader classifier was proposed; however, the 

concepts of lower and upper approximations were rede-

fined for this purpose and have no overlap with the tradi-

tional definitions.  

In [34], a fuzzy-rough nearest-neighbour (FRNN) al-

gorithm is proposed. It works by examining each of the 

decision classes in the training data in turn. It computes 

the membership of a test object to the fuzzy lower and 

upper approximations of each class. These values are 

then compared with the highest existing values: 𝜇𝑙(𝑦) 
and 𝜇𝑢(𝑦). If the approximation membership values for 

the currently considered class are higher, then 𝜇𝑙(𝑦) 
and 𝜇𝑢(𝑦) are assigned these values and the class label 

is assigned to this test object. If not, the algorithm con-

tinues to iterate through all remaining decision classes. 

Classification accuracy is calculated by comparing the 

output with the actual class labels of the test objects.  

An extension of FRNN is vaguely quantified nearest 

neighbour (VQNN) [28] which employs (10) and (11) in 

order to determine class membership of test objects. The 

underlying learning mechanism is very similar to that of 

FRNN and hence omitted here. 

 

C. Classes of Kernels in Statistics 

In a kernel-based algorithm, a mapping 𝜙 from a 

given data space on to a possibly high-dimensional space 

is employed to change the distribution of the data from 

the original nonlinear problem to a linearly separable 

problem. By replacing the inner product with an appro-

priate kernel function, a nonlinear mapping can be im-

plicitly performed on a high dimensional feature space 

without increasing the number of parameters. Consider 

the case of mapping an 𝑛-dimensional feature space to 

an 𝑚-dimensional feature space:  

 𝜙: 𝑥 → 𝜙(𝑥), 𝑥 ∈ ℝ𝑛, 𝜙(𝑥) ∈ ℝ𝑚. (12) 

A kernel denotes a function 𝐾  such that for all 

𝑥, 𝑦 ∈ ℝ𝑛:  

                            𝐾(𝑥, 𝑦) = 𝜙(𝑥) ⋅ 𝜙(𝑦). (13) 

In statistics, symmetric positive definite functions are 

termed covariances. Hence, kernels are covariance-based 

in essence. From a statistics perspective, generally, two 

important classes of kernels are: stationary kernels and 

non-stationary kernels [35]. The work in this paper fo-

cuses on stationary kernels.  

Stationary kernels 𝐾(𝑥, 𝑦) = 𝐾𝑆(𝑥 − 𝑦) do not de-

pend on the data object values themselves, but only on 

the lag vector separating the two objects 𝑥 and 𝑦. Iso-

tropic stationary kernels, which depend only on the norm 

of the lag vector, are most commonly used. For isotropic 

stationary kernels, the covariance form is:  

 𝐾𝑐𝑜𝑣(𝑥, 𝑦) = 𝐾𝐼(∥ 𝑥 − 𝑦 ∥), (14) 

and the correlation form is  

 𝐾𝑐𝑜𝑟(𝑥, 𝑦) = 𝐾𝐼(∥ 𝑥 − 𝑦 ∥)/𝐾𝐼(0). (15) 

A non-stationary kernel 𝐾(𝑥, 𝑦)  is one which de-

pends explicitly on the two data objects 𝑥 and 𝑦. Note 

that a special kind of non-stationary kernel, called a re-

ducible kernel, can be reduced to a stationary kernel. 

 

3. Kernel-based Fuzzy-rough Near-

est-neighbour Classification 
 

A. Need for Kernel-based Fuzzy-rough Sets 

The relationship between 𝑇-transitivity and kernels 

has been explored recently [36]. It has been shown that 

any kernel: 𝑋 × 𝑋 → ,0,1-, 𝐾(𝑥, 𝑥) = 1 , ∀𝑥 ∈ 𝑋 , is 

𝑇𝑐𝑜𝑠 -transitive, where 𝑇𝑐𝑜𝑠(𝑎, 𝑏) = 𝑚𝑎𝑥(𝑎𝑏 −

√1 − 𝑎2√1 − 𝑏2, 0). As an initial attempt, kernelised 

fuzzy-rough sets, which combine kernel methods with 

concepts from fuzzy-rough set theory, have also been 

proposed [37]. In this approach, kernels 𝐾(𝑥, 𝑦) are 

constrained such that they impose: a) reflexivity, b) 

symmetry, and c) 𝑇𝑐𝑜𝑠-transitivity. Such kernels are em-

ployed to calculate the degree to which objects 𝑥 and 𝑦 

are similar for every feature. The fuzzy lower and upper 

approximations in kernelised fuzzy-rough sets are de-

fined by:  

 𝜇𝐾𝑃𝑋(𝑥) = inf
𝑦∈𝕌

𝐼𝑐𝑜𝑠 (𝐾𝑃(𝑥, 𝑦), 𝜇𝑋(𝑦)) (16) 

 

 𝜇𝐾𝑃𝑋(𝑥) = sup𝑦∈𝕌
𝑇𝑐𝑜𝑠 (𝐾𝑃(𝑥, 𝑦), 𝜇𝑋(𝑦)). (17) 

where, the implicator  

𝐼𝑐𝑜𝑠 = {
1,                                               𝑎 ≤ 𝑏

𝑎𝑏 + √(1 − 𝑎2)(1 − 𝑏2), 𝑎 > 𝑏
. (18) 
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In general, however, for fuzzy-rough sets, 

𝑇-transitivity is not necessarily displayed, and fuzzy tol-

erance relations may be sufficient [38]. Yet, as reflected 

by (9), the fuzzy similarity relation induced by the subset 

of features 𝑃 is computed through the combination that 

is implemented by a 𝑇-norm. Specifically, for kernelised 

fuzzy-rough sets, it is:  

 𝐾𝑃(𝑥, 𝑦) = 𝑇𝑎∈𝑃{𝜇𝑅𝑎(𝑥, 𝑦)}. (19) 

In this case, the choice of a kernel function becomes re-

stricted. This is due to the fact that not many kernel 

functions can be denoted by a 𝑇-norm-based combina-

tion of reflexive functions. The Gaussian kernel em-

ployed in [37] is workable, because for: 

𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑛) ∈ ℝ
𝑛, 𝑦 = (𝑦1, 𝑦2, … , 𝑦𝑛) ∈ ℝ

𝑛  

       exp .−
∥𝑥−𝑦∥2

𝜃
/ = ∏ exp .−

(𝑥𝑖−𝑦𝑖)
2

𝜃
/𝑛

𝑖=1       (20) 

and because its product is still a 𝑇-norm. However, for 

most kernels, such as the rational quadratic kernel and 

the wave kernel (see below), this property may not hold. 

In order to address these problems, kernel-based 

fuzzy-rough sets are proposed in this paper as follows. 

 

B. Kernel-based Fuzzy-rough Sets 

In geometry, the inner product of two vectors is the 

projection of one onto another. Indeed, the square of the 

norm distance in a Hilbert space can be expressed by the 

inner product. In this case, the inner product can measure 

the similarity between the images of two features by 

mapping them onto the Hilbert space. Therefore, given a 

non-empty set 𝕌 and a kernel function 𝐾  being re-

flexive (that is 𝐾(𝑥, 𝑥) = 1), for an arbitrary fuzzy con-

cept 𝑋, the lower and upper approximations of a ker-

nel-based fuzzy-rough set can be defined as:  

 𝜇𝑅𝑃
𝐾𝑋(𝑥) = inf

𝑦∈𝕌
𝐼 (𝜇𝐾𝑃(𝑥, 𝑦), 𝜇𝑋(𝑦)) (21) 

 

  𝜇
𝑅𝑃
𝐾𝑋
(𝑥) = sup

𝑦∈𝕌
𝑇 .𝜇𝐾𝑃(𝑥, 𝑦), 𝜇𝑋(𝑦)/. (22) 

It is important to note that the general framework of 

fuzzy-rough sets remains intact using the definition de-

scribed in this paper. Indeed, the kernel methods play a 

special role in calculating the fuzzy tolerance relations. It 

is because of this fact that the term kernel-based 

fuzzy-rough sets (KFRS) is employed here rather than 

kernelised fuzzy-rough sets.  

  As well as fuzzy-rough sets, the corresponding 

lower and upper approximations of the kernel-based 

vaguely quantified rough set (KVQRS) can also be de-

fined such that 

𝜇
𝑅𝑃
𝐾𝑋

𝑄𝑢 (𝑥) = 𝑄𝑢 (
|𝑅𝑃
𝐾(𝑥, 𝑦) ∩ 𝑋|

|𝑅𝑃
𝐾(𝑥, 𝑦)|

) 

 = 𝑄𝑢 (
∑ 𝑚𝑖𝑛 (𝑦∈𝕌 𝜇𝐾𝑃(𝑥, 𝑦), 𝜇𝑋(𝑦))

∑ 𝜇𝐾𝑃𝑦∈𝕌 (𝑥, 𝑦)
) (23) 

𝜇
𝑅𝑃
𝐾𝑋

𝑄𝑙 (𝑥) = 𝑄𝑙 (
|𝑅𝑃
𝐾(𝑥, 𝑦) ∩ 𝑋|

|𝑅𝑃
𝐾(𝑥, 𝑦)|

) 

 = 𝑄𝑙 (
∑ 𝑚𝑖𝑛 (𝑦∈𝕌 𝜇𝐾𝑃(𝑥, 𝑦), 𝜇𝑋(𝑦))

∑ 𝜇𝐾𝑃𝑦∈𝕌 (𝑥, 𝑦)
) (24) 

where, 𝜇𝐾𝑃(𝑥, 𝑦) is induced by the subset of features 𝑃 

and kernel function 𝐾:  

                 𝜇𝐾𝑃(𝑥, 𝑦) = 𝑇𝑎∈𝑃{𝜙(𝑎(𝑥)) ⋅ 𝜙(𝑎(𝑦))} 

 
            = 𝑇𝑎∈𝑃{𝐾(𝑎(𝑥), 𝑎(𝑦))} 

  = 𝑇𝑎∈𝑃*𝐾𝑎(𝑥, 𝑦)+. 
(25) 

As indicated previously, all isotropic stationary ker-

nels in the correlation form of (15) are suitable for being 

integrated into such KFRS. A collection of certain com-

monly used isotropic stationary kernels in this correla-

tion form are listed as follows:  

 Gaussian kernel: 𝐾(𝑥, 𝑦) = exp .−
∥𝑥−𝑦∥2

𝜃
/ 

 Exponential kernel: 𝐾(𝑥, 𝑦) = exp .−
∥𝑥−𝑦∥

𝜃
/ 

 Rational quadratic kernel: 𝐾(𝑥, 𝑦) = 1 −
∥𝑥−𝑦∥2

∥𝑥−𝑦∥2+𝜃
 

 Wave kernel: 𝐾(𝑥, 𝑦) =
𝜃

∥𝑥−𝑦∥
sin (

∥𝑥−𝑦∥

𝜃
). 

Note that for specific non-stationary kernels [35], the 

reflexivity holds also. Thus, such non-stationary kernel 

functions are also available for constructing KFRS. For 

instance, the following non-stationary kernel is reflexive:  

 𝐾(𝑥, 𝑦) =
∥ 𝑥 ∥ +∥ 𝑦 ∥ −∥ 𝑥 − 𝑦 ∥

2√∥ 𝑥 ∥∥ 𝑦 ∥
. (26) 

 

C. Kernel-based Fuzzy-rough Nearest-neighbour Algo-

rithms 

Having introduced kernel-based fuzzy-rough sets, a 

combination of kernel methods with the conventional 

fuzzy-rough nearest neighbour approaches [30], [32] can 

be readily established. This is straightforward as with the 

work of [34]. The resulting combined learning algorithm 

is termed kernel-based fuzzy-rough nearest-neighbour 

algorithm (KFRNN), and is outlined in Algorithm 1. 

The rationale behind this algorithm is basically the 

same as that adopted by any nearest-neighbour ap-

proaches. In KFRNN, the 𝑘  nearest-neighbours are 

examined according to the kernel-based fuzzy tolerance 

relations. The average of the lower and upper approxi-

mations of the kernel-based fuzzy-rough sets are em-

ployed as the decision qualifier. After an iteration 

through all the decision classes, the class label of the test 

object will be assigned the same as that of the sample 

which has the highest value of the average of the lower 

and upper approximations. The complexity of this algo-

rithm is: 𝑂(|𝒞| ⋅ 2|𝕌|).  
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Algorithm 1 Kernel-based fuzzy-rough near-

est-neighbour algorithm

 
KFRNN(𝕌, 𝒞, 𝑦, 𝑘, K)  

𝕌: the training set;   

𝒞: the set of decision classes;  

𝑦: the object to be classified;   

𝑘: the number of nearest neighbours;   

K: the chosen kernel function.  

(1) 𝑁 ← get Nearest-Neighbour(𝑦, 𝑘)  

(2) 𝜏 ← 0, 𝐶𝑙𝑎𝑠𝑠 ← ∅  

(3) ∀𝑋 ∈ 𝒞  

(4)  𝐢𝐟 ((𝜇𝑅𝑃
𝐾𝑋(𝑦) + 𝜇𝑅𝑃

𝐾𝑋
(𝑦))/2 ≥ 𝜏)  

(5)   𝐶𝑙𝑎𝑠𝑠 ← 𝑋  

(6)   𝜏 ← (𝜇𝑅𝑃
𝐾𝑋(𝑦) + 𝜇𝑅𝑃

𝐾𝑋
(𝑦))/2  

(7) 𝐨𝐮𝐭𝐩𝐮𝐭 𝐶𝑙𝑎𝑠𝑠  

 
It is interesting to note that the accuracy of FRNN is 

decided only by the greatest similarity between the ob-

jects in the training datasets and the test object [39]. Also, 

for VQNN, the classification only depends on the high-

est summation of the similarities for each class within 

the k nearest neighbours. As the mechanisms of FRNN 

and VQNN are respectively retained in KFRNN and 

KVQNN, such effects of the number of the nearest 

neighbours can also be observed in the empirical results 

(as to be presented later). That is, only the single nearest 

neighbour is needed for classification by KFRNN and 

the choice of k has indeed a major impact upon the clas-

sification for KVQNN. Although this can be considered 

as an advantage with regard to the issue of parameter 

selection for KFRNN, KVQNN enjoys a more robust 

performance in the presence of noisy data. 

 

4. Experimental Data 
 

  The data employed for the experimental evaluation in 

this paper is derived from features extracted from images 

in the Mammographic Image Analysis Society (MIAS) 

database [40] (see [41] for the feature extraction process). 

It involves a complete set of Medio-Lateral-Oblique 

(MLO) left and right mammograms of 161 women (322 

objects). Each mammogram object is represented by 280 

features, 10 derived from morphological characteristics, 

and the remaining 270 derived from the extracted texture 

information. The spatial resolution of the images is 

50𝜇𝑚 × 50𝜇𝑚 and quantised to 8 bits with a linear op-

tical density in the range 0–3.2.  

Mammographic risk assessment metrics which are 

commonly used are those based on the Wolfe [21], Boyd 

[22], Tabár [23], or BI-RADS [24] labelling schemes 

(see Figure 1 for examples). These four metrics can be 

grouped into two approaches of assessment. Boyd 

measures the percentage area of dense breast tissue. In 

contrast, Wolfe, BI-RADS, and Tabár all include patterns 

and texture information in estimating the classification.   

 

      
(a) mdb135lx       (b) mdb069ll     (c) mdb013ll 

 

       
(d) mdb145lx       (e) mdb123lm     (f) mdb171ll 

Figure 1. Example mammograms, where: (a) SCC: 0%, W: 

N1, T: Pattern II, B: I (b) SCC: 0 - 10%, W: N1, T: Pattern III, 

B: I (c) SCC: 11 - 25%, W: P1, T: Pattern III, B: II (d) SCC: 

26 - 50%, W: P2, T: Pattern I, B: III (e) SCC: 51 - 75%, W: P2, 

T: Pattern IV, B: III and (f) SCC: > 75%, W: DY, T: Pattern V, 

B: IV.  

 

Wolfe proposed four categories of mammographic risk; 

these four groups have an incidence of developing breast 

cancer of 0.1, 0.4, 1.7 and 2.2, respectively [21]:  

 N1 is defined as a mammogram that is composed 

mainly of fatty tissue and a few fibrous tissue 

strands; 

 P1 shows a prominent duct pattern, and a beaded 

appearance can be found either in the subareolar 

area or the upper axillary quadrant; 

 P2 indicates severe involvement of a prominent 

duct pattern which may occupy from one-half up 

to all of the volume of the parenchyma, and often 

the connective tissue hyperplasia produces coa-

lescence of ducts in some areas; 

 DY features a general increase in density of the 

parenchyma (which may be homogeneous) and 

there may, or may not, be a minor component of 

prominent ducts. 

Boyd et al. [22] introduced a quantitative classifica-

tion of mammographic densities. It is based on the pro-

portion of dense breast tissue relative to the overall 

breast area. The classification is known as 

Six-Class-Categories (SCC) where the density propor-

tions are: Class1: 0%, Class2: (0% − 10%), Class3: 
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,10% − 25%) , Class4: ,25% − 50%) , Class5: 

,50% − 75%), and Class6: ,75% − 100%- . The in-

crease in the level of breast tissue density has been asso-

ciated with an increase in the risk of developing breast 

cancer, specifically the relative risk for SCC 3 to 6 are 

1.9, 2.2, 4.6, and 7.1, respectively [22].  

Tabár et al. [23] describe breast composition of four 

building blocks: nodular density, linear density, homo-

geneous fibrous tissue, and radiolucent adipose tissues 

which also define mammographic risk classification. In 

particular, the following patterns are defined, with Pat-

terns I-III corresponding to lower breast cancer risk, and 

Patterns IV-V relating to higher risk [23]:  

 Pattern I: mammograms are composed of 25%, 

16%, 35%, and 24% of the four building blocks, 

respectively; 

 Pattern II has approximate compositions as: 2%, 

14%, 2%, and 82%; 

 Pattern III is quite similar in composition to Pat-

tern II, except that the retroareolar prominent 

ducts are often associated with periductal fibro-

sis; 

 Pattern IV is dominated by prominent nodular 

and linear densities, with compositions of 49%, 

19%, 15%, and 17%; 

 Pattern V is dominated by extensive fibrosis and 

is composed as 2%, 2%, 89%, and 7% of the 

building blocks. 

For BI-RADS [24] there are four classification cate-

gories. BI-RADS I: the breast is almost entirely fatty; 

BI-RADS II: there is some fibroglandular tissue; 

BI-RADS III: the breast is heterogeneously dense; 

BI-RADS IV: the breast is extremely dense. Lam et al. 

reported associations between BI-RADS II-IV and breast 

carcinoma (adjusted for weight) in postmenopausal 

women of which the risks are 1.6, 2.3, and 4.5, respec-

tively [42].  

For denoising the mammographic datasets, the corre-

lation-based feature selection (CFS) technique intro-

duced in [43] is employed to weaken the impact of noisy 

data in mammographic datasets in this paper. CFS is a 

filter-based approach to feature selection and uses a 

search algorithm along with an evaluation metric to de-

cide on the „goodness‟ or merit of potential feature sub-

sets. Rather than scoring (and ranking) individual fea-

tures, the method scores (and ranks) the worth of subsets 

of features. As the feature subset space is usually large, 

CFS employs a best-first-search heuristic. This heuristic 

algorithm takes into account the usefulness of individual 

features for predicting the class along with the level of 

intercorrelation amongst features. It assumes that good 

feature subsets contain features that are highly correlated 

to the class, yet not correlated to each other. CFS calcu-

lates a matrix of feature-to-class and feature-to-feature 

correlations from the training data. Table 1 shows the 

reduced sizes of the mammographic datasets with 4 

strategies of class labels by CFS. The reduced 4 datasets 

will be applied in the following experiments as well.  
 

Table 1. Reduct size of MIAS datasets 
Original Reduct size 

feature BI‐RADS Boyd Tabár Wolfe 

280 32 32 31 30 

 

5. Experimental Results 
   

A. Experimental Set-up 

  For experimental evaluation, both KFRNN and 

KVQNN employ the Wave kernel function as a similari-

ty metric1. For KFRNN, the Kleene-Dienes T-norm [44], 

[45] is used to implement the implicator, which is de-

fined by 𝐼(𝑥, 𝑦) = max ( 1 − 𝑥, 𝑦). The quantifiers used 

to implement KVQNN are 𝑄𝑙 = 𝑄(0.1,0.6)  and 

𝑄𝑢 = 𝑄(0.2,1.0) [34], empirically chosen according to the 

general formula:  

𝑄(𝛼,𝛽)(𝑥) =

{
 
 

 
 
0, 𝑥 ≤ 𝛼
2(𝑥−𝛼)2

(𝛽−𝛼)2
, 𝛼 ≤ 𝑥 ≤

𝛼+𝛽

2

1 −
2(𝑥−𝛽)2

(𝛽−𝛼)2
,

𝛼+𝛽

2
≤ 𝑥 ≤ 𝛽

1, 𝛽 ≤ 𝑥

 .     (27) 

Stratified 10 × 10-fold cross-validation (10-FCV) is 

employed for data validation. In 10-FCV, a given dataset 

is partitioned into 10 subsets. Of these 10 subsets, a sin-

gle subset is retained as the testing data for the learned 

classifier, and the remaining 9 subsets are used for train-

ing. The cross-validation process is then repeated 10 

times (the number of folds). The 10 sets of results are 

then aggregated to produce a single estimation of accu-

racy. The advantage of 10-FCV over random 

sub-sampling is that all objects are used for both training 

and testing, and each object is used for testing only once 

per fold. The stratification of the data prior to its division 

into different folds ensures that each class label (as far as 

possible) has equal representation in all folds, thereby 

helping to alleviate bias/variance problems [46].  

In order to investigate the level of „fit‟ of these models, 

the root mean squared error (RMSE) measure is used. 

The RMSE is the squared root of the variance of the re-

siduals. It indicates the absolute fit of a model to the data 

and how close the observed data objects are to the model 

predicted values. Note that RMSE is an absolute meas-

ure. As the squared root of a variance, RMSE can be 

viewed as the standard deviation of the unexplained var-

iance. Lower values of RMSE indicate better fit. RMSE 

                                                 
1
 The relevant WEKA software can be download from 

https://dl.dropboxusercontent.com/u/2043486/weka.jar 

https://dl.dropboxusercontent.com/u/2043486/weka.jar
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is a good measure of how accurately the model predicts 

the response, and is a generally accepted criterion for 

assessing fit, if the purpose of the resulting model is for 

prediction. In addition, conventional classification accu-

racy is also used to assess the performance of learnt 

classifiers.  

To compare with the existing work, in this paper, the 

kappa statistics [47] is employed to evaluate the experi-

mental results also. The kappa statistics is generally 

thought to be a more robust measure than simple percent 

agreement calculation since it summarises the level of 

agreement between observers after agreement by chance 

has been removed. It tests how well observers agree with 

themselves (repeatability) and with each other (repro-

ducibility). It should be noted that the kappa statistic on-

ly tends to make sense when a comparison involves an 

equal number of classes, but for presentational com-

pleteness the figures for all cases are provided here.  

 

B. Performance Evaluation 

In this section, a comparison with other near-

est-neighbour-based methods is systematically presented 

first. Then, a comparative study with four other popular 

learning classifier algorithms is also reported. These ex-

periments make use of both the original and reduced 

MIAS datasets. 

1) Comparison with Alternative Nearest-neighbour 

Classifiers: Here, KFRNN and KVQNN are compared 

with three nearest-neighbour classification methods: IBk 

(𝑘 nearest-neighbours) [17], FNN (standard fuzzy near-

est-neighbours) [29], and the fuzzy ownership algorithm, 

FRNN-O [30], which is the state-of-the-art version of 

fuzzy rough nearest-neighbour algorithms. In order to 

comprehensively evaluate the performance of the ker-

nel-based nearest-neighbour algorithms on the MIAS 

datasets, 𝑘 is increasingly set to all the odd numbers 

between 0 and 322 (the number of the objects in a da-

taset) in different runs. With an extra round for the case 

when 𝑘 = 322, this results in 162 sets of runs for each 

dataset as for each value of 𝑘 , 10 × 10 -fold 

cross-validation is performed. The results can be seen in 

Figure 2.  

For all of the MIAS datasets, the denoising process 

using CFS improves the performance for most classifiers. 

Occasionally, by IBk, the result for reduced BI-RADS 

datasets is worse than that of using the original. Com-

pared with the other nearest-neighbour algorithms, gen-

erally, the kernel-based nearest-neighbour algorithms 

result in the best performance. As with the proposed ap-

proach, the state-of-the-art algorithm FRNN-O also ob-

tains consistent performance for all MIAS datasets and 

hence, has a robust performance. However, for all origi-

nal MIAS datasets and reduced Wolfe datasets, the re-

sults of FRNN-O are not so good as those of KFRNN 

and KVQNN. 

  The highest classification accuracies achieved by each 

nearest-neighbour algorithm for the original and reduced 

MIAS datasets are summarised in Table 2. It is noted that 

very occasionally, namely for the original BI-RADS da-

taset and the reduced Tabár labelled dataset, KVQNN 

slightly underperforms than IBk and FRNN-O, respec-

tively. However, in general, KVQNN provides the best 

performances across all the original and reduced MIAS 

datasets. 

2) Comparison with other Popular Techniques: As 

shown above, the KVQNN algorithm offers the best 

performance amongst the nearest-neighbour approaches. 

In order to further evaluate the performance of ker-

nel-based fuzzy-rough nearest-neighbour algorithms on 

the mammographic dataset, the experimental results are 

also compared against those obtained by the use of other 

types of popular learning classifier. The algorithms 

compared are briefly outlined below, which are each a 

commonly adopted representative of the underlying 

methodology shared by their corresponding type of 

learning classifiers:
 

Table 2. Highest classification accuracies of different nearest‐neighbour algorithms 

 BI‐RADS Boyd Tabár Wolfe 

Algorithm Original Reduced Original Reduced Original Reduced Original Reduced 

KVQNN 71.45 74.72 60.22 61.79 63.55 67.89 67.10 70.54 

KFRNN 69.74 71.34 54.91 59.50 59.78 66.32 65.68 67.57 

FNN 64.24 62.17 50.93 51.98 56.84 60.72 59.99 59.40 

FRNN‐O 66.00 72.17 53.48 60.71 57.18 67.92 62.08 64.02 

IBk 71.89 73.69 58.83 60.32 63.09 65.83 66.17 68.39 
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           Original BI−RADS Reduced BI − RADS                

  
               Original Boyd Reduced Boyd                         

  
                 Original Tabár Reduced Tabár                        

  
                 Original Wolfe   Reduced Wolfe                           

 

Figure 2. Comparison with alternative nearest-neighbour algorithms 

 NB (naive Bayesian classifier) [11] is a simple 

probabilistic classifier based on applying Bayes‟ 

theorem [10] with strong (naive) independence 

assumptions. Depending on the precise nature of 

the probability model, naive Bayesian classifiers 

can be trained very efficiently in a supervised 

learning setting. The learning only requires a 

small amount of training data to estimate the pa-

rameters (means and variances of the variables) 

necessary for classification. 

 SVM (as function based classifier) [12] is a ker-

nel-based algorithm. It solves the non-linear sep-
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arable problems by mapping them into a higher 

dimensional feature space. In such a space, the 

points mapped from the examples of the separate 

categories are divided by a clear gap that is as 

wide as possible. New examples are then 

mapped onto that same space and predicted to 

belong to a category based on which side of the 

gap they fall on. 

 J48 (as decision tree based classifier) is based on 

ID3 [13] and creates decision trees by choosing 

the most informative features and recursively 

partitioning a training data table into subtables 

based on the values of such features. Each node 

in the tree represents a feature, with the subse-

quent nodes branching from the possible values 

of this node according to the current subtable. 

Partitioning stops when all data items in the 

subtable have the same classification. A leaf 

node is then created to represent this classifica-

tion. 

 JRip (as rule induction-based classifier) [15] 

learns propositional rules by repeatedly growing 

rules and pruning them. During the growth phase, 

features are added greedily to fit training samples. 

Once the ruleset is generated, a further optimisa-

tion is performed where rules are evaluated and 

poor quality ones deleted, based on their perfor-

mance on randomised data. 

Classification accuracy rate, RMSE and the kappa sta-

tistic are again used to support the comparative study of 

applying the aforementioned approaches for mammo-

graphic risk analysis. In comparing the experimental re-

sults below, only those of KVQNN are used (as KVQNN 

consistently beats KFRNN as shown in Table 2). Once 

again, 10 × 10-fold cross-validation based on all origi-

nal and reduced MIAS datasets is performed. 

The average classification accuracies for the original 

and reduced MIAS datasets are respectively recorded in 

Tables 3 and 4, with standard deviations in brackets. 

Generally, KVQNN gains the best and most stable re-

sults. Although for the original BI-RADS, Boyd and Ta-

bár datasets, KVQNN occasionally underperforms as 

compared to SVM, for the four reduced MIAS datasets 

KVQNN achieves the best results compared to the other 

approaches. In particular, for reduced Tabár, KVQNN 

may have a slightly larger value of standard deviation in 

certain cases, but it always has considerably high classi-

fication accuracy rates. This demonstrates that overall, 

the KVQNN algorithm provides a better performance 

than the other classifiers. 

 

Table 3: Classification accuracy: Original MIAS datasets 

 KVQNN NB SVM J48 JRip 

BI‐RADS 71.45 (7.40) 69.75 (7.93) 69.09 (7.71) 67.12 (8.67) 64.42 (8.18) 

Boyd 60.22 (8.72) 57.02 (9.49) 60.49 (8.94) 52.16 (8.45) 50.87 (8.70) 

Tabár 63.55 (7.69) 60.28 (8.29) 66.50 (7.64) 56.85 (7.80) 56.09 (7.78) 

Wolfe 67.10 (7.12) 66.21 (6.88) 67.50 (8.86) 60.12 (7.91) 60.16 (7.89) 

 

Table 4: Classification accuracy: Reduced MIAS datasets 

 KVQNN NB SVM J48 JRip 

BI‐RADS 74.72 (7.25) 72.66 (7.41) 74.12 (7.93) 65.79 (8.20) 67.26 (8.15) 

Boyd 61.79 (8.29) 58.92 (9.16) 59.63 (8.48) 52.27 (7.78) 50.93 (9.00) 

Tabár 67.89 (8.39) 62.49 (8.49) 65.67 (7.30) 59.71 (7.61) 58.35 (8.65) 

Wolfe 70.54 (7.05) 68.18 (7.80) 70.38 (7.56) 61.18 (8.06) 62.21 (8.17) 

 

In Tables 5 and 6, the results are presented for kappa 

statistic on the original and reduced MIAS datasets. High 

values of kappa statistic are indicative of high agreement 

between the comparators. Thus, KVQNN provides the 

best performance consistently for most MIAS datasets 

except the original Boyd and Tabár labelling. In particu-

lar, for the BI‐RADS, reduced Wolfe, and reduced BI‐

RADS datasets, the values of kappa statistic of KVQNN 

are equal to or higher than 0.60, which means that the 

results gained by KVQNN indicate highly moderate or 

substantial agreements between the comparators. Addi-

tionally, given the low standard deviations, KVQNN re-

sults in a considerably stable performance as well. 

Tables 7 and 8 demonstrate the comparison between 

the RMSE values of KVQNN and those of the other 

classifiers for the original and reduced MIAS datasets. 

Note that RMSE should not be assessed in isolation of 

classification accuracy or other metrics. Because RMSE 

is a metric associated with the „fit‟ of the model to the 

actual data, very low RMSE values are possibly indica-

tive of overfitting. It is therefore important to view it in 

terms of other metrics, namely, classification accuracy 

rate and the kappa statistic.  
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Table 5: Kappa statistic: Original MIAS Datasets 

 KVQNN NB SVM J48 JRip 

BI‐RADS 0.60 (0.10) 0.59 (0.11) 0.57 (0.11) 0.55 (0.12) 0.51 (0.11) 

Boyd 0.49 (0.11) 0.46 (0.12) 0.50 (0.11) 0.40 (0.11) 0.36 (0.11) 

Tabár 0.50 (0.11) 0.48 (0.11) 0.55 (0.10) 0.42 (0.11) 0.40 (0.11) 

Wolfe 0.55 (0.10) 0.54 (0.09) 0.55 (0.12) 0.45 (0.11) 0.46 (0.11) 

 

Table 6: Kappa statistic: Reduced MIAS datasets 

 KVQNN NB SVM J48 JRip 

BI‐RADS 0.65 (0.10) 0.63 (0.10) 0.64 (0.11) 0.53 (0.11) 0.55 (0.11) 

Boyd 0.51 (0.11) 0.48 (0.11) 0.49 (0.11) 0.40 (0.10) 0.37 (0.12) 

Tabár 0.57 (0.12) 0.50 (0.11) 0.53 (0.10) 0.46 (0.10) 0.43 (0.12) 

Wolfe 0.60 (0.10) 0.56 (0.11) 0.59 (0.10) 0.47 (0.11) 0.49 (0.11) 

 

Table 7: RMSE: Original MIAS datasets 

 KVQNN NB SVM J48 JRip 

BI‐RADS 0.34 (0.04) 0.38 (0.05) 0.39 (0.05) 0.39 (0.05) 0.37 (0.04) 

Boyd 0.32 (0.03) 0.37 (0.04) 0.36 (0.04) 0.38 (0.03) 0.34 (0.03) 

Tabár 0.32 (0.03) 0.39 (0.04) 0.36 (0.04) 0.40 (0.04) 0.36 (0.03) 

Wolfe 0.35 (0.03) 0.40 (0.04) 0.40 (0.06) 0.43 (0.04) 0.39 (0.04) 

 

Table 8: RMSE: Reduced MIAS datasets 

 KVQNN NB SVM J48 JRip 

BI‐RADS 0.31 (0.04) 0.35 (0.05) 0.36 (0.06) 0.39 (0.05) 0.36 (0.04) 

Boyd 0.31 (0.03) 0.34 (0.04) 0.36 (0.04) 0.38 (0.03) 0.34 (0.03) 

Tabár 0.32 (0.04) 0.37 (0.04) 0.37 (0.04) 0.38 (0.04) 0.36 (0.03) 

Wolfe 0.34 (0.04) 0.38 (0.05) 0.38 (0.05) 0.42 (0.05) 0.38 (0.04) 

As can be observed, KVQNN results in the lowest but 

reasonable values of RMSE for all the original and re-

duced MIAS datasets. Given the lowest standard devia-

tions achieved by KVQNN as well, it means that the re-

sults obtained by KVQNN algorithm consistently fit the 

underlying models of MIAS datasets well. 

Overall, as a representative of the kernel-based fuzzy 

rough nearest-neighbour algorithm, KVQNN performs 

consistently well and robustly for all of the 4 popular 

classification methods for MIAS datasets. Such perfor-

mance includes not only a high classification accuracy, 

but also a rationally good fitness to the underlying model 

of MIAS datasets. This ensures that the proposed ap-

proach provides a good generalisation for mammo-

graphic risk assessment, with reduced potential overfit  

on the MIAS datasets.  

The proposed work gives the best accuracy. However, 

the classification rates achieved by any of the compared 

approaches are relatively low (in terms of the usual ap-

plications of such classification techniques), having been 

able to obtain a value of just around 70%. Nevertheless, 

as pointed out previously, this is a very difficult applica-

tion domain. There is no actual ground-truth to ensure 

which classification is to be ultimately correct in the first 

place. Therefore, these results help to provide a useful 

reference aid for human decision making. The eventual 

task of deciding on the actual mammographic risk is up 

to human radiologists. The present approach is shown to 

be a good candidate for playing such a supportive role. 

 

6. Conclusions 
 

  In this paper, an effective classification approach, 

kernel-based fuzzy-rough nearest-neighbour (KFRNN) 

and a direct extension of it, kernel-based vaguely quanti-

fied nearest-neighbour (KVQNN), have been proposed. 

These algorithms have been utilised to support perform-

ing the task of mammographic risk analysis. Compared 

with alternative nearest-neighbour-based methods and 

other popular classifiers learning techniques, KFRNN 

and KVQNN achieve a better and more robust perfor-

mance for original and reduced MIAS datasets.  

Whilst promising, further work remains. For instance, 

as an initial implementation, the wave kernel function is 

adopted in this work to construct fuzzy similarities. It 

would be interesting to investigate how other types of 

kernel function may be used as the alternative and what 

might be the effects. Additionally, in [39], two algo-

rithms, namely: similarity nearest-neighbour (SNN) and 

aggregated-similarity nearest-neighbour (ASNN), are 

also proposed as the fuzzy set-based equivalence of 

FRNN and that of VQNN, respectively. Clearly, how the 

proposed kernel-based techniques will perform for the 

fuzzy parallels of FRNN and VQNN is worth further 
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investigation. Furthermore, in this research, the CFS 

method is utilised for feature selection. With such a 

technique, the results of the assessment of mammo-

graphic risk are improved considerably. A further exten-

sion to this work would therefore be to explore how 

KFRNN or KVQNN may perform using different feature 

selection methods [48], [49].  

A more complete comparison of KFRNN and 

KVQNN with other techniques over different datasets 

from other application domains, e.g., Mars terrain imag-

es [50], would form the basis for a wider series of topics 

for future investigation. Given the existing use of multi-

ple criteria for assessing classifiers performance, the re-

cent development of fuzzy complex numbers may be 

utilised to support such evaluation [51]. Alternatively, 

different performance criteria may be integrated using 

information aggregation techniques [52], [53] to simplify 

the evaluation process.   
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