## A genetic risk score to personalize prostate cancer screening, applied to population data

Minh-Phuong Huynh-Le ${ }^{1,2}$, Chun Chieh Fan ${ }^{2}$, Roshan Karunamuni ${ }^{1,2}$, Eleanor I. Walsh ${ }^{3}$,
Emma L. Turner ${ }^{3}$,
J. Athene Lane ${ }^{3,4}$,

Richard M. Martin ${ }^{3,4,5}$,
David E. Neal ${ }^{6,7,8}$,
Jenny L. Donovan ${ }^{9}$,
Freddie C. Hamdy ${ }^{6,10}$,
J. Kellogg Parsons ${ }^{11}$,

Rosalind A. Eeles ${ }^{12,13}$,
Douglas F. Easton ${ }^{14}$,
ZSofia Kote-Jarai ${ }^{12}$,
Ali Amin Al Olama ${ }^{14,15}$,
Sara Benlloch Garcia ${ }^{14}$,
Kenneth Muir ${ }^{16,17}$,
Henrik Gronberg ${ }^{18}$,
Fredrik Wiklund ${ }^{18}$,
Markus Aly ${ }^{18,19,20}$,
Johanna Schleutker ${ }^{21,22}$,
Csilla Sipeky ${ }^{21}$,
Teuvo LJ Tammela ${ }^{23,24}$,
Børge G. Nordestgaard ${ }^{25,26}$,
Timothy J. Key ${ }^{27}$,
Ruth C. Travis ${ }^{27}$,
Paul D. P. Pharoah ${ }^{28}$,
Nora Pashayan ${ }^{28,29}$,
Kay-Tee Khaw ${ }^{31}$,
Stephen N. Thibodeau ${ }^{32}$,
Shannon K. McDonnell ${ }^{33}$,
Daniel J. Schaid ${ }^{33}$,
Christiane Maier ${ }^{34}$,
Walther Vogel ${ }^{35}$,
Manuel Luedeke ${ }^{34}$,
Kathleen Herkommer ${ }^{36}$,
Adam S. Kibel ${ }^{37}$,
Cezary Cybulski ${ }^{38}$,
Dominika Wokolorczyk ${ }^{38}$,
Wojciech Kluzniak ${ }^{38}$,
Lisa A. Cannon-Albright ${ }^{39,40}$,
Hermann Brenner ${ }^{41,42,43}$,
Ben Schöttker ${ }^{41,44}$,
Bernd Holleczek ${ }^{41,45}$,

Jong Y. Park ${ }^{46}$,
Thomas A. Sellers ${ }^{46}$,
Hui-Yi Lin ${ }^{47}$,
Chavdar Kroumov Slavov ${ }^{48}$,
Radka P. Kaneva ${ }^{49}$,
Vanio I. Mitev ${ }^{49}$;
Jyotsna Batra ${ }^{50,51}$, Judith A. Clements ${ }^{51,52}$, and Amanda B. Spurdle ${ }^{53}$; for the Australian
Prostate Cancer BioResource (APCB),
Manuel R. Teixeira ${ }^{54,55}$,
Paula Paulo ${ }^{54,56}$,
Sofia Maia ${ }^{54,56}$,
Hardev Pandha ${ }^{57}$,
Agnieszka Michael ${ }^{57}$,
Ian G. Mills ${ }^{6}$,
Ole A. Andreassen ${ }^{58}$,
Anders M. Dale ${ }^{2,59}$,
Tyler M. Seibert ${ }^{1,2,60}$; for the PRACTICAL Consortium*
${ }^{1}$ Department of Radiation Medicine and Applied Sciences, University of California San Diego, La Jolla, CA, USA
${ }^{2}$ Center for Multimodal Imaging and Genetics, University of California San Diego, La Jolla, CA, USA
${ }^{3}$ Bristol Medical School, Department of Population Health Sciences, University of Bristol, Bristol, UK
${ }^{4}$ MRC Integrative Epidemiology Unit, University of Bristol, Bristol, UK.
${ }^{5}$ National Institute for Health Research (NIHR) Bristol Biomedical Research Centre, University Hospitals Bristol NHS Foundation Trust and the University of Bristol, Bristol, UK.
${ }^{6}$ Nuffield Department of Surgical Sciences, University of Oxford, Oxford, UK
${ }^{7}$ Department of Oncology, University of Cambridge, Addenbrooke's Hospital, Cambridge, UK
${ }^{8}$ Cancer Research UK, Cambridge Research Institute, Li Ka Shing Centre, Cambridge UK
${ }^{9}$ School of Social and Community Medicine, University of Bristol, Bristol, UK
${ }^{10}$ Faculty of Medical Science, University of Oxford, John Radcliffe Hospital, Oxford, UK
${ }^{11}$ Department of Urology, University of California, San Diego, La Jolla, CA, USA
${ }^{12}$ The Institute of Cancer Research, London, UK
${ }^{13}$ Royal Marsden NHS Foundation Trust, London, UK
${ }^{14}$ Centre for Cancer Genetic Epidemiology, Department of Public Health and Primary Care, University of Cambridge, Strangeways Research Laboratory, Cambridge, UK
${ }^{15}$ Department of Clinical Neurosciences, Stroke Research Group, University of Cambridge, Cambridge, UK
${ }^{16}$ Division of Population Health, Health Services Research and Primary Care, University of Manchester, Oxford Road, Manchester, UK
${ }^{17}$ Warwick Medical School, University of Warwick, Coventry, UK
${ }^{18}$ Department of Medical Epidemiology and Biostatistics, Karolinska Institute, Stockholm, Sweden
${ }^{19}$ Department of Molecular Medicine and Surgery, Karolinska Institute, Stockholm, Sweden
${ }^{20}$ Department of Urology, Karolinska University Hospital, Stockholm, Sweden
${ }^{21}$ Institute of Biomedicine, University of Turku, Turku Finland
${ }^{22}$ Department of Medical Genetics, Genomics, Laboratory Division, Turku University Hospital, Turku, Finland
${ }^{23}$ Faculty of Medicine and Health Technology, Prostate Cancer Research Center, FI-33014 Tampere University, Finland
${ }^{24}$ Department of Urology, University of Tampere, Finland
${ }^{25}$ Faculty of Health and Medical Sciences, University of Copenhagen, Copenhagen, Denmark
${ }^{26}$ Department of Clinical Biochemistry, Herlev and Gentofte Hospital, Copenhagen University Hospital, Herlev, Copenhagen, Denmark
${ }^{27}$ University of Oxford, University of Oxford, Oxford, UK
${ }^{28}$ Centre for Cancer Genetic Epidemiology, Department of Oncology, University of Cambridge, Strangeways Laboratory, Cambridge, UK
${ }^{29}$ University College London, Department of Applied Health Research, London, UK
${ }^{31}$ Clinical Gerontology Unit, University of Cambridge, Cambridge, UK
${ }^{32}$ Department of Laboratory Medicine and Pathology, Mayo Clinic, Rochester, MN, USA
${ }^{33}$ Division of Biomedical Statistics \& Informatics, Mayo Clinic, Rochester, MN, USA
${ }^{34}$ Humangenetik Tuebingen, Tuebingen, Germany
${ }^{35}$ Institute for Human Genetics, University Hospital Ulm, Ulm, Germany
${ }^{36}$ Technical University of Munich, School of Medicine, Klinikum rechts der Isar, Department of Urology, Munich, Germany
${ }^{37}$ Division of Urologic Surgery, Brigham and Womens Hospital, Boston, MA, USA
${ }^{38}$ International Hereditary Cancer Center, Department of Genetics and Pathology, Pomeranian Medical University, Szczecin, Poland
${ }^{39}$ Division of Genetic Epidemiology, Department of Medicine, University of Utah School of Medicine, Salt Lake City, UT, USA
${ }^{40}$ George E. Wahlen Department of Veterans Affairs Medical Center, Salt Lake City, UT, USA
${ }^{41}$ Division of Clinical Epidemiology and Aging Research, German Cancer Research Center (DKFZ), Heidelberg, Germany
${ }^{42}$ German Cancer Consortium (DKTK), German Cancer Research Center (DKFZ), Heidelberg, Germany
${ }^{43}$ Division of Preventive Oncology, German Cancer Research Center (DKFZ) and National Center for Tumor Diseases (NCT), Heidelberg, Germany
${ }^{44}$ Network Aging Research, University of Heidelberg, Heidelberg, Germany
${ }^{45}$ Saarland Cancer Registry, D-66119 Saarbrücken, Germany
${ }^{46}$ Department of Cancer Epidemiology, Moffitt Cancer Center, Tampa, FL, USA
${ }^{47}$ School of Public Health, Louisiana State University Health Sciences Center, New Orleans, LA, USA
${ }^{48}$ Department of Urology and Alexandrovska University Hospital, Medical University of Sofia, Sofia, Bulgaria
${ }^{49}$ Molecular Medicine Center, Department of Medical Chemistry and Biochemistry, Medical University of Sofia, Sofia, Bulgaria
${ }^{50}$ Institute of Health and Biomedical Innovation and School of Biomedical Sciences, Queensland University of Technology, Brisbane, Queensland, Australia
${ }^{51}$ Australian Prostate Cancer Research Centre-Qld, Translational Research Institute, Brisbane, Queensland, Australia
${ }^{52}$ Translational Research Institute, Brisbane, Queensland, Australia
${ }^{53}$ Molecular Cancer Epidemiology Laboratory, QIMR Berghofer Institute of Medical Research, Brisbane, Australia
${ }^{54}$ Department of Genetics, Portuguese Oncology Institute, Porto, Portugal
${ }^{55}$ Biomedical Sciences Institute (ICBAS), University of Porto, Porto, Portugal
${ }^{56}$ Cancer Genetics Group, IPO-Porto Research Center (CI-IPOP), Portuguese Oncology Institute of Porto (IPO-Porto), Porto, Portugal
${ }^{57}$ The University of Surrey, Guildford, Surrey, UK
${ }^{58}$ NORMENT, KG Jebsen Centre, Oslo University Hospital and University of Oslo, Oslo, Norway
${ }^{59}$ Department of Radiology, University of California San Diego, La Jolla, CA, USA
${ }^{60}$ Department of Bioengineering, University of California San Diego, La Jolla, CA, USA

* Additional members from the Prostate Cancer Association Group to Investigate Cancer Associated Alterations in the Genome consortium (PRACTICAL, http://practical.icr.ac.uk/) are provided in the Supplemental Material.

Running Title: Genetic risk score applied to UK population data

Key Words: prostate cancer, screening, polygenic hazard score, genetic risk

## Corresponding Author:

Tyler M. Seibert, MD, PhD
Assistant Professor
Department of Radiation Medicine and Applied Sciences
Department of Bioengineering
University of California San Diego
9500 Gilman Dr. Mail Code 0861
La Jolla, CA 92093-0861
tseibert@ucsd.edu

A preliminary version of this work was presented in abstract form at the Genitourinary Cancers Symposium, February 14-16, 2019, San Francisco, CA, USA.

## Conflicts of Interest

All authors declare no support from any organization for the submitted work except as follows: A.M. Dale and T.M. Seibert report a research grant from the US Department of Defense. O.A. Andreassen reports research grants from KG Jebsen Stiftelsen, Research Council of Norway, and South East Norway Health Authority.

Authors declare no financial relationships with any organizations that might have an interest in the submitted work in the previous three years except as follows, with all of these relationships outside the present study:
T.M. Seibert reports honoraria from Multimodal Imaging Services Corporation for imaging segmentation, honoraria from WebMD, Inc. for educational content, as well as a past research grant from Varian Medical Systems. A.S. Kibel reports advisory board memberships for SanofiAventis, Dendreon, and Profound. O.A. Andreassen reports speaker honoraria from Lundbeck.

Authors declare no other relationships or activities that could appear to have influenced the submitted work except as follows:
O.A. Andreassen has a patent application \# U.S. 20150356243 pending; A.M. Dale also applied for this patent application and assigned it to UC San Diego. A.M. Dale has additional disclosures outside the present work: founder, equity holder, and advisory board member for CorTechs Labs, Inc.; founder and equity holder in HealthLytix, Inc., advisory board member of Human Longevity, Inc.; recipient of nonfinancial research support from General Electric Healthcare. O.A. Andreassen is a consultant for HealthLytix, Inc.

Additional acknowledgments for the PRACTICAL consortium and contributing studies are described in the Supplemental Material.

## Funding

This study was funded in part by a grant from the United States National Institute of Health/National Institute of Biomedical Imaging and Bioengineering (\#K08EB026503) to T.M. Seibert, United States Department of Defense (\#W81XWH-13-1-0391) to A.M. Dale and T.M. Seibert, the Research Council of Norway (\#223273) to O.A. Andreassen, KG Jebsen Stiftelsen to O.A. Andreassen, and South East Norway Health Authority to O.A. Andreassen. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health.

The CAP trial was funded by grants C11043/A4286, C18281/A8145, C18281/A11326, C18281/A15064, and C18281/A24432 from Cancer Research UK. The UK Department of Health, National Institute of Health Research provided partial funding. R.M. Martin is supported by a Cancer Research UK Programme Grant, the Integrative Cancer Epidemiology Programme (C18281/A19169), and the National Institute for Health Research (NIHR) Bristol Biomedical Research Centre. The views expressed are those of the author(s) and not necessarily those of the NIHR or the Department of Health and Social Care.

Funding for the PRACTICAL consortium member studies is detailed in the Supplemental Material.


#### Abstract

Background: A polygenic hazard score (PHS) - the weighted sum of 54 SNP genotypes-was previously validated for association with clinically significant prostate cancer and for improved prostate cancer screening accuracy. Here, we assess the potential impact of PHS-informed screening.

Methods: UK population incidence data (Cancer Research UK) and data from the Cluster Randomized Trial of PSA Testing for Prostate Cancer were combined to estimate age-specific clinically significant prostate cancer incidence (Gleason $\geq 7$, stage T3-T4, PSA $\geq 10$, or nodal/distant metastases). Using hazard ratios estimated from the ProtecT prostate cancer trial, age-specific incidence rates were calculated for various PHS risk percentiles. Risk-equivalent age-when someone with a given PHS percentile has prostate cancer risk equivalent to an average 50-year-old man (50-years-standard risk) -was derived from PHS and incidence data. Positive predictive value (PPV) of PSA testing for clinically significant prostate cancer was calculated using PHS-adjusted age groups.

Results: The expected age at diagnosis of clinically significant prostate cancer differs by 19 years between the $1^{\text {st }}$ and $99^{\text {th }}$ PHS percentiles: men with PHS in the $1^{\text {st }}$ and $99^{\text {th }}$ percentiles reach the 50-years-standard risk level at ages 60 and 41, respectively. PPV of PSA was higher for men with higher PHS-adjusted age.

Conclusions: PHS provides individualized estimates of risk-equivalent age for clinically significant prostate cancer. Screening initiation could be adjusted by a man's PHS.

Impact: Personalized genetic risk assessments could inform prostate cancer screening decisions.


## Introduction

Prostate cancer is the second-most-common malignancy in men worldwide with nearly 1.3 million cases diagnosed globally in $2018^{1}$. It was the third leading cause of European male cancer mortality in 2018, following mortality from lung and colorectal cancers ${ }^{2}$. Prostate cancer screening with prostate-specific antigen (PSA) testing can reduce mortality ${ }^{3}$, but universal screening may cause overdetection of cancers that would never become clinically apparent in a man's life-time and overtreatment of indolent disease. Guidelines recommend that individual men participate in informed decision making about screening, taking into account factors such as their age, race/ethnicity, family history, and preferences ${ }^{4-6}$.

Assessment of a man's genetic risk of developing prostate cancer has promise for guiding individualized screening decisions ${ }^{7,8}$. We previously developed and validated a polygenic hazard score (PHS) -a weighted sum of 54 single-nucleotide polymorphism (SNP) genotypes-as significantly associated with age at diagnosis of clinically significant prostate cancer, defined as cases where any of the following applied: Gleason score $\geq 7$, clinical stage T3-T4, PSA $\geq 10$, or where there were nodal or distant metastases ${ }^{9}$. Risk stratification by the PHS also improved the screening performance of PSA testing; the positive predictive value of PSA testing for clinically significant prostate cancer increased as PHS increased ${ }^{9}$.

Here, we apply the prostate cancer PHS to population data to assess its potential impact on individualized screening. Specifically, we combine genetic risk, measured by PHS, and known population incidence rates to estimate a risk-equivalent age: e.g., the age at which a man with a given PHS will have the same risk of clinically significant prostate cancer as a typical man at age 50 years. Such genetic risk estimates can guide individualized decisions about whether-and at what age-a man might benefit from prostate cancer screening.

## Methods

## Polygenic hazard score (PHS)

Full methodologic details of the development and validation of the prostate cancer PHS have been described previously ${ }^{9}$. Briefly, the PHS was developed using PRACTICAL consortium clinical and genetic data from 31,747 men of European ancestry as a continuous survival analysis model ${ }^{10}$ and found to be associated with age at prostate cancer diagnosis ${ }^{9}$. Validation testing was performed in an independent, separate dataset consisting of 6,411 men from the United Kingdom (UK) ProtecT study ${ }^{11,12}$. PHS was calculated as the vector product of a patient's genotype ( $X_{i}$ ) for $n$ selected SNPs and the corresponding parameter estimates ( $\beta_{i}$ ) from a Cox proportional hazards regression (equation 1):

$$
\begin{equation*}
P H S=\sum_{i}^{n} X i \beta i \tag{1}
\end{equation*}
$$

The 54 SNPs included in the model, and their parameter estimates, have been published ${ }^{9}$ and are also shown in Supplemental eTable 1.

## Population age-specific incidence

Age-specific prostate cancer incidence data were obtained for men aged 40-70 years from the United Kingdom, 2013-2015 (Cancer Research UK) ${ }^{13}$. Men may be less likely to be screened outside this age range ${ }^{3,14}$. The log of the prostate cancer incidence data were fit using linear regression to develop a continuous model of age-specific prostate cancer incidence in the UK ( $I_{\text {all }}$ ).

The UK age-specific proportion of incidence classified as clinically significant prostate cancer was estimated using data from the Cluster Randomized Trial of PSA Testing for Prostate

Cancer (CAP). The CAP trial evaluated the impact of a single, low-intensity PSA screening intervention on prostate cancer-specific mortality in the UK ${ }^{15}$. CAP was linked to the ProtecT study, which included men aged 50-69 at randomization ${ }^{15}$; ProtecT compared management options including surgery, radiotherapy, and active surveillance in patients with PSA-detected prostate cancer ${ }^{12}$. The clinical and demographic features of the CAP and ProtecT studies have been previously described ${ }^{12,15}$. Clinically significant prostate cancer was defined as cases often ineligible for active surveillance (consistent with the definition used in the PHS development). These are cases with Gleason score $\geq 7$, clinical stage T3-T4, PSA $\geq 10$, or with nodal/distant metastases ${ }^{9,16,17}$. Men in the intervention arm of the CAP trial who were diagnosed with any prostate cancer were divided into 5 -year age intervals at prostate cancer detection $(\mathrm{n}=8,054)^{15}$. The proportion of clinically significant disease in each age interval was calculated as the number of clinically significant prostate cancer diagnoses, divided by the total number of prostate cancer diagnoses in the CAP cohort for whom PSA and clinical stage information were available $(\mathrm{n}=6,388)^{15}$. The total (all ages) proportion of clinically significant prostate cancer was similarly calculated from CAP data. The age-specific prostate cancer incidence curve, $I_{\text {all }}$, was multiplied, within each 5-year age range, by the corresponding age-specific proportion of CAP clinically significant prostate cancer diagnoses, to yield a continuous estimate of age-specific, clinically significant prostate cancer incidence ( $I_{\text {clinically significant }}$ ). A similar calculation was done to estimate age-specific, more aggressive prostate cancer incidence (using a stricter definition of clinically significant disease that corresponds to clinical high risk or above by NCCN guidelines: clinical stage T3-T4, PSA $>20$, Gleason score $\geq 8$, or with nodal/distant metastases ${ }^{9,16,17}$ ) as $I_{\text {more-aggressive }}$. Finally, clinically insignificant prostate cancer incidence ( $I_{\text {clinically }}$ insignificant $)$ was estimated as the difference between $I_{\text {all }}$ and $I_{\text {clinically significant }}$.

Impact of genetic risk on clinically significant prostate cancer incidence
Men in the ProtecT study with genotype data $(\mathrm{n}=6,411)$ were categorized by their PHS percentile ranges $(0-2,2-10,10-30,30-70,70-90,90-98$, and $98-100)$ to correspond to percentiles of interest $(1,5,20,50,80,95$, and 99 , respectively). These percentiles refer to the distribution of PHS in the ProtecT dataset within controls aged < 70. Incidence rates of clinically significant prostate cancer were calculated for each percentile range ( $I_{\text {percentile }}$ ) using Cox proportional hazards regression (parameter estimate, $\beta$ ), following the methods published previously ${ }^{9}$. The reference for each hazard ratio (HR) was taken as the mean PHS among those men with approximately $50^{\text {th }}$ percentile for genetic risk (i.e., $30^{\text {th }}-70^{\text {th }}$ percentile of PHS, called $P H S_{\text {median }}$ ), and this median group was assumed to have an incidence of clinically significant disease matching the overall population ( $\mathrm{I}_{\text {clinically significant, }}$ calculated above). Incidence rates for the other percentiles of interest ( $I_{\text {percentile }}$ ) were then calculated by determining the mean PHS among men in the corresponding percentile range (called $P H S_{\text {percentile }}$ ) and applying equation 2:

$$
\begin{equation*}
I_{\text {percentile }}(\text { age })=I_{\text {clinically significant }}(\text { age }) e^{\beta(P H S \text { percentile-PHSmedian })} \tag{2}
\end{equation*}
$$

As described in the original validation of this PHS model for prostate cancer ${ }^{9}$, PHS calculated in the ProtecT dataset will be biased by the disproportionately large number of cases included, relative to incidence in the general population. Leveraging the cohort design of the ProtecT study ${ }^{11}$, we therefore applied a correction for this bias, using previously published methods ${ }^{18}$ and the R 'survival' package ( R version 3.2.2) ${ }^{19,20}$. The corrected PHS values were used to update $P H S_{\text {percentile }}$ and $P H S_{\text {median }}$ used in equation 2 . Then, $95 \%$ confidence intervals for the HRs for each percentile were determined by bootstrapping 1,000 random samples from the

ProtecT dataset, while maintaining the same number of cases and controls from the original dataset. The $I_{\text {percentile, }}$, predicted partial hazard (product of $P H S_{\text {percentile }}$ and the estimated $ß$ ), and standard errors (to account for sample weights) were calculated for each bootstrap sample.

Percentile-specific incidence estimates ( $I_{\text {percentile }}$ ) were visualized as the corresponding cumulative incidence curves for clinically significant prostate cancer diagnosis for men aged 5070 years. Analogous HRs and incidence curves were similarly calculated for the annualized incidence rates of clinically insignificant and more aggressive prostate cancer.

An individualized PHS to aid prostate cancer screening decisions in the clinic might be facilitated by a readily interpretable translation of PHS to terms familiar to men and their physicians. The PHS was therefore combined with UK clinically significant prostate cancer incidence data to give a risk-equivalent age: when a man with a given PHS percentile would have the same risk of clinically significant prostate cancer as, say, that of a typical man at 50 years old (50-years-standard risk). We defined $\Delta$ Age as the difference between age 50 and the age when prostate cancer risk matches that of a typical 50-year-old man. $95 \%$ confidence intervals for the age when a man reaches 50 -year-standard risk and $\Delta$ Age were determined using the HRs calculated from the 1,000 bootstrapped samples from ProtecT, described above.

Finally, we considered the common clinical scenario of a man presenting to his primary care physician to discuss prostate cancer screening. To illustrate how PHS might influence this discussion, we identified the subset of men in the ProtecT validation dataset who were around the median age of 60 years (55-64), to represent a typical patient. From this subset, we created three groups: those whose prostate cancer risk-equivalent age remained within the selected range (ages 55-64), those whose risk-equivalent age was $<55$, and those whose risk-equivalent age was $\geq 65$. We then calculated the positive predictive value (PPV) and standard error [SE] of the mean
of PSA testing for development of clinically significant prostate cancer in these three PHSadjusted (prostate cancer risk-equivalent age) groups using methods described previously ${ }^{9}$. This was done by taking 1,000 random samples (with replacement) of the subjects with elevated PSA $(\geq 3.0 \mathrm{ng} / \mathrm{mL})$ in the dataset, stratified to ensure each random sample matched the distribution of controls and cases reported for men with elevated PSA in ProtecT ${ }^{11,12}$. Stratification was also used to ensure the proportion of clinically significant cases matched the proportion reported in CAP for the age range of $55-64^{11}$, such that the PPV for the sample exactly matched the expected value for the linked ProtecT and CAP trials, but the distribution of genetic risk (PHS) was varied at random within each disease status group (control, clinically significant, clinically insignificant). A similar calculation for PPV of PSA testing for development of any prostate cancer was performed for the three PHS-adjusted age groups.

## Results

Linear regression yielded a model of prostate cancer age-specific incidence rates (equation $3, R^{2}=0.96$ and $p=0.001$ ) that was highly consistent with empirical data reported by Cancer Research UK (Figure 1).

$$
\begin{equation*}
I_{\mathrm{all}}=0.004 e^{0.203(\mathrm{age}-40)} \tag{3}
\end{equation*}
$$

In the CAP study ${ }^{15}$, the overall proportion of prostate cancer incidence classified as clinically significant disease was $72.3 \%$. The proportions of age-specific, clinically significant disease increased with age: $48.0 \%, 55.9 \%, 63.5 \%$, and $79.7 \%$ of men aged $50-54,55-59,60-64$, and $65-69$, respectively, were diagnosed with clinically significant prostate cancer. Combining men aged 55-64, the proportion of age-specific, clinically significant prostate cancer was $61.1 \%$.

Cumulative incidence estimates of clinically significant prostate cancer are shown in Figure 2 for various levels of genetic risk, as indicated by PHS percentile, showing a difference in age at diagnosis related to PHS strata. Supplemental eFigures 1 and 2 show analogous results for the incidence curves of clinically insignificant and more aggressive prostate cancer, respectively. Table 1 shows risk-equivalent age for each PHS percentile. The expected age at clinically significant prostate cancer diagnosis differs by 19 years between the $1^{\text {st }}$ and $99^{\text {th }}$ PHS percentiles. Specifically, a man with a PHS in the $99^{\text {th }}$ percentile reached a prostate cancer detection risk equivalent to the 50 -years standard at an age of 41 years. Conversely, a man with a PHS in the $1^{\text {st }}$ percentile would not reach the 50 -years-standard risk level until age 60 years. Qualitatively, the curves for clinically significant (Figure 2), clinically insignificant (eFigure 1), and more aggressive (eFigure 2) prostate cancer maintain consistent horizontal shifts relative to curves for other PHS percentiles over the age range studied. Quantitatively, this was confirmed by $\Delta \mathrm{Age}$, which remained the same for each PHS percentile across a true age range of 40-70. Thus, $\Delta$ Age was taken to be approximately constant for each PHS percentile and is reported in Table 1.

Figure 3 shows the PPV of PSA testing for clinically significant prostate cancer was 0.21 (SE: 0.01 ) for men approximately 60 years old (data derived from a total of 1,395 ProtecT men aged 55-64: 283 with clinically significant prostate cancer, 127 with clinically insignificant prostate cancer, and 575 controls with a PSA $\geq 3.0 \mathrm{ng} / \mathrm{mL}$ ). PPV was lower for those with a prostate cancer risk-equivalent age <55 years ( 0.12, SE: 0.04 ) and higher for those with prostate cancer risk-equivalent age $\geq 65$ years ( 0.40 , SE: 0.03 ).

The PPVs of PSA testing for any prostate cancer were 0.18 (SE: 0.05 ), 0.37 (SE: 0.01 ), and 0.61 (SE: 0.03 ) in men with a prostate cancer risk-equivalent age <55 years, between 55-64
years, and $\geq 65$ years, respectively. These PPVs, in combination with the PPVs of PSA for clinically significant prostate cancer, indicate that in the older prostate cancer-risk equivalent age group ( $\geq 65$ years), $40 \%$ of positive PSA tests are from clinically significant disease, $21 \%$ are from clinically insignificant disease, and $39 \%$ are false positives. The false positive rates for men with a prostate cancer risk-equivalent age $<55$ years and between 55-64 years are $82 \%$ and $63 \%$, respectively.

## Discussion

We applied the PHS to population incidence data to estimate age-specific risk of clinically significant prostate cancer. The resulting age-specific incidence rates (displayed as incidence curves in Figure 2) demonstrate clinically meaningful differences across various levels of genetic risk, as estimated by PHS. By combining these population curves with an individual's genetic risk and true age, we demonstrate calculation of a risk-equivalent age at diagnosis of clinically significant prostate cancer. This age relates a man's current prostate cancer risk to that of the age-specific population average. The incidence curves for clinically significant prostate cancer are modulated by 19 years between the $1^{\text {st }}$ and $99^{\text {th }}$ percentiles of PHS. Moreover, the PPV of PSA testing in three PHS-adjusted (prostate cancer risk-equivalent age) groups demonstrated that PPV is significantly higher in men with higher risk-equivalent ages of prostate cancer diagnosis. These results have important implications for clinicians considering discussions of whether-and when-to initiate prostate cancer screening in an asymptomatic man.

Prostate cancer can cause considerable mortality and morbidity but is curable if detected early. Determination of age of clinically significant disease diagnosis is thus highly relevant.

Data from the CAP study shown here confirm prior findings of increasing risk of clinically significant prostate cancer as men age $^{21-24}$. The proportion of new prostate cancer diagnoses classified as clinically significant in CAP is higher than some older studies that were limited to men with low PSA and normal digital rectal exam ${ }^{25-27}$, while another modern population study shows similar or higher proportions with clinically significant disease ${ }^{21}$. Taken together, these results suggest that screening delayed to an older age will yield a higher incidence of clinically significant disease.

The primary screening tool, PSA testing, is associated with a small absolute decreased risk of death from prostate cancer ${ }^{3}$, but carries a risk of overdetection and harm from overtreatment in men who would never have experienced clinical manifestations of their prostate cancer ${ }^{28}$. Thus, universal screening comes at a high cost—both in burden on healthcare systems and in the sequelae arising from elevated PSA in men with indolent disease: unnecessary biopsy procedures, overdetection, and treatment-related morbidities ${ }^{4,5}$. Conversely, there are some men who will develop clinically significant prostate cancer and would benefit from screening, possibly even at a relatively young age. Screening guidelines recommend individualized decision-making, but the available quantitative or objective data to guide these decisions are insufficient. For instance, family history provides some guidance, but, genetic risk has been shown to be more strongly associated with age of clinically significant prostate cancer diagnosis than patient-provided family history ${ }^{9,29}$.

PHS, in conjunction with other informative factors such as family history, may help identify men who may develop the highest-risk cancers ${ }^{12}$. Incorporating a risk-adjusted age in an electronic medical record could reduce burden for general practitioners. The risk-adjusted age can be based on whatever threshold of risk for clinically significant prostate cancer is considered
optimal. Here, we have used the typical risk at age 50. Waiting until the man whose risk-adjusted screening age reached 60 would be much more likely to avoid overdiagnosis and overtreatment than to miss an clinically significant prostate cancer. This is supported by the clinically significant-specific incidence rates reported here for CAP in the UK and also by recently reported absolute age-specific incidence rates in Norway ${ }^{21}$. One way a risk-stratified approach addresses overdetection is by providing a quantifiable, objective, and accurate rationale to not screen many men until they reach sufficient risk (in which time, their competing risks also have a chance to manifest; these could also inform screening and management decisions, especially if they affect life expectancy). The concern for overtreatment is also a critical consideration. As demonstrated in the ProtecT study, lower-risk disease does not need to be treated aggressively at diagnosis and can be monitored with active surveillance and routine PSA checks ${ }^{12}$. Additionally, other major trials have demonstrated that the risks of biopsy can be mitigated by using multiparametric prostate magnetic resonance imaging ${ }^{30-32}$. These important mitigating factors are not directly related to polygenic risk, but they do decrease the risks associated with a prostate cancer screening program.

The stratification of men based on their genetic risk is of particular interest in the primary care setting, where the majority of prostate cancer screening discussions take place. Shared decision-making between patient and physician has long been recommended in discussions of prostate cancer screening ${ }^{5,33}$, and physicians are tasked with determining an individual's risk based on factors such as his family history and ethnicity. However, physicians demonstrate different attitudes towards screening, with some screening all men proactively to avoid underdiagnoses, some screening only those men who request it, and some who attempt to weigh the costs and benefits of PSA screening on a case-by-case basis ${ }^{34,35}$. General practitioners, who
are already limited by time constraints and their patients' other health issues, must carefully discuss the complex risks and benefits of PSA screening with their patients ${ }^{36}$. However, efficiently identifying men at higher risk of clinically significant disease is important because detection of prostate cancer at an early stage allows for definitive treatment to prevent cancer progression or metastases ${ }^{12}$.

Quantitative risk stratification could guide physicians in their screening conversations with patients by providing an objective risk-equivalent age for the development of clinically significant disease. This allows for simpler and more standardized informed decision-making regarding whether an individual man might benefit from prostate cancer screening. For example, physicians who normally initiate screening discussions at some age (e.g., 50-55) could shift the timing according to the prostate cancer risk-equivalent age. Some men might need to begin prostate cancer screening at a younger age to detect early-onset clinically significant disease. The PHS has previously demonstrated high PPV of PSA testing for clinically significant prostate cancer in men with progressively higher scores ${ }^{9}$.

The potential utility of prostate cancer risk-equivalent age in the clinic is additionally demonstrated by its impact on PPV of PSA testing for clinically significant prostate cancer. Suppose a 60-year old man presents to his physician to inquire about prostate cancer screening. If this man has a prostate cancer risk-equivalent age close to his true age (55-64), the PPV of a PSA test (for prediction of clinically significant prostate cancer) for him is approximately $24 \%$. If his risk-equivalent age is $<55$, the PPV decreases to $13 \%$, and he might be reassured in foregoing PSA testing. Postponing-or even forgoing-screening in men with low PHS percentiles to when they reach their risk-equivalent age could decrease the harms associated with screening, or early detection and treatment of prostate cancer ${ }^{4,5}$. Other men may choose to delay
the initiation of PSA testing until they are older and have increased risk. Conversely, if this same man has a risk-equivalent age $\geq 65$, the PPV of PSA testing increases substantially to $45 \%$, implying that screening may be more informative for him. Of note, the increase in PPV in this illustration exceeds that of the reported effect of carrying a mutation in BRCA1 or BRCA2 ${ }^{37}$.

Cost-effectiveness is another concern regarding prostate cancer screening. Use of PHS, a one-time test valid for a man's entire life, can improve screening efficiency while reducing overall costs. The genotyping chip assay requires only a saliva sample and can be run for costs similar to those for single-gene testing (e.g. the BRCA mutation). Genotyping also informs genetic risks for other diseases, possibly allowing multiple tests to be run on the same genotype results ${ }^{38,39}$. PSA screening (and subsequent prostate biopsy) could be offered only to those men at higher risk of clinically significant disease. PHS might increase the efficiency of any prostate cancer screening program by incorporating knowledge that there are some men with higher baseline genetic risks of developing clinically significant prostate cancer, even at a younger age, while others have a low baseline genetic risk.

Limitations of this work include that the PHS did not incorporate genotypic data from men of non-European ancestry during its development ${ }^{9}$, a reflection of the available data, which may affect the potential use of the PHS for screening decision-making in men from other ethnic groups. This is noteworthy, as disparities in prostate cancer incidence and survival show that in the USA, men with African ancestry are more likely to develop prostate cancer and to die from their disease ${ }^{40}$. Our group and others are studying the application of genetic scores to nonEuropean ancestry groups. Additionally, we used incidence data from a single country (the UK) with relatively low rates of screening. While the epidemiological data used in this work are of high quality and draw from the same UK population as was previously used for the validation of
the PHS model ${ }^{9}$, further work should evaluate the PHS in other populations. Finally, there are now over 140 SNPs reported to have associations with prostate cancer, identified using a metaanalysis that included ProtecT data ${ }^{41}$, but not all of these SNPs are represented on the custom array used to develop the original PHS. Furthermore, the PHS model was validated using independent data from ProtecT; the inclusion of those other SNPs associated with prostate cancer would have introduced circularity into the validation. Adding more SNPs to further improve the model is an area of active investigation. If we, or others, succeed in developing a further optimized PHS, we expect the range of $\Delta$ Age to expand.

We conclude that clinically meaningful risk stratification can be achieved through application of a PHS that is associated with age at clinically significant prostate cancer diagnosis to UK population data. PHS can also be used to calculate estimates of risk-equivalent age for the development of clinically significant prostate cancer for individual men. The PPV of PSA was higher for men with higher PHS-adjusted prostate cancer-equivalent ages. Assessing personalized genetic risk via PHS could assist patients and physicians, alike, with the important decision of whether, and when, to initiate prostate cancer screening.
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Table 1. Risk-equivalent age for clinically significant prostate cancer ${ }^{\S}$, by polygenic hazard score (PHS) percentile.

| PHS <br> percentile | Age when man reaches <br> 50 -year-standard risk <br> $[95 \% \mathrm{C}]$ | $\Delta$ Age $^{\beta}$ <br> $[95 \% \mathrm{CI}]$ |
| :---: | :---: | :---: |
| 1 | $60[59,62]$ | $-10[-11,-8]$ |
| 5 | $56[54,58]$ | $-6[-8,-4]$ |
| 20 | $53[51,55]$ | $-3[-5,-1]$ |
| 50 | $50[48,52]$ | $0[-2,2]$ |
| 80 | $47[45,48]$ | $3[1,4]$ |
| 95 | $44[43,46]$ | $6[5,8]$ |
| 99 | $41[39,43]$ | $9[7,11]$ |

${ }^{\text {§ }}$ Clinically significant prostate cancer was defined as Gleason score $\geq 7$, clinical stage T3-T4, PSA $\geq 10$, or with nodal/distant metastases.
${ }^{\alpha}$ Risk of typical 50-year-old defined as overall population incidence at age 50.
${ }^{\beta} \Delta \mathrm{Age}=$ difference between 50 and the age when risk is that of a typical 50-year-old man.

## Figure Legends

Figure 1. Annual incidence of prostate cancer in the United Kingdom, 2013-2015. Dots represent the raw, age-specific incidence rates of each age range, per 100,000 males. The black line represents the results of linear regression for an exponential curve to give a continuous model of age-specific incidence in the United Kingdom, $R^{2}=0.96, p=0.001$.

Figure 2. Incidence of clinically significant prostate cancer, as derived from application of polygenic hazard score (PHS) hazard ratios and population data from the United Kingdom. The overall population incidence is taken as the median risk ( $50^{\text {th }}$ percentile); this accounts for agespecific proportions of prostate cancer that were clinically significant in the CAP trial ${ }^{15}$. Hazard ratios were calculated within ProtecT data for various levels of genetic risk ranges (0-2, 2-10, 10-$30,30-70,70-90,90-98$, and $98-100)$ to correspond to percentiles of interest $(1,5,20,50,80,95$, and 99 , respectively), and used to adjust the median incidence curve. Blue lines represent genetic risk lower than the median while red lines represent genetic risk higher than the median.

Figure 3. Application of prostate cancer risk-equivalent age to the clinical scenario of whether to screen a 60-year-old man (median age from ProtecT). The risk-equivalent age is the patient's true age adjusted by PHS level. This plot shows results for all men from ProtecT aged approximately 60 years old (range: 55-64), grouped by their calculated prostate cancer riskequivalent age: $<55,55-64$, or $\geq 65$. The positive predictive value (PPV) of PSA testing for clinically significant prostate cancer and the corresponding standard errors of the mean of PSA testing are shown for each of these 3 groups.
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## Supplemental Methods and Results

eTable 1. SNP identifier, chromosome, effect allele, reference allele, and position (based on version 37) and beta (model weight) for the 54 SNPs used in the polygenic hazard score (PHS) calculation*.

| SNP ID | PHS beta | Chromosome | Position | Effect | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: |
| rs6545977 | -0.066 | 2 | 63301164 | C | G |
| rs1010 | 0.05 | 2 | 85808982 | G | A |
| rs16860513 | 0.198 | 2 | 173342367 | A | G |
| c3_pos87230612 | -0.115 | 3 | 87147922 | T | A |
| rs6788616 | -0.04 | 3 | 87205079 | A | G |
| rs4857841 | 0.029 | 3 | 128046643 | T | A |
| c3_pos171557211 | 0.073 | 3 | 170074517 | C | G |
| rs6853490 | -0.054 | 4 | 95544718 | G | A |
| rs2136486 | 0.024 | 4 | 95571976 | G | A |
| rs7679673 § | -0.066 | 4 | 106061534 | A | G |
| rs7725218 | -0.07 | 5 | 1282414 | T | A |
| rs2736108 | 0.05 | 5 | 1297488 | A | G |
| rs10866528 | -0.045 | 5 | 1891821 | A | T |
| rs10051795 | -1.501 | 5 | 100648792 | C | A |
| rs17596465 | 0.114 | 6 | 93471818 | G | A |
| rs3910736 | -0.068 | 6 | 153412476 | G | A |
| rs651164 | -0.05 | 6 | 160581374 | A | G |
| rs7769879 | 0.054 | 6 | 160865645 | G | A |
| rs6965016 | -0.052 | 7 | 97807882 | G | A |
| rs13265330 | -0.06 | 8 | 23525543 | A | C |
| rs9297746 | 0.055 | 8 | 127909361 | A | G |
| rs28556804 | 0.077 | 8 | 128014315 | G | A |
| c8_pos128146328 | 0.174 | 8 | 128077146 | A | G |
| rs7841060 | -0.082 | 8 | 128096477 | C | A |
| rs13252265 | -0.055 | 8 | 128203859 | A | C |
| c8_pos128389706 | 0.066 | 8 | 128320524 | C | G |
| rs6983267 § | -0.095 | 8 | 128413305 | A | G |
| rs9297759 | 0.073 | 8 | 128519171 | A | G |
| rs12549761 | 0.054 | 8 | 128540776 | A | G |
| c10_pos8072007 | -1.53 | 10 | 8032001 | A | G |
| rs10993994 § | 0.1 | 10 | 51549496 | A | T |
| c11_pos2181240 | 0.068 | 11 | 2224664 | G | C |
| rs12275055 | -0.076 | 11 | 68981359 | C | A |
| rs7929962 | 0.048 | 11 | 68985583 | G | A |


| rs11568818 § | 0.041 | 11 | 102401661 | A | G |
| :--- | :--- | :--- | :--- | :--- | :--- |
| rs10875943 § | -0.041 | 12 | 49676010 | T | A |
| rs4919763 | -0.05 | 12 | 53279623 | A | C |
| rs3861106 | -0.914 | 13 | 63485756 | A | G |
| rs4643253 | 0.052 | 14 | 69106108 | G | C |
| rs684232 § | -0.039 | 17 | 618965 | C | G |
| rs718961 | -0.075 | 17 | 36077099 | C | G |
| rs11651052 | -0.093 | 17 | 36102381 | A | G |
| c17_pos44175675 | 0.142 | 17 | 46820676 | G | C |
| rs9889335 | 0.077 | 17 | 69115146 | G | A |
| rs11672691 § | -0.059 | 19 | 41985587 | A | G |
| rs17632542 | 0.14 | 19 | 51361757 | G | A |
| rs4809311 | 0.049 | 20 | 62233764 | A | G |
| c22_pos41831564 | 0.084 | 22 | 43501620 | A | G |
| rs747745 | 0.044 | 22 | 43503547 | A | G |
| rs4907775 | 0.131 | 23 | 51263200 | G | A |
| rs5945631 | -0.192 | 23 | 51268884 | A | G |
| rs7888856 | 0.049 | 23 | 66751555 | G | A |
| rs11795627 | -0.042 | 23 | 69957441 | A | G |
| rs232964 | 1.031 | 23 | 76136958 | A | G |

* Comparing the 54 SNPs included in PHS and the 147 SNPs identified in a recent meta-analysis of men with European ancestry ${ }^{1}$, there were 7 PHS SNPs that were exact matches (§) with one of the 147 meta-analysis SNPs.
eFigure 1. Incidence of prostate cancer, stratified by clinically significant and clinically insignificant, as derived from application of polygenic hazard score (PHS) hazard ratios and population data from the United Kingdom. The overall population incidence is taken as the median risk ( $50^{\text {th }}$ percentile); this accounts for age-specific proportions of prostate cancer that were clinically significant in the CAP trial ${ }^{2}$. Hazard ratios were calculated within ProtecT data for various levels of genetic risk ranges ( $0-2,2-10,10-30,30-70,70-90,90-98$, and $98-100$ ) to correspond to percentiles of interest ( $1,5,20,50,80,95$, and 99 , respectively), and used to adjust the median incidence curve. Blue lines represent genetic risk lower than the median while red lines represent genetic risk higher than the median. Solid lines represent clinically significant prostate cancer, while dashed lines represent clinically insignificant cases. The sum of clinically significant and clinically insignificant incidence would estimate the incidence of any prostate cancer.

eFigure 2. Incidence of more aggressive prostate cancer, as derived from application of polygenic hazard score (PHS) hazard ratios and population data from the United Kingdom. The stricter definition for more aggressive disease corresponds to clinical high risk or above by NCCN guidelines-i.e., any of: clinical stage T3-T4, PSA $>20$, Gleason score $\geq 8$, or nodal/distant metastases ${ }^{3}$. The overall population incidence is taken as the median risk ( $50^{\text {th }}$ percentile); this accounts for age-specific proportions of more aggressive prostate cancer reported in the CAP trial ${ }^{2}$. Hazard ratios were calculated within ProtecT data for various levels of genetic risk ranges ( $0-2,2-10,10-30,30-70,70-90,90-98$, and $98-100$ ) to correspond to percentiles of interest $(1,5,20,50,80,95$, and 99 , respectively), and used to adjust the median incidence curve. Blue lines represent genetic risk lower than the median while red lines represent genetic risk higher than the median.
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