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ABSTRACT
Distances to individual stars in our own Galaxy are critical in order to piece together the
nature of its velocity and spatial structure. Core helium burning red clump (RC) stars have
similar luminosities, are abundant throughout the Galaxy, and thus constitute good standard
candles. We build a hierarchical probabilistic model to quantify the quality of RC stars as stan-
dard candles using parallax measurements from the first Gaia data release. A unique aspect of
our methodology is to fully account for (and marginalize over) parallax, photometry, and dust
corrections uncertainties, which leads to more robust results than standard approaches. We de-
termine the absolute magnitude and intrinsic dispersion of the RC in 2MASS bands J, H, Ks,
Gaia G band, and WISE bands W1, W2, W3, and W4. We find that the absolute magnitude of
the RC is −1.61± 0.01 (in Ks), +0.44± 0.01 (in G) , −0.93± 0.01 (in J), −1.46± 0.01 (in
H),−1.68±0.02 (in W1),−1.69±0.02 (in W2),−1.67±0.02 (in W3),−1.76±0.01 mag (in
W4). The mean intrinsic dispersion is ∼0.17 ± 0.03 mag across all bands (yielding a typical
distance precision of ∼8%). Thus RC stars are reliable and precise standard candles. In ad-
dition, we have also re-calibrated the zero-point of the absolute magnitude of the RC in each
band, which provide a benchmark for future studies to estimate distances to RC stars. Finally,
the parallax error shrinkage in the hierarchical model outlined in this work can be used to
obtain more precise parallaxes than Gaia for the most distant RC stars across the Galaxy.

Key words: Stars: distances, Stars: fundamental parameters, Stars: statistics

1 INTRODUCTION

Estimating distances to individual stars is a difficult undertaking
and yet it is critical to understand the spatial and dynamical na-
ture of our Galaxy. One approach to derive distances to individual
stars has been to use red clump (RC) stars (e.g. Paczyński & Stanek
1998; Stanek, Zaritsky & Harris 1998; Udalski 2000; Alves et al.
2002; Laney, Joner & Pietrzyński 2012; Bovy et al. 2014). The RC
is a visually striking feature in the color-magnitude diagram de-
fined by a group of evolved stars which have undergone the helium
flash and all have roughly a single absolute magnitude, making the
RC stars a so-called ’standard candle’. Thus their apparent magni-
tude is directly related to the distance of the star after accounting
for extinction.

The RC has largely been used to determine the distances
to nearby galaxies (e.g. Stanek, Zaritsky & Harris 1998; Udalski
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et al. 1998; Laney, Joner & Pietrzyński 2012) or stars within our
own Galaxy (e.g. Paczyński & Stanek 1998; McWilliam & Zoccali
2010; Bovy et al. 2014; Nidever et al. 2014). However, in order to
do this, three ingredients are needed: (1) a reference value (zero-
point) of the absolute magnitude of the RC, (2) the interstellar ex-
tinction to the RC population of interest, and (3) a slight correction
for the population effect between the local sample of RC stars used
to derive the reference value and the actual RC population of inter-
est (e.g. Girardi & Salaris 2001; Bovy et al. 2014; Girardi 2016).
This work will focus on the first two. Ultimately, the intrinsic ab-
solute magnitude of the RC can be used to not only to estimate the
distance to stars across the Galaxy but also in other galaxies (e.g.
Laney, Joner & Pietrzyński 2012), where Gaia will not be able to
measure precise parallaxes.

The first data release from the Gaia mission has produced pre-
cise parallaxes and apparent magnitudes for more than 2.5 million
sources (Michalik, Lindegren & Hobbs 2015; Gaia Collaboration
et al. 2016) in the Milky Way, presenting an exciting opportunity to
test the quality of using the RC as a standard candle and update the
reference absolute magnitude in many bandpasses in a homoge-
nous way. Therefore, in this Letter, we aim to use data from the
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2 K. Hawkins et. al.

astrometric Gaia spacecraft in combination with a collection of RC
samples containing more than 970 RC stars, to measure the mean
and dispersion in the absolute magnitude of the RC in several bands
including 2MASS J, H, Ks, WISE W1, W2, and W3, and Gaia G.
This represents one of the largest samples (and one of the first with
Gaia data) of RC stars used to make such a measurement.

To achieve these aims, this Letter is organized in the follow-
ing way: In section 2 we describe the four RC data samples that
are used in this study along with the combined sample. The hi-
erarchical model that we use to estimate the mean and dispersion
in the absolute magnitude of the RC is described in section 3. We
present the calibration of the absolute magnitude of the RC using
Gaia and discuss our results in the context of the literature in sec-
tion 4. Finally, we discuss the status of using RC as standard candle
in section 5.

2 DATA

In this section, we describe the various RC samples that have been
sourced from the literature and combined into a master sample. Ul-
timately, our aim is to derive an intrinsic absolute magnitude and
dispersion in 2MASS J, H, Ks, WISE W1, W2, W3, and W4, and
Gaia G bands for the RC. To do this, we source the apparent mag-
nitude and their uncertainties for each star from the 2MASS survey
(J, H, and Ks, Cutri et al. 2003), the WISE survey (W1, W2, W3,
and W4, Wright et al. 2010), and first data release of the Gaia sur-
vey (G, Gaia Collaboration et al. 2016; van Leeuwen et al. 2017).
The measured trigonometric parallaxes ($̂i) and their uncertain-
ties for each star are obtained from the Tycho-Gaia Astrometric
Solution (TGAS, Michalik, Lindegren & Hobbs 2015; Gaia Collab-
oration et al. 2016; Lindegren et al. 2016). The median uncertain-
ties in our RC sample are 0.02, 0.03, 0.02, 0.01, 0.01, 0.02, 0.02,
0.12 mag in the J, H, Ks, G, W1, W2, W3, and W4 bands and
0.27 mas in$ (∼18%). We note that for some of the brightest stars
in our sample, the 2MASS photometry is saturated and thus have
poor photometric quality flags. These stars also have significantly
larger photometric uncertainties which are fully accounted for in
our hierarchical model. As such, removing them does not signifi-
cantly affect our inferred absolute magnitude.

Each star’s apparent magnitude and parallax and their asso-
ciated uncertainties represents the observed data, Di, that we use
to constrain the parameters of our hierarchical model in section 3.
In addition to these, an initial reddening value, E(B − V )i, for
each star is taken from the 3-dimensional (3D) dustmap of Green
et al. (2015), assuming the distance to the star is 1/$1. We note
here that this is only used to place a prior on the inferred extinction
posterior. The reddening is converted into a band-specific extinc-
tion by multiplying E(B − V )i by an extinction coefficient which
is taken from several literature sources. The extinction coefficients
for J, H, K, W1, and W2 are taken from Table 2 of Yuan, Liu & Xi-
ang (2013), while the coefficients for W3 and W4 were taken from
Table 4 Xue et al. (2016) assuming that AJ

AKs
= 2.72. Finally, the

coefficient for Gaia G-band was derived using the information in
Table 13 of Jordi et al. (2010) for stellar parameters consistent with
the mean RC population. All of these coefficients can be found in
the last column of Table 1.

1 We note here that we do not recompute the E(B − V )i value from the
3D dustmap on for each chain. We instead use the first estimate as a weakly
informative prior.
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Figure 1. The naive absolute Ks-band magnitude as a function of (G−Ks)
for the Gaia-2MASS overlap (gray log density scale), and the red clump
samples taken from APOKASC (magenta diamonds, Elsworth et al. 2016),
APO1m (blue square, Feuillet et al. 2016) APOGEE (red triangles, Bovy
et al. 2014), and Laney (cyan circles, Laney, Joner & Pietrzyński 2012).
The orange dotted line is the calibrated absolute magnitude of the red clump
in MKs from Laney, Joner & Pietrzyński (2012). In all cases the parallax
precision is better than 30%.

For all of the samples described below, we choose only those
RC stars with parallax uncertainties less than 30%. We don’t con-
sider stars with noisier parallaxes because the data does not bring
significant information in constraining the hierarchical model and
the posterior belief about their distances is mostly driven by the
distance prior adopted rather than the data itself (e.g. Bailer-Jones
2015; Astraatmadja & Bailer-Jones 2016). The final sample con-
tains 972 red clump stars. We note here that the red giant branch
(RGB) does overlap with the RC population thus contamination is
likely. For this reason, our model will have an extra broad com-
ponent to describe outlier objects, unlikely to be RC stars. In the
below subsections, we describe each subsample from which we
built our ‘master’ sample and the cuts that were used. In Figure 1
we show the (G − Ks) color-magnitude digram for probably RC
stars (color symbols) in all samples with and the full TGAS-2MASS
overlap with parallax uncertainties lower than 30%. As this figure
is for illustration purposes, to obtain the absolute magnitudes for
all samples we used the distance ri = 1/$̂i where $̂i is the TGAS
parallax estimate.

2.1 APOGEE Red Clump Catalogue and APO1m Samples

Many of the RC stars used in this work are taken from the Apache
Point Observatory Galactic Evolution Experiment (APOGEE). The
APOGEE survey is a public near-infrared H-band high-resolution
(R∼22,500) spectroscopic survey within SDSS-IV (Majewski et al.
2015). Most spectra from the APOGEE survey have relatively high
signal-to-noise ratios allowing for precise determinations of stel-
lar parameters and chemical abundance (e.g. Holtzman et al. 2015;
Ness et al. 2015; Hawkins et al. 2016). These stellar parameters
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Calibrating Red Clump stars with Gaia 3

are used, in combination with PARSEC isochrones, to develop a
sample of possible RC stars (we refer the reader to section 2.2 of
Bovy et al. 2014, for a detailed discussion on the selection of this
sample). We note that it is expected that the RGB contamination
on in this RC sample is on the order of a few percent. In this letter,
we made use of the thirteenth data release version of the APOGEE
RC catalogue described in Bovy et al. (2014)2 While this sample
contains tens of thousands of RC stars, when we crossmatch this
catalogue with TGAS and only select stars that have parallax pre-
cisions better than 30% the total number of stars in this sample is
only 639.

The APO-1m sample, which is described in section 3 of Feuil-
let et al. (2016), contains 324 potential RC stars and was gen-
erated using bright stars which have Hipparcos parallaxes better
than 10%. These stars were observed with the New Mexico State
University (NMSU) 1-m telescope instead of the 2.5-m telescope
used for the main APOGEE sample due to their brightness. The
RC sample in this work was selected using the same procedures as
in Bovy et al. (2014). It is expected that the RGB contamination
on in this RC sample is on the order of a few to 10 percent. We
crossmatched this sample with TGAS and the various photometric
surveys described above and further required that there was an es-
timated E(B−V )i from the dustmap of Green et al. (2015). These
cuts produce a final APO-1m sample of 218 RC stars.

2.2 APOKASC Red Clump Sample

The APOGEE+Kepler (APOKASC) sample is comprised of stars
in the Kepler field with seismic information that also have accom-
paning APOGEE spectra. The main distinction between the se-
lection of this sample and those of the APOGEE RC sample is
the use of asteroseismology. Namely, the stellar evolutionary sta-
tus of these stars have seismically determined to be RC using the
frequency period spacing (e.g. Pinsonneault et al. 2014; Elsworth
et al. 2016). This allows for a fairly clean selection of RC stars.
Thus it is expected that the RGB contamination in this RC sam-
ple is very small (consistent with zero). As in Section 2.1, we only
select stars with parallax precisions better than 30% and with an
E(B − V )i estimate from the dustmap of Green et al. (2015) re-
ducing the APOKASC RC sample to 99 stars.

2.3 Laney Red Clump Sample

This sample is drawn from the crossmatch of Laney, Joner &
Pietrzyński (2012) and TGAS. Of the 226 brightest nearby bright
RC stars in Laney, Joner & Pietrzyński (2012), 55 of them are
found in TGAS. The reason for this is because, many of these stars
are very bright and as such they were not reported in the first Gaia
data release (Gaia Collaboration et al. 2016). Many of these 55
stars have no reddening estimate from Green et al. (2015) and thus
were removed from the sample. For this sample, we select to use
the 2MASS photometry rather than the more precise values from
Laney, Joner & Pietrzyński (2012) for consistency. We note how-
ever, since we properly account for the uncertainties in the photom-
etry in our hierarchical model, the use of either magnitudes do not
affect the results. It is expected that the RGB contamination on in
this RC sample is very small (probably consistent with zero). This
sample adds an additional ∼20 RC stars to the final sample.

2 Hence we call this the APOGEE RC sample the ‘Bovy’ sample.
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Figure 2. Illustrates the dependencies between the observed data and model
parameters in the form of a probabilistic graphical model. Observed data is
indicated by shaded circles while model parameters are denoted by open
circles. Fixed parameters, such as the E(B − V ), the the extinction coeffi-
cient, Rλ, and uncertainties in data sources are represented by small filled
black circles.

3 THE RED CLUMP MODEL: A HIERARCHICAL
APPROACH

Our approach to deriving the absolute magnitude and dispersion of
the RC population in several bandpasses is a statistical one. We be-
gin by modeling the absolute magnitude (in some bandpass) of the
RC as a single Gaussian with an intrinsic magnitude, MRC , with a
dispersion, σMRC . The RC sample will likely have some contami-
nation from the RGB, as these two features on the color-magnitude
diagram overlap (for example see Figure 1). To account for this,
we have added a second Gaussian ‘contamination’ component with
mean, Mout, and dispersion, σMout . with some contamination frac-
tion which we denote as fout. For simplicity, we assume the con-
tamination component has an intrinsic absolute magnitude centered
at the same value as the RC population with a large dispersion
(larger than 0.30 mag) that will be inferred (i.e. Mout = MRC ). We
visualize the statistical model outlined in the section in the proba-
bilistic graphical model (PGM) shown in Figure 2.

In the context of our RC model, we want to compute the joint
posterior probability distribution of our model given the observed
data, i.e. p(θRC, L, αi|Di), where θRC denotes the parameters of
the RC model, i.e. θRC = {MRC , σMRC , Mout, σMout , fout}, L is
the scale length of the distance prior (see Equation 7, below), and
Di = (m̂i, σm̂i , $̂i, σ$̂i , E(B − V )i) is the observed data. The
αi = (ri, Ai) represents the latent parameters, which include dis-
tance, ri, and extinction, Ai, for every star that we will marginalize
over.

Using Bayes’ theorem, we can write down the (un-
marginalized) posterior probability of the RC model as:

p(θRC, L, {αi} | {Di}) ∝

p(θRC, L)
∏
i

p(Di | θRC, L, αi) p(αi|θRC, L),
(1)

where p(Di| θRC, L, αi) is the object likelihood function and
p(θRC, L) is the prior on the RC model parameters and
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4 K. Hawkins et. al.

p(αi|θRC, L) is the prior on the distance and extinction for each
object.

The un-marginalized likelihood function per object is given as
follows:

p(Di| θRC, L, αi) = p($̂i |$)× p(m̂i| θRC, αi), (2)

where

p($̂i | ri) = N ($̂i |1/ri, σ$̂i) (3)

and

p(m̂i| θRC, αi) = N (m̂i|mi, σm̂i) (4)

Where Equations (3) and (4) are the parallax and photome-
try likelihoods, respectively. In the above N (x|µ, σ2) represents
the normal or Gaussian probability distribution evaluated at x with
mean, µ, and dispersion, σ. The predicted parallax for each star
is generated using a distance, r (which will be marginalized over),
such that it is equal to 1/ri. In Equation (2), the predicted apparent
magnitude, mi is generated using the following:

mi = Mi + 5 log10(ri)− 5 +Ai, (5)

where Ai defines the extinction in the bandpass (which will be
marginalized over) and Mi is the predicted absolute magnitude
which is drawn from:

p(Mi |MRC , σMRC , σMout , fout) =

(1− fout)N (Mi |MRC , σMRC ) +

foutN (Mi |MRC , σMout).

(6)

In Equation (6), the absolute magnitude distribution is modeled
with two Gaussian distributions: one for the RC population and one
for the outlier population with a contamination fraction of fout.

Finally, we use generous uniform priors on all parameters ex-
cept distance, extinction and the dispersion of the contamination
population. The prior used for distance is taken from Bailer-Jones
(2015):

p(ri | L) =
1

2L3
r2i exp(−ri/L), (7)

where L is both the scale-length of the distance prior and is also
a hyperparameter (i.e. a parameterization of a prior on distance).
Equation 7 represents an exponentially decreasing space density
prior. Since the scale-length will be inferred, as a hyperparameter,
we place an additional uninformative uniform prior on L between
0.1 < L < 4 kpc. The prior used for the extinction is a Gaussian
distribution centered on the value expected from the 3-d dustmap
of Green et al. (2015) with a dispersion of 0.05 mag3.

The prior used for the the dispersion of the contamination pop-
ulation is a broad Gaussian distribution centered at 1.5 mag with a
scale of 0.50 mag. We note here that the results are not significantly
affected by changing this prior by more than 0.50 and 0.30 mag in
the mean and scale, respectively, of the Gaussian prior.

We made use of the most recent (version 2.12) python imple-
mentation of STAN code (Carpenter et al. 2017) to draw samples
from the sample the posterior distribution with different model pa-
rameters. We have used pySTAN with 10000 iterations and 5 chains
with half of the iterations used for burn-in.

One significant advantage of modeling the RC with this hi-
erarchical model is that we are able to infer the distance and ex-
tinction for every star. This has allowed us to increase the sample

3 The expected extinction is assumed as Ai = Rλ × E (B − V )i.

size significantly because we include RC stars with with parallax
precisions up to 30% rather than the 10% often used in the litera-
ture. However we note that our model is simplified and has many
assumptions. For example, the parallaxes and photometry are as-
sumed to be unbiased, and their errors thought to be correct and
representative.

4 RESULTS AND DISCUSSION

Figure 3 presents a corner plot of 25000 samples that have been
drawn from the posterior distribution for each parameter of our RC
model for the 2MASS Ks bandpass. The extinction and distance
for each star is not shown as these parameters are marginalized
over. The 50th percentile, and 16th and 84th percentiles for each
parameters are also displayed. While Figure 3 shows only the result
for one of the eight bands studied (Ks), Table 1 presents the inferred
values of the RC model for all eight bands.

Now, we move on to describe the results in Table 1, and place
them in the context of the literature, for each band.

4.1 Gaia G

In this work, we present a first measure of the intrinsic abso-
lute magnitude and dispersion of the RC in the Gaia G band. We
have found that that the absolute magnitude in this wide-G band
filter is MG = +0.44±0.01 mag with an intrinsic dispersion of
0.20±0.02 mag. This implies a floor distance precision of ∼10%
using this band. This result can be used to estimate the distance to
all Gaia RC stars prior to future data releases at, conservatively, the
10% level. We note that since the G band was not fully calibrated
for DR1 (e.g. see Carrasco et al. 2016), these results may change
slightly with future releases.

4.2 2MASS J, H, K

The RC was first identified and calibrated in the 2MASS bands,
specifically Ks, by Alves (2000). The author found that the peak
absolute magnitude of RC in Ks was –1.62 ± 0.03. The same year
Udalski (2000) found a result that is consistent with this value.
However, not long after these studies, van Helshoecht & Groenewe-
gen (2007) found that the RC has an absolute magnitude of –1.57
± 0.05, while Groenewegen (2008) found that the RC has an ab-
solute magnitude of –1.54 ± 0.04 arguing that a selection bias to-
wards bright stars caused the earlier results to be incorrect. More
recently studies (e.g. Laney, Joner & Pietrzyński 2012; Chen et al.
2017), favour the brighter magnitude of –1.62 mag for the RC in
the Ks band. Our results are consistent with the more recent stud-
ies but inconsistent with the Groenewegen (2008). For example,
most recently, Chen et al. (2017) found, using seismically deter-
mined RC stars from the Strömgren survey for Asteroseismology
and Galactic Archaeology, that the absolute magnitude of the RC
is −1.626± 0.057 in Ks consistent with our results.

Additionally, we point out that the 2MASS band passes, more
specifically Ks, are often used to find RC stars because the absolute
magnitude of the RC is likely to be only weakly dependent on age
or metallicity (e.g. Udalski 2000; van Helshoecht & Groenewegen
2007; Groenewegen 2008; Girardi 2016). In the J band, the absolute
magnitude of RC in the 2MASS J band can range from ∼ −0.92
(Bovy 2017) to−0.984± 0.014 (Laney, Joner & Pietrzyński 2012),
to−1.016± 0.063 (Chen et al. 2017). Our results are most consis-
tent with those of Bovy (2017) but are also in fair agreement with
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Figure 3. Corner plot of the displaying samples from the posterior probability for each of the parameters of the hierarchical model for the RC sample in the
Ks band.

Chen et al. (2017) and Laney, Joner & Pietrzyński (2012). In the
H band, the absolute magnitude of the RC can range in the litera-
ture with−1.528± 0.055 found in Chen et al. (2017) to−1.490±
0.015 (Laney, Joner & Pietrzyński 2012), both of which are in fair
agreement with our value.

4.3 WISE W1, W2, W3, W4

The RC was first identified in WISE bands W1 and W3 by Yaz
Gökçe et al. (2013). They found that the absolute magnitude of the
RC in W1 = −1.64 ± 0.03 and in W3 = −1.61 ± 0.02. More re-
cently, Chen et al. (2017) found that the absolute magnitude of the
RC in W1 = –1.69±0.06, W2 =−1.59± 0.06, and W3 =−1.752±
0.06. Our results in Table 1 indicate the absolute magnitude of the
RC in W1 is in good agreement with the values from Yaz Gökçe
et al. (2013) and Chen et al. (2017). However, our results for W2
indicate the RC is brighter by 0.07 mag compared to Chen et al.
(2017) with no estimate given in Yaz Gökçe et al. (2013). In W3,
our measurement of the absolute magnitude is in between the val-
ues from Yaz Gökçe et al. (2013) and Chen et al. (2017).

For many of the bandpasses above, we improve the precision

with which we estimate the absolute magnitude of the RC, aided
by the precise TGAS parallaxes and our hierarchical model ap-
proach, where we properly model the uncertainties in the observ-
ables. We also expanded on the literature by estimating the intrinsic
(de-noised) dispersion in W1, W2, and W3 of the RC and absolute
magnitude in W4 bands for the first time.

4.4 Error Shrinkage

One of the advantages of building a hierarchical model to derive the
absolute magnitude and dispersion of the RC, is that we properly
model the uncertainties in the observables, allowing us to de-noise
the parallax and magnitudes. This is illustrated in Figure 4, which
shows the distribution of difference in the uncertainties in the in-
ferred and TGAS parallaxes for probable4 RC stars are separated
by subsample. The formal uncertainty in the inferred parallax from

4 Probable RC stars are defined as those which have probabilities of being
attributed to the RC component greater than or equal to 80%. In this case,
the probability for each star belonging to the RC is computed for every
MCMC chain and the the median is taken.
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6 K. Hawkins et. al.

Table 1. Red clump model parameters for the J, H, K, G, W1, W2, W3, and W4 bands

Band MRC σMRC σMout L fout N Rλ= Aλ
E(B−V )

(mag) (mag) (mag) (pc)

G +0.44±0.01 0.20 ±0.02 0.75±0.08 215.6±4.2 0.18±0.04 972 2.85
J –0.93±0.01 0.20 ±0.02 0.72±0.09 213.5±4.0 0.13±0.05 972 0.72
H –1.46±0.01 0.17 ±0.02 0.71±0.09 213.3+4.1

−3.9 0.18±0.05 972 0.46
Ks –1.61±0.01 0.17 ±0.02 0.70+0.10

−0.08 222.7±4.3 0.18±0.05 972 0.30
W1 –1.68±0.02 0.10 ±0.04 0.73+0.12

−0.09 231.5±4.8 0.15±0.04 936 0.18
W2 –1.69±0.02 0.20 ±0.03 0.84±0.10 237.8±4.8 0.15±0.04 934 0.16
W3 –1.67±0.01 0.17 ±0.02 0.74±0.08 228.3±4.6 0.18±0.05 936 0.16
W4 –1.76±0.01 0.16 ±0.02 0.73+0.09

−0.07 221.1±4.5 0.18±0.05 910 0.11

NOTE: The bandpass is shown in column 1 while the absolute magnitude and dispersion in the absolute magnitude of the RC and ‘contaminate’ population in
that bandpass is listed in Columns 2, 3, 4, and 5, respectively. The inferred scale-length of the distance prior is tabulated in column 6 and the contaminate
fraction, fout can be found in column 7. The number of stars used in the inference and the assumed extinction coefficient for each band is tabulated in
column 8 and 9, respectively.

the hierarchical model are always lower than the values quoted
by TGAS. Distant subsamples (APOKASC and Bovy), the parallax
precision of probable RC stars is significantly better compared to
TGAS. The typical inferred parallax uncertainty is 0.15 mas lower
than the TGAS uncertainty. For reference, we remind the reader
that the median TGAS uncertainty in parallax for these samples are
∼0.30 mas. For the local subsamples (APO1m and Laney), where
the TGAS precision is already very high, the uncertainties of the
two are comparable.

We note, that the decrease in the parallax uncertainty is not
only a consequence of adopting a distance prior, but also from
the hierarchical model itself. By inferring the properties of each
star (e.g. its distance) and their subsequent population (e.g. the RC
model parameters) simultaneously, each object borrows informa-
tion from the others. As illustrated in Leistedt & Hogg (2017), this
is a classic “shrinkage" property of hierarchical models

4.5 Possible Systematics

Furthermore, as a sanity check, we test (1) if different parallax cuts
affect the result and (2) if the results on the absolute magnitude for
every subsample are consistent with the final result. The outcome
of the first sanity check was that the results are not affected by
parallax cuts between 2–30%. Below 2% there are too few stars to
achieve a reasonable estimate of the model parameters. Above 30%
there is no significant information gain for the RC model inference
and the distances become more strongly determined by the prior.

The second test indicated that the inferred absolute magnitude
of the RC for each subsample (described in section 2) are con-
sistent, within the uncertainties, with those found in Table 1, ex-
cept for the APOKASC subsample. In the APOKASC subsample
containing 99 stars, the inferred absolute magnitude of the RC is
∼0.10 mag brighter in the Ks band, for example compared to the
results using the full combined 972 stars. This can be resolved by
adding a ∼0.10 mas offset to the parallaxes in the APOKASC sub-
sample (i.e. decreasing the distances to the APOKASC stars). Thus
for the APOKASC sample, there is likely a non-zero systematic
between the parallaxes inferred in this work and TGAS.

We note that the second of these sanity checks was done be-
cause of the expected of systematics in the TGAS catalogue. These
systematics are thought to be on the order of ±0.30 mas (More
specifically, there is a ±0.10 mas systematic from potential global
offset and ±0.20 mas systematic which is both regional and color
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Figure 4. A histogram of the difference between the uncertainty in the in-
ferred parallax from our hierarchical model, σ(1/ri), and the TGAS paral-
lax uncertainty, σ$̂i . The stars are split into their respective subsamples in-
cluding APO1m (blue line), Bovy (red line), APOKASC (black line), Laney
(cyan line). We only select those stars which have an inferred probability of
belonging to the RC population that is larger than or equal to 80%. The dis-
tributions illustrate that the inferred parallax precision is better than TGAS
by ∼ 0.15 mas, on average, for the distant APOKASC and Bovy subsam-
ples and 0.03 mas for the more local APO1m and Laney subsamples.

dependent, Lindegren et al. 2016), however the exact value has
been a matter of debate. For example, Stassun & Torres (2016) used
eclipsing binary systems to show that there was a typical parallax
systematic, $TGAS −$EB, on the order of –0.25 mas and as high
as –0.39 mas in the field of the APOKASC subsample. This was
consistent with the work of De Ridder et al. (2016) which indicated
that there was a noticeable disagreement between TGAS and aster-
oseismic distances for a sample of 22 dwarf and subgiant solar-like
oscillators and with Jao et al. (2016) using a sample of 612 single
stars. Although, not long after, Davies et al. (2017) used a sample
of nearly 850 asteroseismic giant stars, some of which are found
in this work, and reported a systematic offset that was smaller than
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Figure 5. The normalized distribution of the difference between the inferred
parallax from the hierarchical modeland the TGAS parallax. The line styles
are the same as those in Figure 4 and we only select those stars which have
an inferred probability of belonging to the RC population that is larger than
or equal to 80%. The text on the left presents the median offset and disper-
sion with respect to TGAS for each sample, separately. The text is color-
coded to match the legend.

those of Stassun & Torres (2016) but at least was found to go in
the same direction (i.e. $TGAS − $sesmic ∼ – 0.28 mas). How-
ever, more recent work using more than 100 RR Lyrae stars (Sesar
et al. 2017) and large numbers of asteroseismic targets (Huber et al.
2017), have either found no or very small parallax systematics that
may be in tension with the results of Stassun & Torres (2016) and
Davies et al. (2017). For reference, a systematic offset in the ob-
served parallaxes by ±0.10 mas will impact the inferred absolute
magnitude of the RC by ∼ ±0.10 mag

To further illustrate the parallax offsets found between this
work and TGAS, in Figure 5 we plot the distribution of the dif-
ference between our inferred parallax for probable RC stars and
the values from TGAS. As in Figure 4, the distributions are sep-
arated by subsample because each has a different distance range
with the APO1m and Laney subsamples being nearby and the Bovy
and APOKASC samples being much further. The median offset and
its dispersion is also displayed in text on the right side of the his-
tograms. Figure 5 indicates that for the APOKASC sample, there
is a systematic offset whereby TGAS parallaxes are too large, by
∼0.10 mas, compared to our inferred parallaxes. This is consistent
with the results of Huber et al. (2017), which finds a much smaller
parallax systematic in the Kepler field than both Stassun & Torres
(2016) and Davies et al. (2017). For stars with the highest quality
parallaxes, the systematic found by Davies et al. (2017) is consis-
tent with our results. However, We note that the offset for the full
combined sample is –0.003 mas with a dispersion of 0.24 mas.

Therefore, for the full sample we do not include a systematic
on the full all-sky sample, as suggested by Sesar et al. (2017), on
our final results as it would result in absolute magnitudes that are far
to inconsistent with the literature. We also note that the final results
do not significantly change by removing the APOKASC sample.
We do point out that it may be unfair to compare the systematic
offsets from different samples as it may be color, positional, and
parallax dependent (e.g. Lindegren et al. 2016). A fair comparison

of the systematics in TGAS should be done only for stars of the
same color, parallax distribution, and position on the sky.

5 SUMMARY

In this work, we have put forward a first of its kind hierarchical
model to derive the intrinsic magnitude absolute magnitude and
dispersion of helium burning RC stars. The hierarchical model is
advantageous because it fits for the properties of the RC sample
while fully capturing many sources of uncertainties which are typ-
ically ignored including RGB contamination, dust, apparent mag-
nitudes, and parallaxes. This new method has been applied to a
sample of 972 RC stars which have TGAS parallaxes, with preci-
sions better than 30%, in order to update the zero-point absolute
magnitude of the RC in eight photometric bands including 2MASS
J, H, Ks, Gaia G, and WISE W1, W2, W3, and W4. We have also
quantified the degree to which the RC should continue to be used
as a standard candle by deriving the intrinsic dispersion of absolute
magnitude (which will be small for the best standard candles).

We have shown that in every band studied the absolute mag-
nitude in the RC has a dispersion that is less than ∼ 0.20 mag and
ranges from 0.10 – 0.20 mag. Following standard error propagation,
it can be shown that this yields a precision in distance of ∼5–10%.
Additionally, we have updated the absolute magnitude of the RC in
J, H, Ks, W1, W2, and W3 and provide a first estimate in W4 and
G. These values can be found in Table 1. Our results are in excellent
to fair agreement with the literature.

We also have looked at the offsets between the inferred paral-
laxes for stars in the work and TGAS. Consistent with most recent
work (Huber et al. 2017) we found a small offset between the in-
ferred parallax and TGAS for the APOAKSC sample. This offset is
much smaller than other results (e.g. Davies et al. 2017). However,
we remind the reader that these systematics are not trivial, and are
color and positional dependent.

One significant advantage to using the hierarchical model for
this work, as illustrated in Figure 4, is that not only can we quantify
the absolute magnitude and dispersion of the RC, but we simulta-
neously infer more precise parallaxes for distant stars. This can be
used in future releases to infer more precise distances than Gaia to
distant RC stars.

It has been shown in several studies (e.g. Girardi & Salaris
2001; Salaris & Girardi 2002; van Helshoecht & Groenewegen
2007) that populations effects, specifically age and metallicity, bi-
narity, and helium abundance, can alter the absolute magnitude of
the RC. We do not yet control for these populations effects because
either the age or metallicity is not known for a some stars in our
sample. We also do not currently impose a prior for each star to
have consistent colours. Therefore, it is likely that the dispersion in
absolute magnitude of the RC will decrease when both the popula-
tion effects and stellar colour are accounted for, thereby improving
the quality of RC stars as standard candles. With the second release
of the data from the Gaia mission available soon, it is expected that
there will be significantly larger samples of RC stars, which will
open the door for further investigation into these population effects
with the methods outlined in this work.
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