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Preface 

Loss of electricity by the whole or major part of power system blackout 

triggers interruption of use of electric appliances, internet disconnection, traffic 

interruption. In power systems, the state are changing by many reasons such as load 

increment, line switching, disturbances and so on, and it could be moved toward 

the stability boundary. Recent power system state tends to be easily changed and 

be hardly understood due to a huge penetration of Renewable Energy Sources 

(RESs). Preventive/corrective security control actions are performed to avoid the 

blackout and make the system state far away from the boundary. However, if the 

pre-stage security assessment cannot be accurately performed, the following 

security actions may be misconducted. 

Concerning above situations, Phasor Measurement Unit (PMU) has been 

installed on power systems to provide very accurate information including 

voltage/current phasor measurements, which are able to execute State Estimation 

(SE) accurately. SE is the first step of understanding the system state which gives 

the whole power system state to the security assessment input. However, PMU is 

expensive device so that the optimal number and placement in power systems 

should be considered not to affect the system planning cost. 

On consideration of optimal PMU placement, several issues lie down in 

power systems. PMU cost: increasing the number of placed PMUs makes the power 

system planning cost suffered, thus minimization of PMU cost is required. SE 

accuracy: particularly assessing estimation error of SE for the static security 

assessment which is affected by the power flow condition and measurement 

propagation is necessary because the recent system is pretty uncertain and 

unpredictable. Static security assessment using estimated state vector: because 

almost all PMU placement researchers ignores how SE error affects the static 

security assessment, the relationship between PMU placement and latter actual 

security assessment should be investigated. Dynamic security: in power system 

security control, not only static security but also dynamic security is important. 

Thus, optimal PMU placement considering both of static and dynamic security is 

keenly required. This research work includes approaches to solving all above issue 

in terms of placing PMUs optimally. Chapters will be unfolded one by one to solve 

each issue in order to finally propose the optimal PMU placement method 

considering PMU device cost, static/dynamic security assessment.  

In Chapter 4, Multi Objective Optimal PMU Placement (MOOPP) problem 

considering minimization of PMU device cost with the PMU current channel 

selection and maximization of SE accuracy through different power flow scenarios 

named CCS-MOOPP is proposed. By solving CCS-MOOPP, cost-effective Pareto 

solutions are obtained which can mitigate the impact on the system planning cost 

by eliminating redundant current channels. In Chapter 5, measurement uncertainty 

propagation in the PMU pseudo measurement is considered by classical uncertainty 

propagation theory. It is implemented in the OPP problem: named CCS-MOOPP/U. 
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By solving this problem as well as Chapter 4, the realistic SE error assessment is 

achieved. Inclusion of consideration of measurement uncertainty propagation in 

PMU pseudo measurement not to degrade the merit of installation of PMUs is 

proved to be eventually effective. In Chapter 6, considering the voltage security 

assessment using estimates obtained by SE through optimally placed PMUs, 

Critical Boundary Index (CBI) is calculated as a static voltage security index. 

Investigation on the single load increment test showed that a mixed measurement 

situation makes CBI calculation error bigger. For optimally obtained PMU 

placements, discarding of PMU estimated value is suggested not to degrade the 

merit of PMUs. By those analysis, this chapter bridges between OPP and actual 

static security assessment. Chapter 7 extends OPP’s target to Dynamic 

Vulnerability Assessment (DVA). This chapter’s proposals include the novel 

clustering method for the fast coherent area partition, OPP for DVA and MOOPP 

considering both of static and dynamic security assessment. Firstly, a novel 

clustering algorithm is proposed to partition a power systems into the number of 

fast coherent areas for DVA. Secondly, OPP problem for DVA named OPP-DVA 

is proposed. OPP-DVA places PMUs to cover as many areas as possible to estimate 

DVA index. As the final form of MOOPP problem in this research work, CCS-

MOOPP/U-S&D considering PMU device cost minimization, static SE accuracy 

maximization and DVA enhancement, which is possible to consider both regions 

of security assessment. To sum up all results of works, this research thesis can 

contribute to enhance static and dynamic security assessment accuracy by optimally 

placing PMUs considering PMU placement cost based on maximization of merit of 

PMUs, in terms of avoiding power system blackouts. 
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1 Introduction 

1.1 BACKGROUND AND MOTIVATION 

Since power systems have been established and become larger to enhance the 

reliability and the economic performance by inter-connection, there have been 

always concern about the cascading blackout. In the history of power systems, there 

have been some instances of power blackout so far. The USA-Canada power system 

widespread blackout of August 2003 is one of the most notorious blackout event 

among them, eventually impacted the economics with a net loss about USD 6 billion 

by power supply loss about 61,800 MW [1]. This cascading event has begun in 

misunderstanding of the power system state by no update of State Estimation (SE) 

of Midwest Independent System Operator (MISO) as the reliability coordinator. In 

this time, the power system analyst turned off the automatic SE and the control, and 

updated the state manually, hence the several events such as generator or 

transmission line outage occurred after that were not recognized by the system 

operator. Finally these events resulted in the widespread blackout by the chain 

reaction collapse. This big event reminds us of importance of the power system 

monitoring and correct understanding of the state for avoiding the cascaded 

blackouts. 

Recently, the power system state has been getting more uncertain, 

unpredictable and vulnerable because of a huge penetration of Renewable Energy 

Source (RES) which outputs unstable power generation and the electricity market 

deregulation that coexisting many player can sell electric power resulting in more 

congested transmission line with irregular power flow variation. These facts 

indicate that the power system in recent are threatened to fall easily into the blackout 

compared to the previous simple system, the importance of power system 

monitoring has been getting more significant.  

On the other hand, nowadays, because of the significantly developed Internet 

and Communication Technology (ICT), the Wide Area Measurement System 

(WAMS) with Phasor Measurement Unit (PMU) by its fast and large data 

communication and transmission has become the promising technology for accurate 

and constant monitoring of the power system [2]. PMU is the key apparatus in 

WAMS which is able to measure the voltage and current phasor data synchronized 

by Global Positioning System (GPS). Measurement of the phase angle by GPS time 

synchronization enables to determine the phase reference of the measured 

sinusoidal voltage signal at distant measuring points. Before the PMU has been 

installed in power systems in 1980’s, collection of measurement data such as active 

power, reactive power, voltage magnitude and frequency has been conducted by 

traditional measurements called Remote Terminal Unit (RTU) in monitoring 

system based on Supervisory Control And Data Acquisition (SCADA). At that time, 

the concept of synchrophasor measurement was proposed [3], however, it had not 

been realized as a form of PMU since GPS was not really developed. In 1993, the 

official use of GPS has been declared and the concept of PMU was introduced by 
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Phadke et al. [4]. Thereafter, PMUs have been introduced in power systems in some 

countries such as USA, Europe, China and so on, with applications to SE, adaptive 

relay, oscillation control [5]. 

Since the PMUs have been installed in power systems, there have been many 

contributions by research articles, and many issues have been discussed by 

researchers in universities, electric makers and utilities. Among them, SE supported 

by PMU is one of the most important issues. SE that assigns a value to unknown 

system state variable (voltage phasor of power system bus) based on measurements 

including an error from the meters is very important for system state understanding 

and online modeling [6]. Conventionally, SE has been executed using measured 

data obtained by RTU, which is solving the nonlinear measurement equation mostly 

by Weighed Least Square (WLS) to obtain state vector. This method takes several 

iterations and the accuracy is not really good. However, by applying PMU to SE, 

state vector can be obtained by solving the linear measurement equation with pretty 

much higher accuracy since it is directly solvable by the direct observation of 

voltage phasor amount by PMU [7]. In order to monitor a power system for 

avoiding cascading blackout by preventive/corrective security control actions, 

accurate understanding of the system state by SE using measurement data obtained 

by PMU is indispensable in recent power systems. 

In 1986, Phadke et al. has established the concept of Phasor State Estimation 

(PSE) which only uses PMU data as the measurement vector. However, the PMU 

cost was not concerned in the article [7]. The average overall costs per unit of 

typical PMU installed at transmission level substation range between USD 40,000 

and USD 180,000 including the costs of procurement, installation, and 

commissioning [8]. For only the device, it is reported that a PMU itself is about 

USD 20,000 and a current measurement channel cost is about USD 3,000 as of 2016 

[9]. These facts indicate that it is impossible to place PMUs to all buses if the 

number of system buses gets bigger, in perspective of realistic power system 

operation and planning. Therefore, the Optimal PMU Placement  (OPP) problem 

has been discussed for over a couple of decades, begun in the article by Baldwin et 

al. [10]. In general definition of OPP is a problem to find the set of PMUs placed 

with a minimum number while it satisfies arbitrarily equality/inequality constraints. 

Normally, in order to carry out PSE, the feasible set of PMU placements needs to 

make the system observable (numerical/topological observability, explained in 

Chapter 3). In OPP, once PMU is placed at a bus, the adjacent buses become 

observable (pseudo measurements). In accordance with the pseudo measurements 

and observability constraint, the OPP problem which minimizes the number of 

PMUs by covering the power system observability given as a combinatorial 

optimization problem, has been proven as the Non-deterministic Polynomial time 

(NP) complete class problem by polynomial-time reduction from the planar 3-

satisfiability problem [11].  In these days, there are a lot of research articles about 

OPP problem because of its significance, even some review and taxonomy papers 

have been published [12-14]. In such circumstance, OPP for SE is quite trending 

topic in power system studies. 
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1.2 RESEARCH OBJECTIVE AND CONTRIBUTIONS 

This book designs the novel OPP formulation and solving it by a 

metaheuristic optimization method. In recent studies of OPP problem, 

maximization of SE reliability for PMU observation network, enhancement of SE 

accuracy, the PMU current channel allocation have been required while the number 

of placed PMUs is minimized. Minimization of the number of PMUs is generally 

basic concept of OPP established by Baldwin et al. [10], in addition, enhancement 

of the robustness of PMU observation network or the actual SE accuracy are studied. 

Since power systems are built in the nature, its topology can be changed by 

unscheduled line outage or planned line outage, resulting in the loss of a 

observability. In another case, power systems go out of being observable caused by 

the PMU device outage. The robustness of PMU network can be improved by 

placing many more PMUs to cover such concerns treated by N–1 or N–1–1 criteria 

[15] – [19]. These redundancy indices are called Bus Observability Index (BOI) or 

System Observability Redundancy Index (SORI) [19]. However, most of studies 

enhancing BOI and SORI only takes into account the graph theory based 

topological observability of the system, ignoring the actual SE accuracy. Moreover, 

redundant placement of PMUs quite raises the total placement costs, those strategy 

are not realistic. On the other hand, a few of studies about enhancement of actual 

SE accuracy have been conducted so far [20]. As power system uncertainty and 

unpredictability by RES which outputs the unstable generation are concerned, we 

shall look at the improvement of SE accuracy for many power flow cases in OPP 

problem. Also, there are two SE methods in OPP: PSE which only uses PMU for 

the measurement vector and Hybrid State Estimation (HSE) which combines the 

RTU and PMU for the measurement vector [21]. Traditionally, since SE has been 

done in power systems using RTUs, HSE installs PMUs into the already-made 

measurement network condition based on RTUs. Thus, HSE can relatively reduce 

the number of PMUs. In addition, two-stage type HSE overlaps the PMU 

measurement vector on the state vector previously estimated by RTUs [21]. This 

means there is no necessity to make it robust by PMUs if the RTU measurement 

network is robust enough for the loss of observability. Therefore, this research 

employs HSE for the cost performance. 

In the PMU components installed at a substation, there are a voltage 

measurement channel and current measurement channels. For the conventional 

OPP problem research, generally PMUs as units only are optimally placed in a 

power system, there is no consideration on the current channel placement: the 

current channels are allocated for all incident lines to the bus that the PMU is placed. 

For PMU placement cost minimization in this case, the total placement cost 

including the PMU and voltage channel and the current measurement channels may 

increase when the system scale gets larger that resulting in not economic 

performance. Su and Chen proposed to limit the number of current measurement 

channels in OPP [22], however, it cannot contribute to the appropriate current 

channel selection. This research formulates the flexible current channel selection 

method in OPP, given by hierarchical structure representation in the augmented 

decision variables [23]. By this formulation, appropriate redundant current channel 

elimination is realized, resultantly reduces the total PMU placement cost. 

Considering minimization of the total PMU placement cost and SE error, both 

objectives are being in the trade-off relationship each other. It indicates that a 
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objective can be improved while the other one is suffered to be deteriorated. The 

same thing is true of the minimization of the PMU placement cost and maximization 

of BOI or SORI in the past research [15] and [17]. Let the OPP problem which has 

multiple objective be called Multi Objective Optimal PMU Placement (MOOPP) 

problem. There are several approaches for multi objective optimization. If weighted 

sum method is employed, it is possible to obtain single solution by giving weight 

coefficients to both objectives. However, it is quite difficult to obtain the solution 

which the decision maker (power system operator/planner) actually hopes to get, 

and to set the appropriate weight coefficients for the objective functions. On the 

other hand,  it is effective to obtain Pareto optimal solutions that are optimal in the 

wider sense that no rather solution in the search space are superior to them when all 

objectives are considered [24]. Pareto solutions in multi objective optimization are 

evaluated with dominance by Pareto’s law whereas the solution in single objective 

optimization is evaluated with the absolute fitness. Hence, this research obtained 

the multiple Pareto solutions using evolutionary multi objective optimization 

method, Non-dominated Sorting Genetic Algorithm-II (NSGAII) [25]. As a result 

of optimization by NSGA-II, Current-Channel-Selectable (CCS) MOOPP which is 

formulated by the augmented decision variable via the hierarchical structure 

representation obtained better dominant Pareto solutions compared to the 

conventional MOOPP which ignores the current channel selectability. 

In OPP, there are two types of measurement method to obtain the state vector. 

Those are called the direct measurement and pseudo measurement. The former one 

is to obtain voltage phasor at a bus by PMU voltage measurement channel. The 

latter one is to obtain voltage phasor using the measurements such as current phasor 

and voltage phasor already obtained at another bus. In case of use of pseudo 

measurement many times (pseudo measurement obtained by another pseudo 

measurement), there is a concern about measurement uncertainty propagation [26]. 

It may make the SE error larger depending on the number of pseudo measurements 

and the path of pseudo measurement and the targeted system characteristics. 

Therefore, this research involves measurement uncertainty propagation in HSE of 

the CCS-MOOPP problem and evaluates it, not to degrade the merit of PMU. 

This thesis book also designs considerations on the power system security 

control after obtained the state vector by HSE, realized by placed PMUs in CCS-

MOOPP. There have been some research articles about Voltage Stability Index 

(VSI) calculation using state vector estimated by SE. Understanding of VSI updated 

by SE can be the way to a secure system operation to avoid voltage collapse in 

recent power systems. Tang et al. proposed an adaptive load shedding method based 

on both frequency and voltage stability assessment using PMUs [27]. Although the 

authors established a novel load shedding method based on voltage stability 

assessment by modal analysis, the basic assumption is that the number of PMUs is 

sufficient. This assumption makes the planning cost of power systems tremendously 

expensive if the system scale is larger. Makasa and Venayagamoorthy considered 

voltage stability assessment based on an optimal PMU placement [28]. However, 

the authors did not consider the SE error of pseudo measurement which may result 

in bigger SE errors. Having the literature reviews, the VSI and the power system 

SE by optimal PMU placement have not yet been bridged. In this research, 

calculation of Critical Boundary Index (CBI) [29] as line-based VSI is carried out 

using estimated state by an optimally placed set of PMUs. The result showed that 
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the calculation of CBI based on HSE by the obtained set of PMUs is more accurate 

compared to use of RTUs alone. Additionally, in the mixed measurement condition 

(PMUs and RTUs), phenomenon that the use of state vector estimated through 

different estimators makes the CBI estimation error bigger, is found in the process 

of CBI calculation, and it might even worsen the SE error than the use of RTUs 

only. Hence in that case, discarding the state vector estimated by PMUs and use of 

state vectors obtained through same measurements are suggested.  

As another consideration of OPP, this research also focused on the OPP for 

Dynamic Vulnerability Assessment (DVA) [30]. In the power system corrective 

control, DVA is the important action as an input of power system corrective control 

action, by giving the vulnerability symptom of the power system to the system 

operator. The power system vulnerability assessment has been done in off-line or 

on-line basis. However, PMU has developed the real time DVA realized by its 

practical capability to update the synchronized voltage phasor data in real time order 

[30]. To widen the PMU’s availability in WAMS, the PMU placement should be 

assessed considering both of the static security assessment by static SE and the 

dynamic security assessment by DVA. Following the work by Cepeda et al. [31], 

DVA begins from the power system coherent area basis, and it is normally given 

by fast coherency in the DVA region. This thesis book designs a novel method of 

the fast coherent area identification by Hierarchical Clustering (HC), called HC-

max. HC-max employs calculation of a criterion to evaluate the clustering precision 

by the point biserial correlation coefficient, on both of the number of clusters and 

the cluster linkage methods. HC-max is statistically superior to other non-

hierarchical clustering methods in terms of point biserial correlation coefficient. 

After the identification of the fast coherent areas, OPP is assessed with an 

evaluation function to estimate the Center-Of-Inertia (COI) based area frequency 

by bus frequency signal obtained by placed PMUs. As a result of optimization by 

the exhaustive search, the optimal PMU placements tend to be placed at buses of 

the generator or neighborhoods which have high dynamic observability.  

This research work finally proposes MOOPP problem minimizing the PMU 

device cost and maximizing SE accuracy for static security assessment which is 

subject to DVA index bound as the extreme form of OPP problem in this thesis 

book. This optimization problem can consider both the static and dynamic 

observability while mitigating the PMU device cost. By above those works 

conducted in each chapters to build the final form of MOOPP, this thesis book 

contributes to the reliable and cost-effective power system operation and planning 

in order to avoid power system blackouts. 

1.3 OPTIMIZATION AND MACHINE LEARNING IN POWER SYSTEMS 

This research employs metaheuristic optimization and machine learning 

techniques for the OPP problem, such as NSGA-II and HC-max. The main 

advantages of optimization techniques are the ability to deal with complex problems 

that conventional method cannot solve. In power system studies, optimization and 

machine learning techniques have been applied for solving problems because of its 

complexity and gigantic scale. Also in many cases, the optimization function is non-

convex and indifferentiable, or combinatorial. Hence, stochastic optimization such 
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as metaheuristic optimization is more popular rather than the deterministic 

optimization. In online or real time power system operation, machine learning 

technique can be applied. Moreover, metaheuristic optimization is sometimes used 

for tuning of the parameters of supervised machine learning. A brief survey of the 

metaheuristic optimization and machine learning methods, and the application in 

power systems are given as follows: 

Genetic Algorithm (GA) 

GA is the most well-known Evolutionary Algorithm (EA) based on a natural 

selection laws and Darwin’s evolutionary principle of survival of the fittest, 

developed step by step from 1950 and the fundamental is finally established by 

Holland in 1975 [32]. In GA, represented solutions called individuals evolve toward 

the global optima through genetic operators such as selection, crossover and 

mutation. Since GA is a stochastic optimization method, the initial population is 

randomly generated in each iteration. In the selection operation, evaluation of each 

solution by fitness function that assesses how good the solution is following the 

objective function, and individuals are selected with higher fitness value. Evolution 

of solution is fastened by crossover and mutation. To avoid trapping in the local 

minima, several types of improved GA have been invented. In power system 

application, GA is applied to the OPP of course [33], also to the parameter 

optimization of the Unified Power Quality Conditioner (UPQC) [34] and Power 

System Stabilizer (PSS) [23] for power system control, Unit Commitment (UC) 

problem [35] and Transmission Expansion Planning (TEP) [36] problem for power 

system planning, etc. 

Particle Swarm Optimization (PSO) 

PSO invented by Kennedy and Eberhart belongs to the category of Swarm 

Intelligence (SI) in the Computational Intelligence (CI) technique [37]. 

Communication among individuals locally/globally is the characteristic of SI, and 

this stimulates the emergence that results in the good search. PSO operates particles 

moving in searching space with the position and the velocity. The position and the 

velocity are updated by the local best and the global best position of particles to 

find the global optima in the searching space. PSO’s convergence speed is pretty 

high since a particle finds a good position once, the others rapidly follow it. Since 

PSO is generally continuous optimization method, Discrete PSO (DPSO) and 

Binary PSO (BPSO) have been proposed for discrete optimization problems. The 

application in power systems is wide ranging: the OPP problem [38], parameter 

tuning problems of power system controllers such as PSS [39], Thyristor Controlled 

Series Compensator (TCSC) [40], Static Var Compensator (SVC) [41], planning 

problems in power systems such as black-start restoration [42], UC [43] and so on. 

Simulated Annealing (SA) 

SA is inspired from annealing method in metal engineering proposed by 

Kirkpatrick et al. [44]. SA develops a single solution by transition toward the global 

optimum with a small perturbation. Before SA, a typical single point search method 

called hill climbing was the representative searching method. Hill climbing tends 

to get easily stuck on a local optimum since it accepts the solution better than the 

present. SA overcame this point by introduction of solution transition probability 

with cooling schedule in annealing. Systematically SA is a single point search 
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method, not like GA or PSO as multi-point search methods, application of SA 

combined with another method is suggested to enhance the solution searching 

performance. Baldwin et al. applied SA combined with Bisecting Search (BS) to 

the OPP problem [10]. There have been several SA application to the power system 

planning problems: reactive power planning [45], Optimal Power Flow (OPF) 

problem [46], power system decomposition problem [47], and so on. 

Artificial Neural Network (ANN) 

ANN is a basic and trending supervised leaning method in machine learning 

which is inspired from the neuron behavior. Development of ANN has begun with 

the first systematic study by McCulloch and Pitts [48], and nowadays it draws 

attention as breaking-through Artificial Intelligence (AI) technique by its capability 

to learn or to approximate well any arbitrary nonlinear functions [49]. Because of 

advancement of computation performance in hardware/software, ANN has got 

popular in solving engineering problems. ANN consists of the number of nonlinear 

activation function, composed of input, output and one or more hidden layers. Input 

signal received by the input layer propagates with transition through layer by layer, 

then the output is obtained [49]. In ANN, learning of weights between each layer is 

significant, and it is optimization problem that minimizes the error between ANN 

output and the learning data. This process can be carried out by descent method, 

backpropagation, metaheuristics such as GA and PSO. Especially in power systems, 

ANN well fits together with power system online or real-time operation problem, 

such as adaptive PSS tuning [50], optimum power allocation in Battery Energy 

Storage System (BESS) [51], forecasting of photovoltaics output [52]. 

Cluster Analysis 

In unsupervised learning, clustering analysis is the most frequently used for 

data grouping in accordance with the relationship among the data [53]. There are 

systematically two major types for clustering technique: Hierarchical Clustering 

(HC) and Non-Hierarchical Clustering (NHC). In HC, data objects are clustered 

according to their distance each other with certain distance metric and linkage. The 

objects are clustered in series from a pair of objects which has the minimum 

distance, and the process will finish until all objects are clustered into one cluster. 

Finally HC builds a dendrogram that how objects are clustered. By cutting the 

dendrogram at a certain height, the number of cluster can be determined. NHC 

partitions objects into clusters by evaluation function that assesses the goodness of 

the clustering. Since most of the NHC methods employs searching from a set of 

random initial points, the clustering result may vary in every trial [53]. Clustering 

fits well together with power system partition problems such as power system buses 

partitioning by Fuzzy C-Means (FCM) [54], K-means method [55] for power 

system coherent area grouping. 

1.4 DISSERTATION OUTLINE 

This book is separated into 8 chapters and appendices. Chapter 1 provides 

research background by significance of OPP, objective and contributions of this 

thesis, introduction on the significance of CI and AI techniques such as optimization 

and machine learning methods and their applications in power system studies. 
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Chapter 2 gives the general concept of PMU,  power system monitoring 

principle, and other applications of PMU in power system studies. Firstly, 

fundamentals of power system monitoring and the system security control is given. 

After that, a concept of synchrophasor measurement technology and its applications 

in power system is described. 

Chapter 3 presents an introduction of the OPP problem which is the main 

topic of this thesis book with the literature review. The principle of SE is also given 

in this chapter, categorized into conventional SE (SCADA SE), HSE and PSE, with 

the power system observability realized by RTU and PMU through an appropriate 

placement. 

Chapter 4 proposes a novel MOOPP formulation which considers the PMU 

current channel allocation called CCS-MOOPP realized by the hierarchical 

structure representation, in order to reduce the total placement cost. The result of 

numerical simulation solving by NSGA-II is shown as comparison of the obtained 

Pareto front in both CCS-MOOPP and the conventional MOOPP. The simulation 

employed the IEEE modified New England 39-bus (NE 39-bus) and 57-bus test 

systems as the target systems, the significance of proposed method is confirmed by 

behavior of the PMU current channel selection on the target system. To propose 

single solution to the decision maker (system operator), the Best Compromised 

Solution (BCS) is selected from a set of Pareto solutions using fuzzy membership 

function. By performing SE and checking the SE accuracy statistically for the BCS, 

the SE accuracy is successfully improved by placing PMUs while reducing average 

PMU device cost. 

Chapter 5 formulates CCS-MOOPP considering influence of measurement 

uncertainty propagation in PMU pseudo measurements. Since measurement 

uncertainty may propagate in case of use of PMU pseudo measurement, iterative 

use of pseudo measurement may cause a big error in HSE. Therefore, the 

consideration of measurement uncertainty propagation is included in CCS-MOOPP 

by a certain formulation in three types of pseudo measurement. As the result of 

numerical simulation in modified NE 39-bus solving by NSGA-II, proposed 

method can mitigate the impact of measurement uncertainty propagation by 

optimally placing PMUs considering the pseudo measurement with the number of 

use of it and the path to obtain it. 

Chapter 6 investigates the possibility of advanced static voltage security 

assessment using estimated voltage phasor by SE for voltage security. Since 

optimal PMU placement can be obtained by CCS-MOOPP, its result can be 

expanded to the security control. After obtaining a set of optimal PMU placements, 

single placement is selected as the BCS, and CBI is calculated by the estimated 

voltage phasor in HSE with the obtained PMU placement. Obviously the estimation 

accuracy of CBI in use of voltage phasor obtained by PMU measurement is better 

than RTU. However, in HSE that is mixed measurement environment, CBI as line 

VSI estimation accuracy gets worse when a pair of voltage phasor estimated by 

different measurement device because line VSI may use the phase difference 

between two buses taken by subtraction of amounts having different error order. 

This investigation proves that it is better to discard the voltage phasor obtained by 
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PMU in case of CBI estimation by mixed measurements not to degrade the merit of 

installing PMU into power systems. 

Chapter 7 expands the possibility of MOOPP to the perspective of corrective 

security controls. Since the MOOPP only focuses on static SE for static security 

assessment, there is no consideration on observation of dynamics of a power system. 

Focusing on the PMU’s ability that can measure the synchronized voltage/current 

phasor with high resolution, a novel formulation of MOOPP including the dynamic 

observability constraint in DVA is designed in this chapter. In the OPP for DVA, a 

novel clustering analysis method called HC-max is proposed and compared with 

other NHC methods. After the confirmation of clustering precision, CCS-MOOPP 

constrained by mitigated dynamic observability. By this formulation, OPP that 

considers both of static and dynamic security assessment is discussed. 

Chapter 8 concludes the whole results from the proposed OPP problem. 

Finally, appendices including test power system data, hardware/software 

information and computation time in this research are revealed. 

1.5 SUMMARY 

This chanter provides research background by significance of OPP, objective 

and contributions of this thesis, introduction on the significance of CI and AI 

techniques such as optimization and machine learning methods and their 

applications in power system studies. 
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2 PMU-Based Power System 

Monitoring and Control 

2.1 INTRODUCTIONS OF POWER SYSTEM MONITORING AND 

SECURITY CONTROLS 

2.1.1 Fundamental of Power System Monitoring 

The power system operator needs to let a power system stays away from 

instability to keep provide electricity, with a certain electric power quality. The 

quality of electric power includes maintenance of voltage, frequency, and less 

number of outage. To keep power system stay healthy, power supplier is 

responsible to maintain voltage and frequency in a certain range in accordance with 

a grid code applied by the International Electrotechnical Commission (IEC) or the 

Institute of Electrical and Electronics Engineers (IEEE) [1], also outage should be 

prevented in terms of reliability indices as System Average Interruption Duration 

Index (SAIDI) and System Average Interruption Frequency Index (SAIFI) [2]. In 

power system operation, security state is managed by constant monitoring with 

security assessment and following security control that minimizes the spreading of 

influence of power system events such as load increment, generator dispatch, 

disturbances by short circuit or ground fault, and so on. Operating security states of 

a power system and control strategies are categorized by Kundur [3] as follows: 

Normal State 

All values such as voltage, frequency and power flow stay within the nominal 

range, there is no overloaded power equipment. 

Alert State 

The security level falls below a certain limit of adequacy by some reasons. In 

this state, all system variables are still within the acceptable range and all constraints 

are satisfied. However, if this state is left without any security controls, the security 

state would be developed into the next state: an emergency state, by single outage. 

The system can be restored to the normal state by preventive control actions. 

Emergency State 

By severe contingency in the alert state, the system security state is placed in 

the emergency state. Some power equipment are overloaded and exceed short-term 

emergency ratings, and voltage at many buses is low. The system is still intact and 

may be restored to the alert state by conducting emergency control actions. 

Extreme Emergency State 

Generally, security control actions are taken when the security state is the 

alert state or emergency state. If those actions are not made in time or not 



PMU-Based Power System Monitoring and Control 

15 

successfully done, the system enters the severest state called the extreme emergency 

state. During this state, partial or total service interruption occurs. 

Restorative State 

The restorative state is the system condition in which control actions are being 

taken to reconnect all the facilities and to restore system load. The system transits 

from this state to either the alert state or the normal state, depending or the system 

conditions. 

2.1.2 Preventive Security Control 

Preventive security control actions are taken before the system gets a severe 

state by postulate or unpostulated disturbances. Hence, preventive control is 

initiated in the alert state to bring back the power system state the normal state. 

Practically, generation rescheduling, network switching, reactive compensation, 

load curtailment etc. are type of preventive control [4]. Fig. 2.1 shows a clear 

diagram of the operating states and transitions for power systems adapted from 

article by Fink and Carlsen [5]. Basically, preventive security control is initiated 

referring to the static security assessment of the power system. 

 

Fig. 2.1 The operating states and transitions for power systems. 
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2.1.3 Corrective Security Control 

Corrective control actions are executed when power system is in the 

emergency state. From the emergency state, the state may transit to either the alert 

state or the extreme emergency state by the corrective control. The system may be 

restored to the alert state by corrective control actions such as: fault clearing, 

excitation control, fast-valving, generation tripping, generation run-back, High 

Voltage Direct Current (HVDC) modulation, load curtailment and so on. As 

aforementioned, the system enters partial or total cascading outage when security 

control actions could not conduct the system to more securer state. In this case, 

emergency corrective control schemes such as loads shedding and controlled 

system separation are aimed at saving the system as much as possible from a 

widespread blackout [3][4]. Basically, corrective security control needs to refer to 

the result of dynamic security assessment of the power system. 

2.2 SYNCHRONIZED MEASUREMENT TECHNIQUE 

2.2.1 General Description of PMU 

In power systems, their representative quantities are voltage (V), current (I), 

active power (P), reactive power (Q), frequency (f) and phase angle (θ). 

Conventionally, those information except phase angle is collected by RTU. The 

system state vector represented by voltage phasor is obtained indirectly via power 

flow calculation or nonlinear SE using measurement data of RTUs. There is no 

problem in calculation of phase difference between two buses in short distance by 

measuring voltage at both buses at the same timing. However, it will be problem in 

case of distant places that power systems are generally formed. To calculate phase 

angle, the reference phase angle must be calculated precisely, time synchronization 

of the phase angle at distant multi-measurement points is required. It is obviously 

impossible to perform time synchronization by independent clock at each 

measurement point because for example, in 60 Hz AC waveform, 1 cycle is 16.7 

ms i.e. the precision about less 2 digits than 16.7ms is required to obtain phase angle 

accurately. Under such circumstances, appearance of the GPS satellite enabled 

synchronized phasor measurement, and following invention of the PMU utilizing 

GPS allowed direct measurement of voltage/current phasor. Also, PMU’s data 

sampling rate is above 30 Hz whereas the RTU is about 0.2-0.5 Hz. 

The phasor representation of sinusoids is briefly described [6]. A pure 

sinusoidal quantity is given by: 

 ( ) cosmx t X t    (2.1) 

where, ω is the frequency of the signal in radians per second, φ is the phase angle 

in radians and Xm is the peak amplitude of the signal. The effective value of the 

input signal is 2mX . Recall that the effective value quantities are particularly 

useful in calculating active and reactive power in AC circuit. Equation (2.1) can be 

also written as follows: 

   ( ) ( )( ) Re Rej t j t j

m mx t X e e X e      
  . (2.2) 
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The sinusoid of (2.1) is represented by a complex number X known as its phasor 

representation as follows: 

    ( ) 2 2 cos sinj

m mx t X X e X j      . (2.2) 

A sinusoid and its phasor representation are depicted in Fig. 2.2. 

Fig. 2.3 shows a block diagram of PMU function. A PMU generally used for 

power system monitoring in a substation performs anti-aliasing filtering and A/D 

conversion for analog signal obtained from Current Transformer (CT) and Potential 

Transformer (PT). After filtering and conversion, obtained digital information is 

synchronized referring a pulse signal from GPS receiver and converted to the 

phasor representation. Through this procedure, voltage and current phasor 

quantities are finally obtained.  

Fig. 2.4 shows a general architecture of WAMS that is composed of the PMUs, 

Phasor Data Concentrator (PDC) and the Synchro-Phasor Communication System 

(SPCS) [7]. In WAMS, decentralized PMUs are digital signal processing units that 

can calculate the voltage phasor at the buses and the current phasor at the incident 

transmission lines, time-stamped by GPS synchronization. RTU may participate to 

WAMS as another meter to collect data. In the upper hierarchy, there are PDC and 

super PDC which collect data from different PMUs with identical time tags, to 

create archival files of data for future retrieval, use and available application tasks 

with appropriate speed and latency[6]. SPCS plays a role to pass the obtained data 

from PMUs to PDCs, or PDCs to super PDCs. The data transfer methods in SPCS 

are classified into two categories: wired and wireless. The wired communication 

methods such as the power line and the fiber optic cable communications, offer high 

reliability, huge capacity and protection against interference. In contrast, the 

wireless communication methods which include microwave, cellular and the 

satellite communications, provide rapid deployment, low installation and 

maintenance costs and access to remote geographic locations as the advantage [7]. 

 

Fig. 2.2 A measured sinusoidal wave and its phasor representation [3]. 
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Fig. 2.3 The PMU function block diagram [3]. 

 

Fig. 2.4 The general architecture of WAMS [7]. 

2.2.2 PMU Applications in Power Systems 

There are many ways to apply PMUs to power systems. The main topic of 

this thesis book is OPP problem for SE and enhancement of following security 

control action’s accuracy. In this section, not only SE application but also other 

fields of PMU application in power systems are briefly introduced. Firstly, its 

application is majorly classified into the offline application, the online and real time 

application. 

2.2.2.1 Offline Applications 

Analysis and assessment of power systems based on PMU data in offline time 

range are wide-ranging. For offline analyses, they are performed using PMU data 

log based on the past events, and are intended to establish secure operating ranges 

for real time/online applications and validation of simulation models and 

parameters for operations and planning tasks [8]. 
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Post Disturbance Analysis 

High-resolution PMU measurement data is ideal for tracing a disturbance 

phenomenon in the transient region and power oscillation after the disturbance as 

the steady state region. By disturbance analyses based on PMU measurement data, 

power system hidden vulnerability may be revealed that could not be detected in 

simulation using model which may not exactly reflect the real system, or 

measurement data using RTUs. Based on the analyzed data, some countermeasures 

e.g. PSS tuning and control actions, can be taken for disturbances [8]. 

Model Validation 

Generators, other controllers and system topology are significant elements in 

power systems, these need to be represented as correctly as possible on a power 

system simulation. Placing PMUs and obtaining the precise data of the components 

enable validating difference between simulation model and measured data which is 

nearer to the actual power system’s behavior. By reflecting it to the simulation 

model, responses of generators and controllers can be improved [8]. 

Offline Controller Design 

PMU’s synchronized phase angle difference can be used for Wide Area 

Damping Controller (WADC) as the input signal, to damp the inter-area oscillation 

mode. Since the inter-area oscillation is a swing of the whole system, global 

oscillation signals caught by PMUs placed at some substations are quite useful for 

mitigating the inter-area oscillation.  Matsukawa et al. proposed optimal PSS and 

WADC coordinated design using PMUs placed at the generator buses, considering 

PMU the transport delay [9]. Chompoobutrgool and Vanfretti proposed a novel 

concept called “dominant path” for effective design of WADC using PMU signals 

[10]. These approaches are mostly intended to perform robust controller tuning as 

those are offline design. 

Pattern Recognition and Correlation Analysis 

Because PMUs store measurement data and estimated other amounts to a data 

server, those quantities may be used for big data analysis. Hence, PMUs may be 

used as the event logger in power systems. By analyzing such data via certainly 

homogeneous big data analysis method, some useful information to detect future 

unknown events could be identified, which potentially gives a significant support 

to the power system operation. The application is mostly for protection or event 

detection by machine learning methods, formulating the pattern recognition as a 

classification problem. Klingsmith et al. extracted useful features from collected 

PMU data by applying unsupervised clustering methods both HC and NHC [11]. 

Tokel et al. applied ANN for fault detection and classification considering PMU 

data transfer delay, in several fault type [12]. 

2.2.2.2 Online and Real Time Applications 

Owing to PMU’s data sampling rate, the measured data and/or estimated data 

are appropriate to online and real time power system operation. For those analysis 

and action initiation, instant data updating and validation are required. The online 

system operation needs to respond within few seconds whereas the real time system 

operation requires within a second or millisecond order, and sometimes such severe 

time delay might not be accepted. 
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Situational Awareness and Visualization 

Situational awareness provides wide area system information that is 

understandable to a system operator. By visualization of system information using 

measurement data obtained by PMUs allocated in some places, the system operator 

can sensuously catch what is going on the system, and understand the potential of 

the whole system. Phase information is deeply connected with the transfer of 

electric power, it is suitable to be used in system state transition monitoring. Since 

the visualization is performed based on the geographical information, there have 

been several projects of power system visualization in real power systems using 

PMU measurement data through Geographical Information System (GIS) [13]. 

State Estimation 

Compared to the traditional SE, SE supported by PMU can realize the more 

accurate state estimation. SE is the main topic of this thesis book, the detail will be 

given in the Chapter 3. 

Small Signal Stability Evaluation 

Using PMU measurement signals, the inter-area oscillation mode which was 

difficult to be monitored conventionally has become available to be understood, and 

measurement-based online stability monitoring in recent vulnerable power system 

is of importance. The inter-area oscillation mode is the most dominant, the most 

unstable and poor damping mode in the small signal stability region. Hence its 

online/real time assessment based on PMU measurement data is key to grasp the 

small signal stability in a power system. The inter-area oscillation is low frequency 

oscillation mode under 1 Hz, it can be extracted by some filtering techniques such 

as Fast Fourier Transformation (FFT) or Discrete Wavelet Transformation (DWT) 

and so on[14], from the raw voltage phase difference data of PMUs. Khairudin and 

Mitani applied FFT-Continuous Wavelet Transform (CWT) which is parameter free 

method to small signal stability assessment in both of simulation model and real 

system [15]. Despa et al. applied FFT filtering which uses FFT and inverse FFT to 

Malaysia and Singapore interconnected power system and assessed its stability by 

eigenvalues from the extracted oscillations [16]. Senesoulin et al. proposed 

estimation of dominant power oscillation mode by long short term memory 

Recurrent Neural Network (RNN) using PMU measurement data for the sake of 

real time applications [17]. 

Online Controller Design 

In recent power system, the power system state suddenly changes because of 

a lot of installation of RES. Hence, measurement-based online tuning of power 

system controller has drawn attention in the researchers and utility operators. 

Related to the model validation, in designing controllers online, accurate system 

modeling is also very important. Hence, PMU signal is used for controller design 

to damp inter-area low-frequency oscillations with some uncertainties in power 

systems. Watanabe et al. used PMU signal to identify an approximate model, and 

based on the identified model, designed PSS by applying Linear Matrix Inequality 

(LMI) approach [18]. Wang at el. established a method to construct the dynamic 

state Jacobian matrix and system state matrix based on PMU ambient voltage phase 

angle signals and estimated the eigenvalues accurately [19]. Both methods have a 
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potential to design controllers in online time span basis including the system 

uncertainty which the offline model based design is unable to consider. 

System Protection 

PMU based less time delay, high resolution data can be applied to the system 

protection field [20]. In system protection, the out of step relays are used for 

mitigating the influence of disturbance in the power system by separating some 

generators selectively. By placing PMUs to substations and directly monitor the 

voltage phase angle, it is able to activate protection relays accurately, the system 

stability level can be enhanced [21].  From North American Electric Reliability 

Council (NERC) planning standard, Special Protection Scheme (SPS) is designed 

to detect abnormal system conditions and take preplanned, corrective actions to 

acceptable system performance [22]. In modern power systems, especially the 

protection scheme supported by PMUs are called Wide Area Monitoring, Protection 

and Control (WAMPAC). 

2.2.3 Frontiers of PMU Installation in the World 

In power systems all over the world, PMUs have been installed into the 

substations of the systems for monitoring and control of the wide area system across 

utilities, states and countries.  

Europe 

In the European power systems, PMUs are distributed in some substations in 

whole systems: about 20 PMUs for NORDEL power systems including Norway, 

Sweden, Finland and Denmark, 50 PMUs for the Union for the Coordination of 

Transmission of Electricity (UCTE) AC power systems. All PMUs are connected 

to the individual Transmission System Operator (TSO) data concentrators and in 

addition there are links between several TSO’s data concentrators for exchanging 

information of strategic PMUs at international level [23]. In those systems, 

measurement data by installed PMUs are used for voltage stability monitoring, 

system damping assessment via oscillation analysis and so on [23]. 

North America 

In the North American power systems, significance of PMU has been 

discussed since 2003 New York cascaded blackout. Nowadays, PMU is the main 

important topic in the concept of smart grid, North American Synchro-Phasor 

Initiative (NASPI) has been established for development of the sophisticated 

software and system toward PMU installation. NASPI conducts PMU placement, 

the measured data sharing, application development and research activities, via 

joint projects cooperated by  utilities, consultants, electric makers, universities and 

national research institutes. Those projects are commercially supported by US 

Department Of Energy (DOE) and NERC. In 2012, about 500 PMUs are installed 

into the systems, about more 1,500 PMUs are added to the systems as of 2015 [24]. 

Fig. 2.5 shows the PMU installation map as of 2017 in North American power 

system referring NASPI. Obtained PMU data set is used for oscillation detection, 

fault location determination, voltage stability monitoring, frequency monitoring, 

static/dynamic SE and so on. 
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Fig. 2.5 The PMU installation map in North America as of March 2017. 

China 

China has a huge inter-connected mesh like power system as well as North 

America, research on PMU is also active. As of 2013, approximately 2,400 PMUs 

sets had been deployed in power grids in China, covering all 500 kV substations in 

the country [25]. The use applications are frequency and voltage monitoring, online 

oscillation monitoring, fault analysis, disturbance identification, model validation 

and so on. Using placed PMUs, not only use offline and application in power system 

planning, but also use online and application in power system online/real time 

operation are conducted in Chinese power systems. Hence, the trend of 

PMU/WAMS system application has been switching from offline to online, and 

from monitoring to control. However, the huge amount of measured and stored data 

by PMU/WAMS system remains far from being fully exploit to meet all smart grid 

requirements. Some researcher say that the combining PMU/WAMS with big data 

technology offers an important opportunity to extend their combined applications 

further [25]. 

Australia 

Australia has a longitudinal power system which is situated in eastern coast 

side inter-connected with the southeastern populated area. Because of the form of 

the power system, inter-area oscillation is a primary issue in Australia. Independent 

System Operators (ISO) called NEMMCO and PowerLink coordinately construct 

Power Dynamic Management (PDM) as a measurement network, and conduct 

monitoring of such a poor damped oscillation [26]. 
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Fig. 2.6 The PMU installation map in China as of March 2013 [25]. 

Japan 

In Japan, its longitudinal power system is not that big as continental countries, 

so that the number of installed PMUs is fewer. Tohoku electric Power Co., Inc. 

placed PMUs in substations of the main grid. Thereafter, they conducted oscillation 

monitoring between Tokyo and Tohoku area based on 100 V outlet PMUs, 

cooperating with a university and an electric manufacturer [26]. Recently, a power 

system under the jurisdiction of Kansai Electric Power Co., Inc. has installed power 

system phenomenon logger using PMUs which stores data for analyzing the system 

characteristics after voltage or frequency fluctuation, and regional system behavior. 

This logger is not intended to be used for constant system monitoring and online 

control actions, used for offline analysis and assessment of the system 

characteristics [26]. In Japan, instead constant system monitoring and online/real 

time control in real systems are not that active, creation of a new value via the 

offline analysis using PMUs have been led by universities and utilities. Among 

them, Campus WAMS consists of 100 V level PMUs is significant. Fig. 2.7 shows 

PMUs placement map in Japan’s Campus WAMS. Mitani et al. conducted 

comparison of the monitored voltage phase angle difference in Campus WAMS 

PMUs and 500 kV substation level PMUs, and both showed similar oscillation 

behavior indicating Campus WAMS usefulness [27]. Hence, the voltage phase 

angle data obtained by Campus WAMS is used for offline power system model 

validation, system equitable inertia estimation and so on with a certain filtering 

technique. 

2.3 SUMMARY 

In this chapter, the fundamental of power system monitoring and security 

controls, general description of PMU, PMU application field in power systems and 

frontiers of PMU installation in real systems all over the world. 
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Fig. 2.7 The PMU placement map in Campus WAMS in Japan [29]. 
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3 Optimal PMU Placement  

Problem and State Estimation 

3.1 POWER SYSTEM STATE ESTIMATION 

3.1.1 Static State Estimation 

Electric power is indispensable in our life, and is provided by utility with a 

certain level of the security. In recent power systems, the system operation which 

is possibly close to the stability limit due to a lot of installation of RES forces the 

system planning and operation consider to improve the security level. To implement 

and initiate the aforementioned security control actions in the Chapter 2, SE which 

gives inputs to the security control actions is indispensable technique. From the past 

to the present, static SE has been performed in power systems to understand the 

system state i.e. complete and consistent power system network representation, for 

the following security control actions [1]. Static SE provides snapshots of the power 

system state assigned from the measurement data involving errors which are 

obtained by meters installed at the system substations, and its significance has been 

recognized with the concept of WAMS in smart grid. 

Fig. 3.1 shows adopted and edited conceptual SE process based on some 

articles and books, considering the theory and the practice [1][2][3]. There are two 

types of information obtained by meters: analog measurements and Circuit Breaker 

(CB) status. The former provides the telemetered values of power system quantities 

 

Fig. 3.1 Theoretical and practical SE process. 
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such as power flows, power injections, voltage magnitudes, phase angles and 

current magnitudes. The latter indicates the bus connection information represented 

by close/open states. SCADA system aggregates these values and gives each 

network function. SE is performed on a bus/branch model of the same type that is 

used in power flow calculations. The topology processer (network model builder) 

transforms the bus-section/switching-devices model which is the physical level 

representation into the bus/branch network model [1]. Observability analyzer 

determines whether the measurements are sufficient to carry out the SE. The 

observability analysis is executed on voltages at bus-sections and flows in switching 

devices, and if their values can be computed from the available measurements, they 

are considered to be observable [1]. Finally, the system state is obtained by SE using 

the processed measurements and results from the topology processer. The estimated 

system state may be used for OPF, security assessment, fault analysis, stability 

analysis, etc., depending on the systems operation policy [2][3]. If the estimated 

network model has a redundant meter coverage, bad data processing may be 

performed and the corrected network model is given through the network parameter 

update function block [1][3]. 

The origin of general SE can be traced to WLS and its attempt to obtain a 

correct state of measurements including the random error of the system. Its practical 

application has begun with prediction of a suborbital flight of a military missile, 

satellite orbit and so on. In a similar way, the power system is the time varying 

system, SE has been practically applied as of 1969 introduced by Schweppe et al. 

[4]. In this chapter, theoretical methods of power system SE and the surrounding 

necessities as power system observability and measurement types, and single/multi 

objective OPP formulation considering accuracy improvement of static SE are 

introduced. 

3.1.1.1 Conventional State Estimation 

Conventional SE also known as SCADA SE has been the still major 

methodology in the power system SE. SCADA SE is introduced with the simple 

WLS problem. SCADA SE estimates the state vector by the measurement vector 

consists of measured bus voltage magnitudes, active/reactive power injections and 

active/reactive power flows, collected by RTUs. There is no phasor measurements 

in SCADA SE since every quantity is collected without time synchronization. The 

state vector includes the voltage magnitudes and phase angles at all buses may be 

represented by rectangular coordinates. For given set of measurements, the 

measurement equation is given by [5]: 

( ) z h x ε  (3.1) 

where z is a measurement vector, x is a state vector, h(x) is a nonlinear function 

with regard to the state vector, ε is a measurement error vector. Assume that errors 

are independent and identically distributed with zero mean, that is: 

{ } 0, { }TE E ε εε R  (3.2) 

where operator E{･} is the expectation value of ･, R is a covariance matrix of 

measurement error. R is represented by: 
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where σk is standard deviation of the kth measurement error, nm is the number of 

measurements. In order to find the optimal solution that holds the minimum 

measurement error, WLS equation is constructed as follows: 

1( ) [ ( )] [ ( )]TJ   x z h x R z h x . (3.4) 

Here, h(x) is the nonlinear function for x, (3.1) is linearly-approximated as h(x) 

about xk, the value of x at the last iteration,  

( ) ( ) ( )k k  h x h x H x x  (3.5) 

where, H is a Jacobian matrix calculated by taking first partial derivatives of the 

elements of h respect to the components of x evaluated at xk. Here, the linearized 

observation equation is as follows: 

   z H x ε  (3.6) 

where,  

k  x x x , (3.7) 

( )k  z z h x . (3.8) 

From (3.6), (3.7) and (3.8), the linearized WLS equation which minimizes the 

measurement error is represented as follows: 

1( ) [ ] [ ]TJ        x z H x R z H x . (3.9) 

WLS method finds the optimal solution which holds the minimum estimation error 

of ˆx by minimizing (3.9) that is square error of the difference between the 

measurement values and the estimated values, assuming that the variance of 

measurement errors of meters are weights. The estimation value ˆx is the residue 

of estimated state vector obtained by iterative calculation of following equation: 

1 1 1ˆ ( )T     x H R H HR z . (3.9) 

In (3.9), by the iterative calculation, k+1th estimation value is given as follows: 

1
ˆ ˆ

k k k   x x x . (3.10) 

To finish the iterative calculation, a convergence criterion φ is introduced. WLS 

obtains the estimation value as of satisfaction of following condition: 
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ˆmax  x . (3.11) 

A simple demonstration of SCADA SE is given as follows using IEEE 

Western System Coordinating Council (WSCC) 9-bus test system. The system 

detailed data is given in Appendix A. The single line diagram is shown in Fig. 3.2 

with RTU meters placement. Here, to proceed SCADA SE in an actual example, 

calculation of elements of R is required i.e. standard deviation (standard 

uncertainty) is introduced. Given that the maximum measurement uncertainty is 

provided by the meter manufactures, the standard uncertainty in a measurement can 

be expressed in  

( )
( ( ))

3

k
u k




p
p  (3.12) 

where Δp(k) is a maximum uncertainty specified by the device manufacturer in the 

measurement p(k). Here, the probability distribution of measurement uncertainty is 

assumed as uniform distribution [6]. The standard uncertainty of measurement p(k) 

can be approximated by the standard deviation:  

( )( ( )) ku k  pp . (3.13) 

Then, R can be constructed by (3.3) [7]. Note that the measurement uncertainties 

have zero mean and are independent. The maximum measurement uncertainties are 

given in Table 3.1 referring to an article by Valverde et al. [8]. In this demonstration, 

meters are placed to satisfy the numerical observability given in the later section.  

The demonstration employs Newton-Raphson power flow calculation 

method and sets its results for the true value of the state vector. Since the state vector 

consists of bus voltage magnitudes and bus voltage phase angles, the WLS equation 

(3.4) is represented as follows: 

 

Fig. 3.2 WSCC 9-bus test system single line connection diagram with RTUs. 
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Table 3.1 Measurement uncertainties for conventional measurement quantities. 

 

1

T

J 

         
                   

                     
                   

         

P P

Q Q

V V
V V V

z h R z h
θ θ θ

z z
 (3.14) 

where V, θ, zP and zQ are vectors for bus voltages, bus voltage phase angle 

difference from the reference phase angle, active power injection/flow 

measurements, and reactive power injection/flow measurements, respectively. 

Taking through the same path from (3.4) to (3.9), the linearized iterative equation 

is given by follows: 

1 1 1( )T T  

 
   

        

P

Q

V
V

H R H H R z
θ

z
 (3.15) 

where the operator Δ works as (3.7) and (3.8). Then R is constructed as (3.3) by 

putting measurement standard deviations calculated by (3.12) into corresponding 

positions of the matrix. Measurement Jacobian H is built by derivative calculations.  

Giving the SE convergence criterion φ=1.0×10-4, SCADA SE is carried out. Fig. 

3.3 shows the convergence of ˆmax x . The maximum value of estimated state 

residue converged at 3rd iteration judged by (3.11). Fig. 3.4 (a) and (b) show the 

errors of both bus voltage magnitudes and angles. These figures show error between  

 

Fig. 3.3 Convergence of ˆmax x . 

Quantity 
Maximum Measurement 

Uncertainty 

Voltage magnitude 0.2 % 

Power injection 2 % 

Power flow 2 % 
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                  (a) Voltage magnitude                                 (b) Voltage angle 

Fig. 3.4 Estimation error of voltage magnitude and angle. 

true value and estimated value obtained by SCADA SE. In this case, the reference 

bus is set to bus 1, and its phase angle is set to 0 deg. It is assumed that the RTU 

voltage magnitude meter is placed at bus 1 and its reference angle is ideally obtained 

since bus 1 is the slack bus. 

3.1.1.2 Phasor State Estimation 

PSE only consists of PMUs as the measurement device. Also, PSE is linear 

SE and does not require the iterative calculation because the relationship between 

the measurement vector which include voltage/current phasor and the state vector 

through Jacobian matrix is linear. The observation equation (3.1) can be written by 

linear form as follows [5]: 

 z Hx ε , (3.16) 

As well as SCADA SE, the measurement error covariance R is constructed by (3.3), 

the state vector can be obtained as follows: 

1 1 1ˆ ( )T T  x H R H H R z . (3.17) 

(3.17) is simply solved by substitution of the corresponding values. Compared to 

SCADA SE. In linear SE, the solution is obtained in a single iteration, the risk of 

divergence in the presence of bad data can be avoided if the measurement 

redundancy is sufficient. 

A simple demonstration of PSE is given in this section. Fig. 3.5 shows a 

simple 4 bus test system just made for this example. Let the line admittance of line 

i-j yij, and shunt admittance of bus i yi0, considering π-type transmission model. 

According to the linear observation equation, the elements of Jacobian matrix, state, 

measurement and error vector are represented by follows: 
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Fig. 3.5 A 4-bus test system for PSE and meter placement. 
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 (3.18) 

where the subscripts of the ε indicates the measurement error of the corresponding 

measurement quantity. V, I and y as complex values are simplified on the equation. 

Now the state vector is 4×1 vector, the Jacobian matrix is 5×4 matrix, the 

measurement and the error vectors are 5×1 vectors. Bus 2 has redundant 

measurement. In PSE, the measurement error is very small, measurement error 

vector may be ignored. However, in frequent use of pseudo measurements, because 

measurement uncertainty propagation may occur, it is necessary to be assessed. The 

Jacobian matrix includes mixed elements, (3.16) can be also written as follows [5]: 

 
  

 s

I
z x ε

yA y , (3.19) 

where A is matrix includes only zeros or positive/negative ones. y is the line 

admittance matrix, ys is the shunt admittance matrix. 

3.1.1.3 Hybrid State Estimation 

Generally, HSE employs different type of measurements which are RTUs and 

PMUs, and assumes that both are placed in a system. HSE is basically performed 

and considered for the maximum use of measurement devices in the system and 

reduction of meter placement cost. There have been several types of HSE methods: 

aggregation of conventional and synchronized measurements into the measurement 

vector [8], two stage HSE which performs PSE firstly with flat start and SCADA 

SE secondly with estimated states of the first stage and the available conventional 

measurements [9], two stage HSE which performs SCADA SE firstly and PSE 

secondly with estimated states of the first stage and additional synchronized 

measurements [10]. This research employs the method proposed by Jerin and Bindu 

[10], may be called SCADA SE-first PSE-second HSE. Since this two stage method 

begins from the SCADA SE, there are advantages. First, the method does not need 
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to begin with the flat start. Second, the method can ensure the observability at the 

first stage of HSE by conventional meters. This indicates the network observability 

redundancy can be supported by the redundant placements of the conventional 

measurements only. Thus, the total placement costs can relatively be reduced 

compared to the redundant placement of PMUs. 

SCADA SE-first PSE-second HSE can be processed by overlapping the 

synchronized measurements on the complete estimated state by SCADA SE at the 

first stage. The modified observation equation is given by follows: 

' ' ' z H x ε  (3.20) 

11 12

21 22

31 32

41 42

SCADA SCADA

R R

SCADA SCADA
RI I

PMU PMU
IR R

PMU PMU

I I

' 

    
    

             
    
       

z

H HV ε

H H VV ε

H H VV ε

H HV ε

 (3.21) 

where superscripts SCADA and PMU mean the obtained measurement in SCADA 

SE and the inherent measurement by PMUs, respectively. Subscripts R and I 

indicate the real and imaginary parts of the complex quantities, respectively. Sets 

of measurement Jacobian from H11 to H42 are matrices which all the elements are 0 

or 1. For simplification of HSE, the current measurements are used to compute 

pseudo voltage measurements, thus elements of H′ are transformed into binary 

values [11]. Additionally, the set of measurement error vectors ε is originally 

calculated from the polar form quantities, so it is transformed into the rectangular 

form and divided into the real and imaginary parts. As well as PSE, since the 

observation equation (3.20) is linear, the state vector can be directly estimated as 

follows: 

1 1 1ˆ ( )T T' ' ' ' ' '  x H R H H R z . (3.22) 

Then, R′ is 
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 (3.23) 

where nx is the number of states i.e. the length of the state vector, nmPMU is the 

number of PMU measurements. Diagonal covariance matrix of state vector 

estimated in SCADA SE RSCADA is obtained as following procedure [12]. After 
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obtaining the estimated state x̂ by solving nonlinear SE WLS given by (3.1)-(3.11), 

the inverse of the gain matrix G=HTR-1H arising in the last iteration (if WLS 

converged) provides the covariance matrix of the estimated state vector,  

1ˆcov{ } x G  (3.24) 

where operator cov{･} is the covariance of ･ . The estimated state vector x̂ is 

transformed to rectangular coordinates through a nonlinear function f given by: 

ˆ ˆ( )r pfx x  (3.25) 

where subscripts p and r indicate the polar and rectangular form. The original form 

of the state vector is polar, ˆ ˆ
p x x . The nonlinear functions f(･ ) represent the 

relationships,  

ˆˆ ˆ cos( )RV V  , (3.26) 

ˆˆ ˆ sin( )IV V  . (3.27) 

To obtain the covariance of the estimated state in the rectangular form, the 

transformation is performed as follows:  

ˆ ˆcov{ } diag{ cov{ } }T

r rF F   x I x  (3.28) 

where F is the Jacobian of f(･) computed for ˆ
rx . Finally,  RSCADA is obtained as 

follows: 

1 ˆcov { }SCADA

r

R x . (3.29) 

RPMU is obtained by the same manner as (3.2) and (3.3), however, the coordinate 

transformation is performed by (3.26) and (3.27) from the polar to the rectangular 

coordinate. 

 According the demonstration in the section 3.1.1.1 using WSCC 9-bus test 

system, SCADA SE-first PSE-second HSE is carried out with synchronized 

measurements added. Fig. 3.6 shows the meter placement on the test system 

diagram. Also, maximum measurement uncertainty is given in Table 3.2. After 

SCADA SE by (3.15), the final estimates are transformed from the polar to the 

rectangular coordinate and construct VSCADA. Since the system is observable by 

RTUs, the full state vector (all bus voltage phasors) are obtained. Regarding the 

covariance matrix RSCADA, the coordinate transformation is carried out based on the 

final value of G. Now, since a PMU is placed at bus 6 with current channel on line 

6-4, voltage phasor measurements at buses 6 and 4 are obtained via direct and 

pseudo measurements, respectively. These measurement and error vectors are 

transformed into the rectangular coordinate, and construct VPMU and RPMU. Finally, 

combining both quantities obtained by SCADA SE and synchronized 

measurements and building H′, (3.21) is established. Fig. 3.7 shows the estimation 

error in both of SCADA SE and HSE. It is obviously found that the estimation 
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errors of state in buses that are estimated by PMU measurements are very accurate. 

Now, parts of the results of SCADA SE are altered by injecting a few PMU 

measurements. 

3.1.2 Dynamic State Estimation 

By virtue of PMU’s accurate and high resolution of phasor measurement, the 

concept of dynamic state tracking [13] has been realized. It is assumed that the state 

of the system can be modeled as following mathematical model: 

( ) ( ) ( )

( ) ( ) ( )

t t t t

t t t

   

 

x x w

z Hx ε  (3.30) 

 

Fig. 3.6 WSCC 9-bus test system single line connection diagram with RTUs and 

PMUs. 

Table 3.2 Measurement uncertainties for conventional and synchronized 

measurement quantities. 

 

Classification Quantity 
Maximum Measurement 

Uncertainty 

Conventional 

measurement 

Voltage 

magnitude 
0.2 % 

Power 

injection 
2 % 

Power flow 2 % 

Synchronized 

measurement 

Voltage 

magnitude 
0.02 % 

Current 

magnitude 
0.03 % 

Phase angle 0.01 deg 
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                   (a) Voltage magnitude                                 (b) Voltage angle 

Fig. 3.7 Estimation error of voltage magnitude and angle in SCADA SE and HSE. 

where t is time , Δt is the time step,  w(t) is a random change of the power system 

state. w(t) and ε(t) are modeled as zero mean, independent and Gaussian process, 

then the problem is essentially a Kalman filter problem. Hence, there has been many 

paper applied Kalman filter technique to this problem [14]. Nowadays, since 

Kalman filter technique is depending on the linearization resulting in a modeling 

error,  data-driven  dynamic SE based on machine learning such as ANN [15], and 

fuzzy logic based techniques [16] have been applied, with advancement of software 

computing technologies. 

3.2 POWER SYSTEM OBSERVABILITY 

3.2.1 Types of Observability 

To carry out SE, the system needs to be observable by sufficient 

measurements well distributed throughout the system. If enough measurements are 

available to make the SE possible to be performed, the network is considered to be 

observable [17]. There are two major observability analyses: topological 

observability and numerical observability. 

3.2.1.1 Topological Observability 

Topological observability can be identified by graph theory approach, 

through the type and location of the measurements in the entire system [18]. In the 

observability analysis, the types of measurement (conventional or synchronized 

measurements) are separately considered. In topological observability, N-bus 

power system network can be reckoned as a non-oriented graph G=(V,E) where V 

is a set of graph vertices (all system nodes) and E is a set of graph edges (all system 

branches). An N-bus system network is topological observable if at least one 

spanning measurement tree of full rank exists in the network [18]. In synchrophasor 

measurement based topological observability, a spanning measurement tree is a 

loop-free graph which connects all the nodes through branches with a metered or 

calculated current phasor assigned to each of them [19]. Search of the spanning 

measurement tree can be easily implemented by PMU direct/pseudo measurements 

explained in the later subsection. In recent consideration of topological 



Optimal PMU Placement  Problem and State Estimation 

38 

observability, in order to reduce the total placement cost including the infrastructure 

associated with SPCS by wired optic cables, Girish et al. applied Prim’s algorithm 

to find the minimum spanning measurement tree for minimization of the distance 

between placed PMUs, treating a power system as an weighted non-oriented graph 

[20]. Fig. 3.8 depicts the concept of topological observability. Fig. 3.8 (a) shows 

the single line connection diagram of IEEE 14-bus test system and a PMU 

placement on it. The meaning of icons are reflected from Figures 3.5 and 3.6. Fig. 

3.8 (b) is the non-oriented graph and the spanning measurement tree which is built 

by red line. The red line is drawn by connecting voltage phasor obtained by PMU 

direct/pseudo measurement. 

3.2.1.2 Numerical Observability 

While topological observability is based on the graph theory, numerical 

(algebraic) observability is achieved by checking the rank of Jacobian matrix H in 

the observation equation (3.6) [19]. This indicates that numerical observability is 

defined as the ability of the system model represented by the observation equation 

to be solved for SE. The system is numerically observable if Jacobian matrix H is 

full rank and well-conditioned [19]. Numerical observability implies topological 

observability, but the converse does not hold. Thus, in terms of practical utility, 

achieving numerical observability by a proper allocation of meters is of importance. 

This research considers to carry out the SE calculation, thus the meters are placed 

to satisfy the numerical observability. There have been several methodologies to 

check numerical observability in power systems. Gou and Abur proposed an 

algebraic method that uses the triangular factors of singular, symmetric gain matrix 

to determine the observable islands of a measured power system [21]. 

 

 

    (a) System diagram and the PMU placement      (b) Equivalent non-oriented graph 

       representation and the  

       spanning measurement tree 

Fig. 3.8 A topologically observable PMU placement in IEEE 14-bus system. 
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3.2.2   Types of PMU Measurement 

In PSE or HSE, since these methods use the PMU measurements, the several 

types of measurements are to be introduced for the system topological/numerical 

observability. 

3.2.2.1 Direct Measurement 

As aforementioned in Chapter 2, a PMU has voltage and current measurement 

channels to measure their phasor quantities. Thus, a PMU can obtain the voltage 

phasor data at the bus (substation) where the PMU is placed and the current phasor 

data on the line incident to the bus with current measurement channel. Fig. 3.9 

shows the example of the direct measurement and measured voltage/current phasors.  

3.2.2.2 Pseudo Measurement 

Pseudo measurement is a quantity which is obtained by calculation using 

other quantities such as direct/pseudo measurements. Direct measurement is 

directly measured value whereas pseudo measurement is indirectly obtained value. 

The factors determining the pseudo measurement are line admittance and/or 

voltage/current measurements, and it is generally obtained through electric circuit 

principles as Kirchhoff’s laws and the Zero Injection Bus (ZIB) also known as the 

floating bus. 

First, voltage pseudo measurement via voltage/current measurement is 

obtained based on calculated by π-model transmission line depicted in Fig. 3.10, as 

follows:  

 

Fig. 3.9 An example of direct measurement on 4-bus test system. 

 

Fig. 3.10 π-model transmission line. 
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  (3.31) 

where V , I and Y indicate the bus voltage phasor, line current phasor and 

admittance, respectively, subscripts i and j indicate the bus numbers, when those 

are seriated, that means the line between buses i and j. The subscript 0 means shunt 

component. As a pseudo measurement, (3.31) indicates that the voltage phasor at a 

bus and current phasor on the incident line are known by PMUs, the adjacent bus 

voltage connected by that line can be observed. 

Second, current pseudo measurement on line is given by a variation of 

expression (3.31) as following equation:  

0 ( )ij i i j ijI VY V V Y   . (3.32) 

If voltage phasors at both ends of a line are known, the current phasor on the line 

becomes observable. 

Third, by using ZIB which is the no load and generation injection and 

Kirchhoff’s Current Law (KCL), a pseudo measurement is applied in a situation 

like Fig.3.11. If one current phasor ijI  is unknown and all others from 1iI  to liI  

are known for incident lines to ZIB i, the unknown current phasor can be calculated 

by KCL, generally represented by follows: 

1

l

ij ki

k

I I


 . (3.33) 

If voltage phasors at both ends of a line are known, the current phasor on the line 

becomes observable. 

Using above direct/pseudo measurements, the PMU observation network can 

be constructed. Note that PMU measurements are obtained and the measurement 

network is built in accordance with these three laws. 

 

Fig. 3.11 π-model transmission line. 
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3.3 OPTIMAL PMU PLACEMENT PROBLEM 

3.3.1 Single Objective Optimal PMU Placement Problem 

OPP has begun with article by Baldwin et al. [19] who tried to minimize the 

number of placed PMUs in power system SE because of limited system planning 

budget. This subsection introduces a number of studies about OPP problem and its 

basic linear single objective formulation. 

3.3.1.1 Literature Review 

There have been several considerations and formulations in single objective 

OPP which minimizes the number of PMUs. In terms of mathematical optimization, 

OPP problem is Binary Integer Linear Programming (BILP), and most of OPP 

solved by BILP considers the topological observability as its constraint since the 

placement of PMU can be represented by a binary decision variable which only 

takes values 0 and 1. This BILP problem is solved using mathematical optimization 

toolbox or heuristic/metaheuristic methods since it is combinatorial optimization 

problem. The objective function is thoroughly the minimization of the number of 

PMUs. 

In 1993, Baldwin et al. applied SA to OPP combined with BS and obtained a 

feasible solution in a large scale power system model [19]. Toward a satisfaction of  

the topological observability of entire system with a minimal number of PMUs, BS 

works to find the required number of PMUs and SA finds the suboptimal placement 

afterwards which is used as the upper bound of BS. In 2003, Marin et al. applied 

the simple GA to OPP with current channel capacity consideration in four of IEEE 

test systems [22]. However, compared to optimal solutions obtained in other articles 

[23][27], the simple GA-based solutions are still not the global optima because of 

GA’s search ability in case of larger system. Xu and Abur obtained optimal 

solutions of OPP using TOMLAB Optimization Toolbox with or without the 

existence of conventional measurements (RTUs) in a power system in 2004 [23]. 

By this contribution, RTUs can make entire system observable easier. However, 

this research only focuses on the topological observability which ignores 

measurement error of meters because no actual SE is executed. In 2005, Nuqui and 

Phadke introduced the concept of “depth-of-observability” to extend the 

conventional OPP to solve pragmatically phased PMU installation. The authors 

applied SA to solve the proposed OPP with the optimal location for new 

communication facilities [24]. Peng et al. applied Tabu Search (TS) to OPP problem 

with a device that uses an augmented incidence matrix instead of the spanning 

measurement tree for judgement of topological observability, in order to accelerate 

the optimization in 2006 [25]. Jiang et al. firstly considered OPP problem to reduce 

the variance of  SE error for distributed state estimator in 2007 [26]. In 2009, 

Chakrabarti and Kyriakides obtained the optimal solutions of OPP problem in IEEE 

14, 30, 39-bus test systems by the exhaustive method [27]. Those solutions can be 

the benchmarks of the OPP problem. Sodhi et al. proposed a two-stage method to 

ensure the numerical observability along with the topological observability in 2010 

[28]. After this era, the OPP trend tends to include other indices with multi objective 

optimization approach.  
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3.3.1.2 Basic Formulation 

The main objective of the basic OPP problem is to determine the minimum 

number of PMUs and their appropriate placements to ensure full topological 

observability of a power system. The formulation is given as follows: 

min Tw
y

yy , (3.34) 

subject to constraints: 

T Ay b , (3.35) 

 1,...,1
T

b , (3.36) 

where, vector y is PMU placement decision variable of size (1×nb), nb is the 

number of system buses: 

 1,..., nby yy , (3.37) 

1

0
iy


 


                                                  , (3.38) 

matrix A is binary bus connectivity matrix of the system network of size (nb×nb): 
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                                                                      , (3.40) 

w is an weight coefficient scalar of PMU cost and b is an observation criterion 

vector which the all elements are 1, with size (1×nb). 

3.3.2 Multi Objective Optimal PMU Placement Problem 

As concerns of measurement redundancy to keep the power system 

observable against PMU losses or line contingencies, MOOPP problem has begun 

with an paper by Milosevic and Begovic [29]. Introduction of  N−1 security for 

PMU and/or line outage for OPP problem has been originally conducted by Denegri 

et al. in 2002, its inclusion has been spread into OPP researchers [30]. 

3.3.2.1 Literature Review 

In 2003, Milosevic and Begovic formulated MOOPP which simultaneously 

considers both of minimization of the number of PMUs and maximization of 

measurement redundancy [29]. The authors applied NSGA to the proposed MOOPP 

and obtained multiple Pareto solutions. Dua et al. proposed OPP problem via 

multistage optimization using master-slave model solved by BILP in 2008 [31]. 

if a PMU is placed at bus i 

otherwise 

if i = j or if buses i and j are connected 

otherwise 
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The authors firstly minimized the number of PMUs as the master problem, and 

secondly maximizes the redundancy index SORI by changing the placement of 

PMUs as the slave problem subject to the minimum number of PMUs which is 

obtained at the master problem. In 2011, Ahmadi et al. applied BPSO to MOOPP 

which minimizes the number of placed PMUs and maximizes the measurement 

redundancy for PMU outages [32]. However, weighting both competing objectives 

into single function makes the goodness of a solution highly dependent on the 

determined weight coefficients which is normally difficult to set. Gomez et al. 

proposed a PMU measurement reliability index for single line contingencies based 

on a transmission line availability obtained by the historical log, in 2014 [33]. In 

2016, Esmaili proposed an inclusive multi-objective PMU placement method for 

both minimization of placed PMUs and maximization of the measurement 

redundancy using fuzzy membership function in order to ensure the Pareto 

optimality of the solution [34]. In 2017, Tran et al. proposed a new line reliability 

index defined by line length, outage rate calculated from the historical data of a 

system and sum of power transferred on the path [35]. Also, the authors extended 

the non-oriented graph into the oriented graph weighted by the proposed reliability 

index, and obtained the minimum spanning measurement tree which indicates the 

most reliable path on the topologically observable network, using Prim’s algorithm. 

3.3.2.2 Multi Objective Optimization Approaches 

In multi objective optimization, because the objectives are mutually 

competing, obtaining the desired solutions is more difficult compared to the single 

objective optimization. The main three approaches of multi objective optimization 

are introduced here. 

The general constrained multi objective optimization (minimization) can be 

formulated as follows: 

 1 2min ( ), ( ),..., ( ),Kf f f
x

x x x , (3.41) 

subject to constraints: 

( ) 0 ( 1,2,..., )jg j J x , (3.42) 

( ) 0 ( 1,2,..., )ih i I x , (3.43) 

Sx , (3.44) 

where  f is the K of objective functions, g is the J of inequality constraints, h is the 

I of equality constraints, x is the decision variable with n dimension. S is search 

space and the feasible region is F  S [36]. Generally, when the number of 

objectives K>3, the problem is called many objective optimization problem. 

Scalarization 

Scalarization is performed by weighted sum of all objectives into a single 

objective function, and single optimal or sub-optimal solution is obtained by 

solving the singularized objective function [36]. Mathematically, by scalarizing 

(3.41) as: 
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1

min ( )
K

i i

i

w f



x

x , (3.45) 

where the weights of the objectives wi > 0 are the parameters scalarization. In this 

case, the optimization engineer is required to determine those weights to obtain the 

solution desired by decision maker. 

In other ways, to singularize the multi objective, K−1 of objectives can be 

transferred to inequality constraints when the decision maker knows and requires 

the acceptable maximums for objectives (ε2, ε3, …, εK) if the problem is 

minimization. This method is called ε-constraint method given as following 

objective function: 

1min ( )f
x

x , (3.46) 

subject to constraints: 

( ) ( 2,3,..., )k kf k K x , (3.47) 

with original constraints (3.42), (3.43) and (3.44). The optimization target f1 is 

preferably selected by the decision maker. In ε-constraint method, the non-

dominated solutions are obtained by parametrically changing εi. 

Priori Methods 

Priori methods require that sufficient preference information is described 

before the optimization process. One of the several priori methods, the goal 

programming  is introduced as an example. The goal programming is a method that 

targets a level of aspiration in each objective, and minimizes the difference of it 

[37]. The general explanation of objective function is given as follows: 

ˆmin ( )f f
x

x  (3.48) 

where  1 2
ˆ ˆ ˆ ˆ, ,..., Kf f f f is the level of aspiration. In goal programming, the 

optimality of the problem highly depends on the level of aspiration set by the 

decision makers. Basically, goal programming requires the decision maker to know 

the level of aspiration before the optimization. Therefore, this method is based on 

decision making first, solution search second, i.e. the decision maker should have a 

certain insight on the problem space.  

Posteriori Methods  

Posteriori methods firstly find the solutions and make a decision afterwards 

whereas the priori methods are the converse. This methods aim at finding all the 

Pareto optimal solutions or a representative subset of the Pareto optimal solutions. 

Assuming that the all objectives are to be minimized, the general representation of 

Pareto optimal solution for x, y ∊ F is given as follows: 

   1,2,..., : ( ) ( ) 1,2,..., : ( ) ( )i i j ji K f f j K f f           x y x y . (3.49) 
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When (3.49) is satisfied, x dominates y: the solution x is superior to y. In this 

domination relationship, if there is no solution which is dominating x, x is called 

Pareto optimal solution. Therefore, Pareto optimal solution is a solution which at 

least one objective function value needs to be worsen in order to improve an 

objective function value. Also, a set of Pareto solutions is called Pareto front [38]. 

In multi objective optimization, there is no sole solution to dominate the everything 

else, obtaining the Pareto optimal front is the primary goal. Fig. 3.12 shows an 

example of Pareto optimality on K=2. In the figure, solutions x and y are not 

dominated by any other solutions according to (3.49), these are Pareto optimal 

solutions. A set of Pareto optimal solutions construct the Pareto front. A solution w 

is dominated by x, and a solution z is dominated by x and y in only focusing on x, 

y, w and z. 

3.3.2.3 Basic Formulation 

Inheriting equations from (3.34) to (3.40), objective function of MOOPP 

which minimizes the number of PMUs and maximizes SORI is given as follows:  

1

min ,
n

T

i

i

w 


 
 

 


y
yy , (3.50) 

where, βi is the number of observation at bus i by PMUs (the index BOI). Thus, its 

negative of the sum means maximization of SORI. There may be several form of 

MOOPP, to maximize the measurement redundancy for single contingencies, for 

both the PMU outages and single contingencies and so on. However, the 

minimization of the number of PMUs is consistently one of the objective. Note that 

MOOPP by (3.50) is out of the scope of this research, the different objective is set 

instead in the next chapter. 

 

Fig. 3.12 Example of Pareto optimal solution. 
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3.4 SUMMARY 

This chapter introduced the principles and demonstrations of SE, power 

systems observability, basic formulations and associated literature reviews of OPP 

and MOOPP. 
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4 Multi Objective PMU 

Placement with Current 

Channel Selection 

4.1 PMU CURRENT CHANNEL SELECTION 

4.1.1 Costs of PMU Placement 

As the PMU is expensive device, OPP and MOOPP for SE have been 

discussed by many researchers so far. For the PMU installation costs, the average 

overall costs per unit of typical PMU installed at transmission level substation range 

between USD 40,000 and USD 180,000 including the costs of procurement, 

installation, and commissioning reported by U. S. department of energy [1]. For 

only the device, it is reported that a PMU itself is about USD 20,000 and a current 

measurement channel cost is about USD 3,000 as of 2016, investigated by 

Ghamsari-Yazdel and Esmaili [2]. Normally, in order to collect the data obtained 

by placed PMUs, PDCs and super PDCs are also placed in some substations and 

communication infrastructure as SPCS is installed to transmit the data.  

This thesis book focuses on the PMU device cost and reducing it whereas 

research about reduction of communication infrastructure cost in case of wired 

communication has been done by Almasabi and Mitra, defining the communication 

path routing problem solved by multisource Dijkstra method [3]. It is assumed that 

the costs except the device and the communication infrastructure are highly 

depending on the system operator’s policy and cannot be handled by engineering. 

However, placement of PMUs and the channels depends on the power system 

structure, and is able to be generalized. In OPP and MOOPP so far, the cost of 

current channel has been considered as unit. However, along with the increase of 

the numbers of buses and lines of power system, the PMU device cost may increase 

with the current channel and become that existence of the current channel cost 

cannot be ignored depending on the system topology. Also, limiting the number of 

current channels does not solve the problem since it may not be a proper allocation 

of the current channel which minimizes the PMU device cost with keeping the HSE 

accuracy. Thus, this research proposes CCS-MOOPP for HSE for both of 

minimization of the PMU device cost and the maximization of the HSE accuracy. 

4.1.2 Current Channel Selection Representation 

To represent the current channel selection in MOOPP, the decision variable 

is augmented by hierarchical structure representation originally introduced by 

Hongesombut et al. for PSS parameter tuning problem [4]. To describe it, the 

decision variables in OPP is introduced again: 
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 1,..., nby yy , (4.1) 

1

0
iy


 


                                                  , (4.2) 

where, vector y is PMU placement decision variable of size (1×nb), nb is the 

number of system buses. An element of vector y only takes values zeros and ones 

for placement of PMU device itself and the voltage measurement channel at 

substations. In addition, in CCS-MOOPP, the allocation of the current channel is 

modeled by the following decision matrix C: 
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                                                                                                , (4.4) 

where, C is PMU current measurement channel placement decision matrix of size 

(nb×nb). An elements of C only takes values zeros and ones as well as y. Since 

there is no current channel is placed on the line from the PMU placed bus to the 

same bus, the diagonal element of C is always 0. There is only one constraint in C: 

dominance relationship between the voltage channel and current channel location. 

A current channel which obtains the current phasor on a line must be connected to 

a PMU, hence, the current channel cannot be placed by itself. This indicates the 

current channel cannot be placed on a line without a PMU placed bus. Hence, the 

elements of y is superior to the elements of C. This domination relationship is called 

the hierarchical structure representation and the conceptual figure is shown in Fig. 

4.1 (a) with an example PMU placement on 5 bus test system shown in Fig. 4.1 (b). 

In the hierarchical structure representation, to vectorize the matrix C, only elements 

associated with actual lines are extracted and lined next to y, like Fig. 4.1 (a). In 

this augmented relationship, the part of augmented vector which determines the 

placement of PMU itself (voltage channel) is called primary locus, and the other 

part is called secondary locus which the elements are inactive if the corresponding  

 

(a) Domination relationship 

if a PMU is placed at bus i 

otherwise 

if a PMU is placed at bus i and the current channel is 

allocated on line i-j 

otherwise 



Multi Objective PMU Placement with Current Channel Selection 

52 

 

(b) The corresponding PMU placement 

Fig. 4.1 The hierarchical structure representation and the demonstration. 

primary locus is 0. The corresponding PMU placement of Fig. 4.1 (a) is shown in 

Fig. 4.1 (b). 

By implementing this solution representation in optimization, it is expected 

that more cost effective PMU placements may be obtained with elimination of 

unnecessarily redundant PMU current channels which cannot be represented by the 

traditional solution representation. Note that the length of augmented decision 

variable is (nb + 2nl) where nl is the number of system lines, whereas the length of 

conventional decision variable is nb. This makes the problem search space bigger 

in the optimization, however, OPP and MOOPP are categorized as planning 

problem which the computation time is not an issue, thus this augmentation is 

acceptable. 

4.2 CCS-MOOPP AND THE OPTIMIZATION 

4.2.1 SE Accuracy Evaluation Index 

In this chapter, the purposes of optimization are to minimize the PMU device 

cost including the current channel and to maximize the HSE accuracy by placing 

PMUs, and propose the multiple Pareto solutions by solving CCS-MOOPP which 

the current channel selection is realized by the hierarchical structure representation. 

To evaluate the HSE accuracy, Total Vector Error (TVE) is introduced [5]. There 

have been several ways to consider the SE accuracy, such as tracing the 

measurement error covariance matrix [6], taking absolute error of sum of voltage 

magnitude and phase angle at each bus [7], and so on. By tracing the diagonal 

measurement error covariance matrix, although the error of SE can be evaluated, 

the actual SE is not executed in the evaluation. The method takes the error of sum 

of voltage magnitude and phase angle does not consider the dimension of the 

quantities to be summed. On the other hand, TVE that this research employed is 

given as follows:  

   
2 2

1

1 ˆ ˆ
nb

i i i i

R R I I

i

TVE V V V V
nb 

    , (4.5) 
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where subscripts R and I of V indicate the real and imaginary parts of the complex 

voltage respectively, converted from the polar form by (3.23) and (3.24). The 

superscript i is the bus number, the hat mark (^) means the estimated value by HSE 

and the value without the mark is true value. Therefore, TVE evaluates the mean 

value of Euclidean distance between the true value and the HSE estimated value of 

the voltage vector for all system buses. Fig. 4.2 demonstrates the example of TVE 

in the complex space at i th bus section. This research assumes that the true value 

is obtained by Newton-Raphson power flow calculation. By minimizing (4.5), the 

proposal CCS-MOOPP attempts to minimize the HSE error. 

4.2.2 Formulation 

CCS-MOOPP is formulated by following equations: 

 max
,

min ,VCK TVE
y D

, (4.6) 

subject to constraints: 

0T yy , (4.7) 

( )T T T

VC V CK w w yy C b b , (4.8) 

 1,...,1
T

b , (4.9) 

 max
1
max j

j ns
TVE TVE

 
 , (4.10) 

    max

ˆ

1,2,..., 1,2,..., : 100

i i

mag

i

j

V V
i nb j ns E

V

 
         
 

, (4.11) 

      max
ˆ1,2,..., 1,2,..., : i i ang

j

i nb j ns E         , (4.12) 

 

Fig. 4.2 Vector error on complex voltage. 
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where, wV and wC are device weight coefficients for PMU itself with a voltage 

channel and a current channel, respectively. ns is the number of scenarios, TVEj is 

TVE at scenario j, Vi and θi are voltage magnitude and angle at bus i, respectively, 

max

magE and max

angE are the voltage magnitude and angle deviation upper bounds, 

respectively. The multi objective function (4.6) minimizes the total PMU device 

cost including the current channel and maximum deviation of TVE for a set of  

scenarios in accordance with (4.8) and (4.10). The inequality constraint (4.7) 

indicates that there is at least one PMU is placed on the system. The inequality 

constraints (4.11) and (4.12) bound the deviation of both voltage magnitude and 

angle in certain limits mentioned by the system operator. In optimization, RTUs are 

assumed to already be placed on a target system. Hence, PMUs with current 

channels are placed by optimization overlapped on the RTU observation network. 

Also, considering the uncertain and unpredictable change of system load and 

generation, MCS based HSE for many power system state scenarios is executed in 

the optimization. 

4.2.3 Optimization by NSGA-II 

CCS-MOOPP given by (4.6)-(4.12) is multi objective combinatorial 

optimization problem. Because this optimization problem is non-differentiable and 

the decision vector is discrete value, this category of problem is really hard to be 

solved. If exhaustive search is directly applied to be solved, it will be impossible to 

obtain the optimal solution in finite time when the power system scale larger. Hence, 

this research employed an evolutionally algorithm to obtain a set of approximate 

Pareto optimal solutions: NSGA-II [8]. 

NSGA-II was invented by Deb et al. as the improved version of NSGA in 

2002, and has been used for many engineering problems. There are many multi 

objective optimization algorithms such as Multi Objective Evolutionary Algorithm 

on Decomposition (MOEA/D) [9], Multi Objective Particle Swarm Optimization 

(MOPSO) [10], Strength Pareto Evolutionary Algorithm (SPEA) [11] and so on. 

Among these methods, NSGA-II has good solution search ability to produce the 

Pareto suboptimal solutions in case of 2 or 3 objectives optimization problem. Fig. 

4.2 shows the flowchart of NSGA-II. Besides the crossover, mutation and elitism 

in the normal genetic operator, the basic NSGA-II has two main features: non-

dominated sorting and crowding distance calculation. 

Non-dominated Sorting 

In NSGA-II, the goodness of the solution is evaluated based on the “rank”. 

The rank is calculated based on how many times the individual is dominated by 

other individuals. The rank 1 solutions indicate the present Pareto front. NSGA-II 

proceeds solution search with holding the rank 1 individuals in an outer archive. 

After the convergence of optimization, the contents of the archive is obtained as the 

Pareto suboptimal solutions as the final Pareto front [8]. 

Crowding Distance 

In multi objective optimization, obtaining widely distributed solutions is one 

of the important task. Crowding distance is used to maintain the diversity of the 

population. The mathematical formulation of crowding distance is given by 

follows: 
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Fig. 4.3 NSGA-II flowchart. 

 

       (a) Non-dominated sorting                         (b) Crowding distance 

Fig. 4.4 NSGA-II features. 

( 1) ( 1)
( )

max min
1

( ) ( )
( )
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i k k
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f f

 









x x
x , (4.13) 

where x(i) is the ith individual in the same rank,
max

kf and
min

kf are the maximum and 

minimum value of the objective function k. Crowding distance of x(i) is defined 
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based on the nearest individuals x(i+1) and x(i-1). For the solutions of the front edges, 

infinite value for crowding distance is given [8]. Crowding distance is used for 

evaluation of individuals which possess a same rank in the selection stage. Fig. 4.4 

shows the concept of non-dominated sorting and crowding distance. 

4.3 NUMERICAL SIMULATION 

4.3.1 Configuration 

From this subsection, results of the numerical experiment are shown and 

discussed. To verify the effectiveness of the proposed CCS-MOOPP, numerical 

simulations on test systems as modified IEEE NE 39-bus and IEEE 57-bus are 

performed using NSGA-II with same parameters except the number of iterations 

and voltage magnitude/angle deviation upper bounds.  

Table 4.1 Parameters for the numerical simulation. 

 

Classification Parameter 

Value 

Modified NE 

39-bus 
57-bus 

NSGA-II 

Population size 70 

Crossover rate 0.95 

Mutation rate 0.08 

No. of generations 1000 2000 

Crossover method Uniform Crossover 

Constraints in 

optimization 

A PMU and a voltage 

channel device cost 
1.0 p.u 

A current channel device 

cost 
0.15 p.u. 

Voltage magnitude bound 5.5 % 18.5 % 

Voltage angle bound 2.0 deg 20.0 deg 

No. of scenarios 1000 

Maximum 

measurement 

uncertainty of 

meters 

RTU voltage magnitude 0.2 % 

RTU power injection 2 % 

RTU power flow 2 % 

PMU voltage magnitude 0.02 % 

PMU current magnitude 0.03 % 

PMU phase angle 0.01 deg 

 



Multi Objective PMU Placement with Current Channel Selection 

57 

The parameters of the test systems are listed in Appendix A. In the numerical 

simulation, finally obtained Pareto fronts are compared between both of CCS- 

MOOPP and the conventional MOOPP. Table 4.1 lists the parameters of NSGA-II, 

channel cost, HSE configuration and maximum measurement uncertainty of 

RTU/PMU measurements. The device costs are set considering that 20,000 USD = 

1 p.u. referring to the article by Ghamsari-Yazdel and Esmaili [2]. Parameters for 

maximum measurement uncertainty of meters are configured referring to the article 

by Valverde et al. [12]. NSGA-II attempts 20 times in modified NE 39-bus, 10 times 

in 57-bus using different random initial points, and obtains the best Pareto front. 

4.3.2 Comparison of Pareto Solutions 

IEEE modified NE 39-bus 

Fig. 4.5 shows the best Pareto fronts obtained by CCS-MOOPP and 

conventional MOOPP in modified NE 39-bus. Note that CCS-MOOPP allows the 

proposed current channel allocation based on the augmented decision variable 

represented by y and C in (4.1)-(4.4) whereas conventional MOOPP allocates the 

current channels on all lines incident to the PMU placed bus based on only y in 

(4.1) and (4.2). Comparing the Pareto frons obtained by CCS-MOOPP and MOOPP, 

the former is totally dominating the latter. This domination tends to occur in the 

high PMU device cost area. Figures 4.6 and 4.7 show the zoomed figure of Fig. 4.5 

in high and low PMU device cost areas, respectively. This occurred because the 

number of PMU current channels increases alongside of increase of PMUs. 

In order to quantitatively evaluate the Pareto front domination, Ratio of Non-

dominated Individuals (RNI) is introduced. RNI is an index to evaluate the 

domination relationship numerically in between two methods. Let sets of Pareto 

solutions P' and P'' be obtained by different algorithms, then RNI of P' for P'' is 

given by follows: 

 

Fig. 4.5 Pareto front comparison in CCS-MOOPP and MOOPP in modified NE 

39-bus. 
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Fig. 4.6  Pareto front comparison in CCS-MOOPP and MOOPP in modified NE 

39-bus zoomed at high PMU device cost. 

 

Fig. 4.7 Pareto front comparison in CCS-MOOPP and MOOPP in modified NE 

39-bus zoomed at low PMU device cost. 

( , ) DRNI P' P'' P' P , (4.14) 

where, PD is non-dominated solutions of a sum set of P' and P'' which is PD   P 

= (P'  P'') [13]. If RNI(P',P'') > 0.5, then P' is dominating P'', which means more 

closer to the optimal Pareto front. Obviously, RNI [0,1]. Table 4.2 shows the RNI 

for both of CCS-MOOPP and the conventional MOOPP. As a result of calculation 

of RNI, proposed CCS-MOOPP is quantitatively much greater than MOOPP. 
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Table 4.2 Ratio of Non-dominated Individuals and Cover Rate in modified NE 

39-bus. 

 

Since above results are obtained by the stochastic optimization algorithm, 

there is no guarantee that those are the proper optimal Pareto front. However, in 

comparison of these methods, the proposed method is greater than the conventional 

method although its search space is larger by the augmented decision variable to 

select the PMU current channel allocation. Particularly in modified NE 39-bus, the 

search space of the problem of CCS-MOOPP is 2143 whereas MOOPP is 239. 

Nevertheless, CCS-MOOPP obtained better Pareto front by same optimization 

algorithm. This fact indicates that the CCS-MOOPP is worthwhile to be solved. 

The solution space of MOOPP is the subset of the solution space of CCS-MOOPP 

since CCS-MOOPP is also able to represent the full allocation of current channels 

to the all incident lines of the PMU placed buses. Thus, at least the Pareto front 

same as MOOPP can be found in CCS-MOOPP. Note that the improvement of 

problem difficulty and computation burden is not the purpose of this thesis. 

In addition, as indices of multi objective optimization, Cover Rate (CR) 

which evaluates the width and the density of obtained Pareto front [15] is also 

calculated. Generally, CR is calculated based on how many individuals cover the 

objective function space. First, the objective function space is divided by a number 

nd, between the maximum and minim objective function values ,
max

kf and
min

kf for 

each objective function. Then CR for an objective function k is given by follows: 

k
k

nc
CR

nd
 , (4.15) 

where nck is the number of covered areas. Then, total CR is given by the average of 

all CRk,  

1

1 objn

k

kobj

CR CR
n 

  . (4.16) 

The visual description of CR is shown in Fig. 4.8. In this demonstration, nd=5. For 

objective f1, CR1=2/5. For f2, CR2=3/5. By summing up them and dividing by nobj=2, 

CR=0.25. If the divided areas are fully covered by individuals, CR is 1. If the 

coverage is sparse, CR gets close to 0. Table 4.2 in the third column also shows the 

CR in each method with nd=20. In this case with the number of division, CR in 

CCS-MOOPP is higher than MOOPP indicating the level of coverage for the 

objective function higher in CCS-MOOPP. It is caused by solution space expansion 

resulting in that the number of solution in CCS-MOOPP is bigger than MOOPP. 

Method RNI CR 

CCS-MOOPP 0.9111 0.9250 

MOOPP 0.0889 0.8750 
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Fig. 4.8 Example of CR. 

 

Fig. 4.9 Pareto front comparison in CCS-MOOPP and MOOPP in 57-bus. 

IEEE 57-bus 

Fig. 4.9 shows the Pareto fronts obtained by CCS-MOOPP and conventional 

MOOPP in IEEE 57-bus. In case of modified NE 39-bus, the proposed CCS-

MOOPP is much dominating the conventional MOOPP, the same thing in modified 

NE 39-bus is true of 57-bus case which is bigger scale in terms of the numbers of 

buses and lines, qualitatively. Compared to modified NE 39-bus, in low PMU 

device cost area, the Pareto front of MOOPP is sparser. This may be occurred due 

to the system topology in 57-bus which has less loops. Since the search space of the 

problem of CCS-MOOPP is 2213 whereas MOOPP is 257 in 57-bus system, CCS-

MOOPP has many more number of solution possibilities compared to MOOPP by 

the current channel selection. Thus, system operator has more choices of solution 

selection. Figures 4.10 and 4.11 show zoomed figures of Fig. 4.9. As well as 

modified NE 39-bus, Pareto solutions in high PMU device cost seems more 

dominant. Also, Table 4.3 shows the RNI and CR with nd=30 of each Pareto front. 
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From the results of numerical evaluation, CCS-MOOPP is dominant to MOOPP 

and more covering the solution space than MOOPP, numerically. The level of 

dominance is little lower than case of modified NE 39-bus due to the problem search 

space (difficulty). Since its solution space is larger than modified 39-bus, NSGA-II 

as a stochastic optimization method could not find much more dominant solutions 

especially in the low PMU cost area in Fig. 4.11. However, Pareto front of CCS-

MOOPP is still dominant to MOOPP found by NSGA-II with the same parameter. 

 

Fig. 4.10 Pareto front comparison in CCS-MOOPP and MOOPP in 57-bus 

zoomed at high PMU device cost. 

 

Fig. 4.11 Pareto front comparison in CCS-MOOPP and MOOPP in 57-bus 

zoomed at low PMU device cost. 
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Table 4.3 Ratio of Non-dominated Individuals and Cover Rate in 57-bus. 

 

4.3.3 HSE Accuracy and PMU Placements 

IEEE modified NE 39-bus 

To confirm the HSE accuracy, single solution needs to be extracted from the 

set of Pareto solutions obtained in subsection 4.3.2. Also, it is important to select a 

solution which the system operator is satisfied comparing the system planning cost 

and SE accuracy, from the multiple solution. Hence, this research selected a 

solution from the Pareto front in order to set a criterion solution for the system 

operator. To select a criterion solution, this research employed the Best 

Compromised Solution (BCS) with fuzzy membership function [14]. 

The fuzzy membership function of objective i is given by follows: 

max

max min

1

0

i i
i

i i

f f
h

f f





 





                                 , (4.17) 

where, fi is the objective function value of objective i. Then, weighted satisfaction 

degree H is obtained as follows: 

1

1 obj

i

n

f i

iobj

H w h
n 

  , (4.18) 

where wfi is the preference weight coefficient for objective function fi, nobj is the 

number of objectives and equal to 2. Figures 4.12 and 4.13 provide the results of 

calculation of satisfaction degree in CCS-MOOPP and MOOPP on each Pareto 

front by bar chart, respectively. Now assuming that the preference weight 

coefficients for both objectives are 1, the solution having the maximum value of H 

is selected, which is highlighted by an arrowed point on Figures 4.12 and 4.13. This 

solution is named “S1” (BCS). Obviously, the Pareto front obtained by MOOPP is 

almost totally dominated by the Pareto front by CCS-MOOPP, satisfaction degree 

in CCS-MOOPP is also totally higher. Now, information of the selected solutions 

is listed in Table 4.4. To compare the solutions in each method, target solutions are 

highlighted by also an arrowed point in Fig. 4.12 with same TVEmax as “S1”. This 

solution named “S2” is also listed in Table 4.4. In addition, PMU placements have 

the minimum TVEmax are selected and named “S3” and “S4”, respectively from the 

Pareto fronts of CCS-MOOPP and MOOPP. Fig. 4.14 shows the single line 

connection diagram of modified NE-39 bus test system. The bus number listed in 

Table 4.4 corresponds to the bus number in Fig. 4.14. The placement of RTU is also  

Method RNI CR 

CCS-MOOPP 0.8727 0.8000 

MOOPP 0.1273 0.6500 

 

if 
min

i if f  

if 
min max

i i if f f   

if 
max

i if f  
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Fig. 4.12 Pareto front and satisfaction degree in CCS-MOOPP in modified NE 39-

bus. 

  

Fig. 4.13 Pareto front and satisfaction degree in MOOPP in modified NE 39-bus. 

listed in Table 4.5. Comparing solutions S1 and S2, S1 realizes reducing the total 

PMU device cost by eliminating current channels on line 20-3 and 29-26 keeping 

same HSE accuracy in TVEmax as well as S2. For example, the current channel on 

line 20-3 is obtained by pseudo measurement by KCL. Since bus 20 is ZIB, the 

pseudo current phasor on line 20-3 is obtained by current phasors 20-21 and 20-23. 

Then, pseudo bus voltage phasor 21 is obtained by direct bus voltage phasor at bus 

20 and pseudo current phasor on line 20-3. However, there is no current channel 

selectivity in MOOPP. By such difference, the redundant measurement channels 

S1 

S2 

S3 

S4 
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are eliminated by implementations of the hierarchical structure representation and 

the augmented decision variable. Many more of current channels is reduced in S3 

compared to S4. Thus, the reduction of KVC in both S3 and S4 is more significant 

comparing to S1 and S2 since the numbers of PMUs in S3 and S4 are bigger than 

S1 and S2: thus, a lot of redundant current channels are eliminated. 

Figures from 4.15 to 4.18 show statistical boxplots of voltage magnitude and 

angle error from the true values by collecting all scenarios. Figures 4.15 and 4.16 

show the values in SCADA SE. Figures 4.17 and 4.18 show the values in HSE with 

PMU placement of S1 (BCS). As aforementioned, two-stage HSE allows 

overlapping of PMUs on the RTU network to correct the error. By placing PMUs 

with direct and pseudo measurements, partial error which covered by PMUs 

becomes superiorly small, resulting the TVE smaller than SCADA SE. 

Table 4.4 Selected solutions in modified NE 39-bus and PMU placements. 

 

Table 4.5 RTU placement in modified NE 39-bus. 

 

Solution 

Placement: bus / line(bus No.-bus.No.) 

KVC 

[p.u.] 
TVEmax 

PMU + 

voltage 

channel 

Current channel 

Common parts Difference 

S1 

18, 20, 

29, 33, 

37 

18-13, 18-15, 18-17, 

18-19, 29-4, 29-24, 

29-30, 29-31, 33-7, 

33-32, 33-34, 37-27, 

37-36 

20-21, 

20-23 
7.25 

5.36 

×10-3 

S2 

18, 22, 

29, 33, 

37 

22-21, 

22-23, 

29-26 

7.40 
5.36 

×10-3 

S3 

5, 11, 

18, 20, 

27, 29, 

33, 35, 

39 

18-13, 18-15, 18-17, 

18-19, 29-4, 29-24, 

29-30, 29-31, 33-7, 

33-32, 33-34, 39-9, 

39-38 

20-3, 20-23, 

27-37, 35-8, 

35-36 

11.70 
6.20 

×10-4 

S4 

5, 8, 10, 

18, 22, 

29, 33, 

37, 39 

5-30, 8-35, 

10-12, 22-21, 

22-23, 29-26, 

37-27, 37-36, 

39-36 

12.30 
6.20 

×10-4 

 

Power injection meter Power flow meter 

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 

11, 12, 13, 14, 16 ,18, 20, 

22, 23, 24, 25, 26, 29, 30, 

31, 32, 33, 34, 35, 36, 37, 

38, 39 

2-11, 2-19, 12-13, 14-

13, 28-13, 14-15, 16-

15, 18-15, 18-17, 20-

21, 14-24, 22-23, 23-

24, 25-24, 26-25, 26-

27, 26-31, 26-34, 39-

36, 35-36, 38-36, 39-38 
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Fig. 4.14 IEEE modified NE 39-bus test system single line connection diagram. 

 

Fig. 4.15 Voltage magnitude error in SCADA SE in modified NE 39-bus. 

 

Fig. 4.16 Voltage angle error in SCADA SE in modified NE 39-bus. 
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Fig. 4.17 Voltage magnitude error in HSE by PMU placement S1 in modified NE 

39-bus. 

 

Fig. 4.18 Voltage angle error in HSE by PMU placement S1 in modified NE 39-

bus. 

IEEE 57-bus 

Some analyses such as selection of the BCS and other solutions and checking 

the statistical SE accuracy are performed in 57-bus system case. Figures 4.19 and 

4.20 show the Pareto front and a bar chart of satisfaction degree in each method. 

Solutions “S1” and “S2” are selected in the biggest value of H, “S3” and “S4” are 

selected as the highest PMU device cost on each method. Satisfaction degree in 

CCS-MOOPP is totally higher than MOOPP. Table 4.6 shows the placements of 

PMUs from S1 to S4, Table 4.7 lists the placement of RTUs. Both meter placements 

are corresponding to a single line diagram of 57-bus test system illustrated in Fig. 

4.21. Comparing S1 and S2, S3 and S4, it is obvious that the CCS-MOOPP can 

produce the number of solutions that has lower PMU device cost by current channel 

selection. As well as case of modified NE 39-bus, the difference of PMU device 

cost becomes bigger when the many more PMUs are placed because of the same 

reason as modified NE 39-bus case. Figures 4.22 and 4.23 show the statistical 

boxplot for all MCS scenarios in SCADA SE, and Figures 4.24 and 4.25 show the 

statistical boxplot in HSE with PMUs of placement of S1.The dotted line is the 

bound for voltage magnitude/angle deviation in the optimization. From the results, 

the PMU reduces the error by its direct/pseudo measurement for those buses having 

big deviation. Comparing difference between S3 and S4 with the case of modified 

NE 39-bus in KVC, the difference of KVC between S3 and S4 in 57-bus is 0.90 p.u. 

whereas the difference of KVC in modified NE 39-bus is 0.60 p.u. in Tables 4.4 and 

4.6. By this numerical experiment, it is proven that CCS-MOOPP can also be 

applied in larger test system and the effect of current channel selectivity is bigger 

in the larger system. 
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Fig. 4.19 Pareto front and satisfaction degree in CCS-MOOPP in 57-bus. 

  

Fig. 4.20 Pareto front and satisfaction degree in MOOPP in 57-bus. 

 

 

 

 

 

S2 

S4 

S1 

S3 
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Table 4.6 Selected solutions in 57-bus and PMU placements. 

 

Table 4.7 RTU placement in 57-bus. 

 

Solu

-tion 

Placement: bus / line(bus No.-bus.No.) 

KVC 

[p.u.] 
TVEmax 

PMU + voltage 

channel 
Current channel 

Common 

parts 

Diff-

erence 
Common parts Difference 

S1 

6, 20, 25, 

32, 47, 

50, 56 

N/A 
6-5, 6-7, 6-11, 

6-12 ,6-13, 6-55, 

20-19, 20-21, 

25-24, 25-30, 

32-31, 32-33, 

32-34, 47-46, 

47-48, 50-49, 

50-51, 56-40, 

56-41, 56-42 

N/A 10.00 
5.73 

×10-2 

S2 N/A 56-57 10.15 
5.73 

×10-2 

S3 

1, 6, 20, 

25, 32, 

47, 53, 

56 

4, 15, 

28, 50 
1-2, 1-16, 1-17, 

6-5, 6-7, 6-11, 

6-12, 6-13, 6-55, 

20-19, 20-21, 

25-24, 25-30, 

32-31, 32-34, 

47-46, 47-48, 

53-52, 53-54, 

56-40, 56-41, 

56-42 

4-8, 4-9,  

4-10, 15-3, 

15-45,  

50-49,  

50-51 

16.50 
6.94 

×10-4 

S4 
8, 29, 

44, 51 

1-15, 8-3,  

8-4, 8-9,  

8-18, 29-10, 

29-28, 

29-52, 

32-33, 

44-38, 

44-45, 

51-11, 

51-50, 

56-57 

17.40 
6.94 

×10-4 

 

Power injection meter Power flow meter 

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 

13, 14, 16, 17, 18, 19, 20, 21, 22, 

23, 24, 25, 26, 28, 30, 31, 32, 33, 

34, 35, 36, 37, 38, 39, 40, 42, 43, 

45, 46, 48, 49, 50, 51, 52, 53, 54, 

56, 57 

1-2, 3-8, 8-9, 13-14, 13-15, 10-5, 11-7, 

12-13, 14-15, 18-19, 21-20, 22-23,  

26-24, 26-27, 28-29, 10-29, 30-25,  

25-30, 30-31, 31-30, 31-32, 35-36,  

36-40, 41-42, 14-46, 47-48, 48-49,  

50-51, 54-55, 54-53, 52-29, 52-53,  

13-49 , 12-43, 44-45, 56-42, 57-56, 

38-49, 38-48 
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Fig. 4.21 IEEE 57-bus test system single line connection diagram. 

 

 

Fig. 4.22 Voltage magnitude error in SCADA SE in 57bus. 
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Fig. 4.23 Voltage angle error in SCADA SE in 57-bus. 

 

Fig. 4.24 Voltage magnitude error in HSE in 57bus. 

Fig. 4.25 Voltage angle error in HSE in 57-bus. 

Table 4.8 Average cost contribution in each test system. 

 

 

 

 
Average PMU Device Cost [p.u.] 

Modified NE 39-bus 57-bus 

CCS-MOOPP 5.71 10.62 

MOOPP 6.40 11.64 

Difference 0.69 1.02 
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4.3.4 Contribution to Cost Reduction 

Table 4.8 shows the average PMU device cost in both test power systems for 

CCS-MOOPP and MOOPP. The average PMU device costs are calculated for all 

solutions of the Pareto front in each optimization problem. Obviously the Average 

PMU device cost in CCS-MOOPP is lower than MOOPP in both test systems. Also, 

the difference of average cost between CCS-MOOPP and MOOPP in 57-bus is 

about 1.5 times bigger than modified NE 39-bus. This indicates that CCS-MOOPP 

can contribute to cost reduction and the effectiveness is significant when the system 

scale is larger. Note that this tendency depends on the system topology. If there is 

less loops in a power system, CCS-MOOPP may not work better than MOOPP. 

However, if the searching method is not stuck in a severe local optimum, it will not 

be worse because the solution space of MOOPP is included by CCS-MOOPP. 

4.4 SUMMARY 

This chapter formulated CCS-MOOPP through the PMU current channel 

selection by hierarchical structure representation. Also, HSE accuracy evaluation 

index in the optimization and detail of NSGA-II are introduced. As the results of 

numerical simulation in modified NE 39-bus and 57-bus test systems, the 

effectiveness of CCS-MOOPP to obtain better Pareto solution is proven. Also the 

effect of current channel reduction for redundant measurement is more significant 

when the system scale gets larger. As the results of the numerical simulation, this 

chapter contributes to spurring the installation of PMU which is capable to 

accurately estimate the system state vector into power systems by reducing the 

device cost by CCS-MOOPP while keeping the SE accuracy. Also, actual HSE is 

conducted in the optimization process evaluated by MCS which can consider the 

power flow variability by load uncertainty. 
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5 Influence of Measurement 

Uncertainty Propagation in 

PMU Pseudo Measurement 

5.1 MEASUREMENT UNCERTAINTY PROPAGATION 

5.1.1 Measurement Uncertainty in Meters 

SE basically assesses power systems static state considering meter errors 

which are never free from meters. In SE, correct assessment of measurement error 

is important to obtain the correct state vector. As previously introduced in the 

chapter 3, to proceed SE with calculation of elements R i.e. standard deviation of 

measurements is introduced. Given that the maximum measurement uncertainty is 

provided by the meter manufactures, the standard uncertainty in a measurement can 

be expressed in: 

( )
( ( ))

3

k
u k




p
p , (5.1) 

where Δp(k) is a maximum uncertainty specified by the device manufacturer in the 

measurement p(k). Here, the probability distribution of measurement uncertainty is 

assumed as uniform distribution [1]. The standard uncertainty of measurement p(k) 

can be approximated by the standard deviation [2]:  

( )( ( )) ku k  pp . (5.2) 

Then, R can be constructed by (3.3) based on (5.1) and (5.2).  

5.1.2 Measurement Uncertainty Propagation by the Classical Theory of 

Uncertainty Propagation 

When the measurement is calculated by the other measurements, the 

measurement uncertainty is propagated. It is known as the measurement uncertainty 

propagation. Since the PMU measurement rule employs pseudo measurement 

which is calculated by other direct/pseudo measurements, studies on measurement 

uncertainty propagation in the pseudo measurement have been investigated in 

power system SE. Mainly in the direct measurement, measurement uncertainty 

occurs in the PMU data acquisition process, such as in the instrument transformer, 

the A/D converter, and the cables connecting them [3]. Since the error of PMU 

direct measurement is pretty small, its SE performance is superior to RTUs as 

shown in the Chapter 4.  However, due to multiple time of use of pseudo 

measurements (a pseudo measurement using pseudo measurements), the HSE 
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performance may be deteriorated. Thus, consideration of measurement uncertainty 

is necessary in SE. 

There have been some studies about consideration of measurement 

uncertainty in pseudo measurement. Chakrabarti et al. applied random fuzzy 

variables to evaluate the measurement uncertainty associated with voltage 

magnitude and angle measurement uncertainty obtained by PMUs [3]. Asprou and 

Kyriakides included evaluation of measurement uncertainty propagation by the 

classical uncertainty propagation theory in HSE with PMU and RTU, referring to 

meter placements from another article [4]. Chakrabarti et al. also considered 

measurement uncertainty propagation in several SE algorithms such as polar or 

rectangular coordinates [5]. These papers have considered inclusion of uncertainty 

propagation of pseudo measurement in SE, however, there has been no 

consideration of measurement uncertainty propagation for optimally placing meters 

although it should be considered when the pseudo measurements are used. Thus, 

this chapter proposes CCS-MOOPP considering measurement uncertainty in PMU 

pseudo measurement, named CCS-MOOPP/U in order to obtain a Pareto front 

assuring the SE accuracy with measurement uncertainty propagation. 

As the ways to obtain the pseudo measurement were introduced in the 

Chapter 3, this section builds how measurement uncertainty propagation occurs in 

those pseudo measurement patterns via the classical uncertainty propagation theory. 

By the classical uncertainty propagation theory, the standard uncertainty of 

measurement n obtained via measurements p is generally given by [1]: 

2

1

( ) ( ( ))
( )

m

k

n
u n u k

k

 
  

 
 p

p , (5.3) 

where p is a measurement vector used to compute the pseudo measurements, u(n) 

is the standard uncertainty of measurement n, m is the length of vector p.  

Firstly, the case of obtaining the voltage phasor at the adjacent bus of the 

PMU placement bus using direct voltage/current phasor is given as follows by 

rewriting (3.28): 

0( )i ij ij

j

ij

V Y Y I
V

Y

 
 , (5.4) 

where V , I and Y indicate the bus voltage phasor, line current phasor and 

admittance, respectively, subscripts i and j indicate the bus numbers, when those 

are seriated, that means the line between buses i and j. The subscript 0 means shunt 

component. Now, pseudo measurements are Vj and θj. Hence, standard uncertainties 

u(Vj) and u(θj) are calculated based on partial derivatives by each element of p=[Vi, 

θi, Iij, φij]. (5.4) can be written as:  

0 ij

j i i

ij ij

IY
V V V

Y Y
   . (5.5) 
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Then, by writing the complex voltage jV A jB  , A and B are:  

0
0cos( ) cos( ) cos( )

ij

i i i i ij ij ij

ij ij

IY
A V V

Y Y
           , (5.6) 

0
0sin( ) sin( ) sin( )

ij

i i i i ij ij ij

ij ij

IY
B V V

Y Y
           , (5.7) 

where, θi is voltage angle at bus i, φij is current angle at line i-j, ψ0 is angle of shunt 

admittance ψij is angle of series admittance of line i-j. By A and B, voltage phasor 

at bus j in polar form is represented as follows: 

2 2

jV A B  , (5.8) 

1tanj

B

A
   

  
 

. (5.9) 

For Vj and θj, partial derivatives by measurements p=[Vi, θi, Iij, φij] are derived as: 

0
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i ij i ij ij

C V Y V Y Y V Y VY I

VY I I

    

  

      

    , (5.14) 

 0 0sin( ) sin( )ij ij i ij ij i ijj

i

I Y Y

V C

          
 

 , (5.15) 



Influence of Measurement Uncertainty Propagation in PMU Pseudo Measurement 

76 

 

   

2 2 2

0 0 0

0 0

2 cos

cos cos

i ij i ij ij ij

i

i ij ij i ij ij ij i ij

VY VY Y VY
V C

I Y Y I

 

      

   
  
       
 

, (5.16) 

 0 0sin( ) sin( )i ij i ij ij i ijj

ij

V Y Y

I C

          


 , (5.17) 

 0 0cos( ) cos( )ij i ij i ij ij i i ij ijj

ij

I VY VY I

C

     



      


 . (5.18) 

After obtaining u(Vj) and u(θj) based on (5.3) and corresponding partial derivatives, 

these are converted from polar to rectangular coordinate since the HSE in this 

research allows to use the rectangular coordinate in the measurement vector shown 

in (3.18). Thus, measurement uncertainty propagation also occurs in this 

transformation. The polar coordinate quantities are converted to the rectangular 

coordinate by (3.23) and (3.24), standard uncertainties of real and imaginary 

voltage u(Vj,R) and u(Vj,I) are given by follows: 

2 2

, ,

,

2 2

( ) ( ) ( )

cos( ) ( ) sin( ) ( )

j R j R

j R j j

j j

j j j j j

V V
u V u V u

V

u V V u




  

       
       

             

         

, (5.19) 
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. (5.20) 

Second, the case of obtaining current pseudo measurement on line between 

buses which both of the voltage phasors are known is given by arranging (5.4) as 

following equation:  

0 ( )ij i i j ijI VY V V Y   . (5.21) 

Then, by writing the complex current ijI D jE  , D and E are:  

0 0cos( ) cos( ) cos( )i i i ij i ij j ij j ijD VY VY V Y           , (5.22) 

0 0sin( ) sin( ) sin( )i i i ij i ij j ij j ijE VY VY V Y           . (5.23) 

By the same procedure of previous case, for Iij and φij, partial derivatives by 

measurements p=[Vi, θi, Vj, θj] are derived as: 
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After obtaining u(Iij) and u(φij) based on (5.3) and corresponding partial derivatives, 

these are converted from polar to rectangular coordinate by the same procedure in 

case of Vi and θi by (5.19) and (5.20). Then, standard uncertainties u(Iij,R) and u(Iij,I) 

are obtained. 

Third, current pseudo measurement on a line connected to a ZIB i when the 

other current phasors incident to the ZIB i is known is given by: 

1

l

ij ki

k

I I


 . (5.33) 

where the line i-j is connected to ZIB i and the adjacent bus j. Then, by writing the 

complex current ijI G jH  , G and H are:  
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1
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l

ki ki
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 , (5.34) 

1

sin( )
l

ki ki

i

H I 


 . (5.35) 

By the same procedure of previous case, for Iij and φij, partial derivatives by 

measurements p=[I1i, φ1i, … Ili, φli] (l >1) are derived. Here, for example, the case 

of l=2 is derived: 
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After obtaining u(Iij) and u(φij) based on (5.3) and corresponding partial derivatives, 

these are converted from polar to rectangular coordinate by the same procedure in 

case of Vi and θi by (5.19) and (5.20). Then, u(Iij,R) and u(Iij,I) are obtained. 

By those above equations, measurement uncertainty propagation occurs in 

PMU pseudo measurement. CCS-MOOPP/U includes calculation of all of those in 

every MCS scenario. Therefore, it is expected that the computation burden 
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increases compared to CCS-MOOPP which totally ignores measurement 

uncertainty propagation. 

5.2 NUMERICAL SIMULATION 

5.2.1 Configuration 

In order to verify the betterness of consideration of measurement uncertainty 

propagation by CCS-MOOPP/U, numerical experiment in modified NE 39-bus is 

conducted. The single line connection diagram of modified NE 39-bus is reshown 

in Fig. 5.1. Using the same parameters as Table 4.1 and RTU placement as Table 

4.7, NSGA-II is applied and obtained Pareto fronts in both methods: CCS-MOOPP 

and CCS-MOOPP/U. Pareto fronts are compared between the one by CCS-

MOOPP/U and the other one by CCS-MOOPP with applying measurement 

uncertainty propagation. 

5.2.2 Comparison of Pareto Solutions 

Fig. 5.2 shows Pareto fronts obtained by two methods: CCS-MOOPP/U and 

CCS-MOOPP. The black square dot is the Pareto solutions which the blue asterisk 

dot is moved by applying measurement uncertainty propagation. It indicates that 

the SE accuracy is worsened from the original solution in CCS-MOOPP because of 

multiple time of use of PMU pseudo measurement. It especially happens when 

PMU device cost KVC is high: the many PMUs are placed, the many pseudo 

measurements are used and the level of pseudo measurements  is  deeper.  For  the 

 

Fig. 5.1 IEEE modified NE 39-bus test system single line connection diagram. 
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Fig. 5.2 Pareto front comparison in CCS-MOOPP/U and CCS-MOOPP in 

modified NE 39-bus. 

Table 5.1 Ratio of Non-dominated Individuals in modified NE 39-bus. 

 

quantitative evaluation, Table 5.1 shows RNI and CR for each method. From the 

table, the Pareto front of CCS-MOOPP/U is numerically dominating the one 

obtained by CCS-MOOPP with evaluation including measurement uncertainty 

propagation. CR is computed by nd=20. Looking at CR, CCS-MOOPP/U is bigger 

than CCS-MOOPP because the solution space is bigger. This is caused by 

introduction of measurement uncertainty propagation. In CCS-MOOPP, there are 

different PMU placements having same cost and same TVE (in the optimization). 

However, it can be different TVE depending on how to obtain pseudo 

measurements and how many times pseudo measurement is used multiply. 

5.2.3 Verification of Measurement Uncertainty Propagation 

To check how measurement uncertainty propagation influences the HSE error, 

a solution is selected from Pareto front of CCS-MOOPP/U and CCS-MOOPP 

having same PMU device cost. Fig. 5.3 shows the zoomed figure of Fig. 5.1, S1 

and S2 are selected from Pareto front obtained by CCS-MOOPP/U and CCS-

MOOPP, respectively. The details of these solutions are listed in Table 5.2. Also, 

types of measurement: direct and pseudo measurements are listed in Table 5.3 by 

bus number in detail. For the pseudo measurement, how many times it is used is 

discussed. In the third column of Table 5.3, it is represented as a set as { }n. The  

Method RNI CR 

CCS-MOOPP/U 0.8727 0.9500 

CCS-MOOPP (actual Pareto front) 0.1273 0.8500 
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Fig. 5.3 Pareto front comparison in CCS-MOOPP/U and CCS-MOOPP in 

modified NE 39-bus. 

Table 5.2 Selected solutions in modified NE 39-bus and PMU placements. 

 

 

 

Solu

-tion 

Placement: bus / line(bus No.-bus.No.) 

KVC 

[p.u.] 
TVEmax 

PMU + voltage 

channel 
Current channel 

Common 

parts 

Diff-

erence 

Common 

parts 
Difference 

S1 

12, 33 

16, 23, 

26, 30, 

36 
12-10, 

12-11, 

12-13, 

33-7, 

33-32 

16-1, 16-15, 

16-21, 23-22, 

23-24, 26-25, 

26-27, 26-31,  

26-34, 30-5,  

30-29, 36-37,  

36-38, 36-39 

10.00 
5.73 

×10-2 

S2 

18, 22, 

28, 29, 

39 

18-15, 18-17,  

18-19, 22-21,  

22-23, 28-27,  

29-24, 29-26,  

29-30, 29-31,  

33-34, 39-9,  

39-36, 39-38 

10.15 
5.73 

×10-2 
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elements of a set includes bus number, the subscript n indicates a pseudo 

measurement level. Here, the pseudo measurement level is defined as how many 

times direct/pseudo voltage phasor measurement at bus is used through until the 

pseudo measurement is obtained. The many more the pseudo measurement is used, 

the bigger n is. The fourth column of Table 5.3 is buses which have no PMU 

measurements. However, estimated state by SCADA SE is already obtained 

beforehand of the linear SE part in HSE, observability of the system is ensured.  

Table 5.3 Measurement type classification in each solution. 

 

 

Fig. 5.4 Voltage magnitude error of PMU placement S1. 

 

Solu

-tion 

PMU measurement bus No PMU 

measurement 

bus 
Direct 

measurement 
Pseudo measurement 

S1 
12, 16, 23, 26, 

30, 33, 36 

{1, 5, 7, 10, 11, 13, 15, 21, 22, 24, 

25, 27, 29, 31, 32, 34, 37, 38, 39}1,  

{2, 4, 6, 14, 17, 20, 28, 35}2, 

{3, 18}3 

8, 9, 19 

S2 
12, 18, 22, 28, 

29, 33, 39 

{7, 9, 10, 11, 13, 15, 17, 19, 21, 23, 

24, 26, 27, 30, 31, 32, 34, 36, 38}1, 

{2, 4, 6, 20, 35, 37}2, 

{3, 16}3, 

{1, 14}4, 

{25}5, 

5, 8 
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Fig. 5.5 Voltage angle error of PMU placement S1. 

 

 

Fig. 5.6 Voltage magnitude error of PMU placement S2. 

 

Fig. 5.7 Voltage angle error of PMU placement S2. 

From Table 5.3, there are pseudo measurements with at most pseudo measurement 

level 3 in S1 from CCS-MOOPP/U whereas S2 from CCS-MOOPP uses the pseudo 

measurements with pseudo measurement levels 3, 4, 5. This indicates that S2 uses 

more multiple time of use of the pseudo measurements which may increase standard 

uncertainty of the PMU measurements. Figures 5.4 and 5.5 show boxplots of the 

HSE estimation errors in S1 for voltage magnitude and angle, respectively. Figures 

5.6 and 5.7 show boxplots of the HSE estimation errors in S2 for voltage magnitude 

and angle, respectively. Comparing these pairs of figures, the error increases by 

measurement uncertainty propagation in pseudo measurement in S1 is well 

controlled by considering uncertainty propagation in the optimization process. 

However, estimation errors in S2 get increased especially in buses 3, 14, 25 due to 

ignoring the uncertainty propagation in the optimization process. This eventually 

causes making TVEmax bigger. Thus, there are some gaps between Pareto front of 

CCS-MOOPP/U and the actual Pareto front of CCS- MOOPP in terms of TVEmax. 

5.3 SUMMARY 

This chapter investigated the influence of measurement uncertainty 

propagation in use of pseudo measurement of PMU in MOOPP problem. Because 

it has not been considered in the past OPP problem even though it has been included 

in research of SE, this chapter included occurrence of measurement uncertainty 
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propagation by PMU pseudo measurements by three ways, based on the classical 

uncertainty propagation theory. As the results of numerical simulation in modified 

NE 39-bus, influence of measurement uncertainty propagation is significant when 

pseudo measurements are multiply used to obtain a pseudo measurement. By 

considering uncertainty propagation in the optimization, the proper SE error 

evaluation can be conducted. This chapter contributes to a PMU placement 

assessment with a proper SE error evaluation and spurring the installation of PMU 

that enables more accurate system security assessment to prevent future blackouts. 
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6 Phasor-Assisted Voltage 

Stability Assessment Based on 

Optimally Placed PMUs 

6.1 VOLTAGE STABILITY ASSESSMENT IN POWER SYSTEMS 

6.1.1 Voltage Stability 

Voltage stability in a power system is the ability to maintain the system bus 

voltage by a certain level when load increase or generator/line outage occurs. Bus 

voltage gradually decreases in accordance with a lack of reactive power supply. If 

bus voltage is not maintained, the decrease of voltage eventually results in voltage 

collapse in the whole power system. The bus voltage profile is somewhat 

complicated in recent power systems by operation closer to stability limits due to 

increasing demand and deregulation in the electricity market in recent years. 

The voltage stability problem in power systems has been an issue since 1965 

with the voltage collapse of the French power system [1]. Also, there have been 

several voltage instability instances in some other countries. Some of them are cited 

for this introduction: in the interconnected power system of the western part of US, 

a system separation into five islands by a single phase-to-ground fault caused 

voltage collapse in 1996 [2]. The Chilean power system experienced the blackout 

in May 1997, triggered by a reverse action of  On Load Tap Changers (OLTC) 

which resulted in the voltage collapse with an increase of reactive power 

consumption [3]. The Athenian power system experienced a whole blackout by 

voltage collapse due to staged load shedding as a result of heavy loading in the 

summer of 2004 [4]. There had been plans to upgrade the voltage stability in 

preparation for the Olympic Games in Athens. Unfortunately, the system 

experienced a blackout before the upgrading. The severe blackout by voltage 

collapse in India in July 2012 is still fresh in our memory [5]. The direct cause of 

the blackout was overloading under the circumstance of planned outage on several 

transmission lines. Since voltage collapse resulting in blackout impacts the 

economics, the voltage security level must be maintained by power system 

preventive security controls. To understand how far the power system is away from 

the voltage collapse point, VSI is calculated. 

6.1.2 Voltage Stability Index 

VSI is calculated and used for understanding the voltage stability level using 

several quantities to avoid the voltage collapse. In research of VSI, there have been 

some different voltage stability indices, summarized in a review paper [6]. 
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Bus VSI 

Bus VSI is an index based on evaluation in an aggregated system by the 

Thevenin’s equivalent circuit. For the typical bus VSI, there are Voltage Stability 

Load Index (VLSI) [7], L-Index [8], Voltage Collapse Proximity Index (VCPI) [9], 

and so on. By the Thevenin’s equivalent circuit, the system is represented as a 

studied system and an external system. After that, VSI is calculated based on the 

equivalent circuit. Bus VSI determines the voltage stability of system buses and 

does not provide any information about the weak facilities with potential voltage 

problems. 

Line VSI 

Line VSI is an index based on two bus representation of a system, and 

calculated for each component. Line VSI is directly calculated for a line connecting 

two buses whereas bus VSI is calculated based on the equivalent circuit. For the 

typical line VSI, there are Fast Voltage Stability Index (FVSI) [10], Lmn [11], Line 

Collapse Proximity Index (LCPI) [12], Critical Boundary Index (CBI) [13] and so 

on. Line VSI does not have a process of system reduction and can be computed 

quickly, it is able to be used for online voltage stability assessment. For this reason, 

this research employed line VSI. 

Jacobian Matrix Based Sensitivity Analysis 

Jacobian matrix based VSI can calculate the voltage collapse point and 

determine the voltage stability margin. In this analysis, Jacobian matrix which 

represents the relationship between active, reactive power and voltage magnitude, 

angle in power flow equation, is built. After focusing on the reactive power change, 

V-Q sensitivity on given operation point determines the stability by its plus or 

minus sign [6]. However, the computation time is high and any topological change 

leads to change the Jacobian matrix: hence, this type of analysis is not suitable for 

online voltage stability assessment. 

6.1.3 SE based Voltage Stability Assessment 

VSI is calculated using several quantities in a power system. SE gives the 

state vector assessed by known measurements with errors (uncertainty). Because 

these two fields are deeply connected, researchers have studied use of estimated 

state by PMU measurement data for VSI calculation by SE. Tnag et al. proposed an 

adaptive load shedding method based on both frequency and voltage stability 

assessment using PMUs [14]. Although the authors established a novel load 

shedding method based on voltage stability assessment by modal analysis, the basic 

assumption is that a number of PMUs are sufficient. This assumption indicates the 

unrealistic situation because placing PMUs at all buses will result in an explosive 

growth of the system planning cost. Makasa and Venayagamoorthy considered 

voltage stability assessment based on an optimal PMU placement [7]. However, the 

authors did not consider the SE error of pseudo measurement which may result in 

bigger SE errors, via measurement uncertainty propagation shown in the Chapter 5. 

The ignorance of SE error by not performing actual SE may result in a huge error 

in the next security assessment. Kesherwani calculated L-index [8] based on 

optimally placed PMUs by full topological observability of a system [15]. However, 

incorrect assessment of SE without measurement uncertainty propagation in case 

of multiple use of ZIB may make the calculation error of L-index bigger. Having 
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reviewed articles associated with VSI, SE and PMU, to the best of our knowledge, 

the VSI estimation and the power system SE by optimal PMU placement have not 

yet been bridged. Therefore, SE based VSI estimation should be considered in detail. 

6.2 CRITICAL BOUNDARY INDEX CALCULATION 

6.2.1 Critical Boundary Index 

From the many VSIs, this research employs CBI proposed by Furukakoi at al. 

in 2018 [13]. CBI is the most recent line VSI, it numerically shows how far an 

operation point represented by active and reactive power is away from the critical 

boundary. On a line between two buses k and l, receiving complex power is 

represented as follows: 

k k l l
l l l l

kl kl

V V
P jQ V

R jX

 

   

    
 

, (6.1) 

where, P, Q, V, θ, R and X are active, reactive power, voltage magnitude, angle, line 

resistance and reactance, respectively. By separating the real and imaginary parts 

of (6.1), the following equation can be derived:   
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By summing the real and imaginary parts of (6.2) using sin2θ + cos2θ = 1: 
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Hereby, (6.4) is a biquadratic equation, Vl
2 can be derived as follows: 
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Based on (6.5), the voltage stability limit is valid when the part of square root is 0. 

In order to verify the distance between the current operation point and the critical 

boundary point, Lagrange multiplier is applied. From (6.5), the critical boundary 

point C(X, Y) can be represented as follows: 
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2
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k
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. (6.6) 



Phasor-Assisted Voltage Stability Assessment Based on Optimally Placed PMUs 

88 

The distance between the current stable operation point K(P0, Q0)and the nearest 

point of the voltage collapse C(X, Y) is given by function of f(X, Y). The minimum 

distance between them is as: 

   
2 22

0 0f X P Y Q    . (6.7) 

The graphical explanation is shown in Fig. 6.1. The following equation is obtained 

by using Lagrange multipliers: 

     2, , , ,F X Y f X Y C X Y   , (6.8) 
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By applying the partial derivative for X, Y and λ in the above equation, the following 

equation can be obtained: 
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Solving simultaneous nonlinear equation (6.10), (6.11) and (6.12), the value of X, 

Y and λ are simultaneously obtained. After the nearest stable point is determined by 

X and Y, the shortest distance between the current operation point and the critical 

boundary is expressed as follows: 

0klP X P   , (6.13) 

0klQ Y Q   , (6.14) 

2 2

kl kl klCBI P Q   . (6.15) 

The obtained CBIkl is the critical boundary index on the line k-l. CBI approaches 

from a certain value to 0, which means the voltage stability limit. 
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Fig. 6.1 Graphical explanation of CBI. 

6.2.2 Procedure of CBI Calculation using Estimated State Vector 

In order to calculate CBI on a line connecting buses, the active and reactive 

power flow of the stable operation point need to be known. In two-stage HSE, the 

system is assumed to be observable by installed RTUs only which indicates the state 

vector i.e. voltage phasors at all buses are known, and PMUs are overlapped on the 

RTU meter network to upgrade the SE accuracy. The receiving-end active and 

reactive power on a line connecting buses k-l are calculated as follows: 

      2 cos sinl l sh kl k l kl kl kl klP V G G V V G B     . (6.16) 

      2 sin cosl l sh kl k l kl kl kl klQ V B B V V G B      . (6.17) 

where, G and B indicate conductance and susceptance, respectively. The subscripts 

sh and kl are the shunt and the line components, respectively. θkl is the voltage phase 

angle difference between buses k and l. The procedure of CBI calculation and 

following voltage stability assessment and prediction based on HSE is illustrated in 

Fig. 6.2. As previously described in HSE (Two-stage HSE) two different meters 

having different order of standard uncertainty simultaneously exist. Based on this 

procedure, it is assumed that different order of standard uncertainty may cause a big 

error in CBI estimation since the voltage phase angle difference θkl is subtraction of 

those values. To investigate it, a numerical simulation is conducted from the next 

section. 

6.3 NUMERICAL SIMULATION 

6.3.1 Configuration 

To perform the CBI calculation using result of HSE, numerical simulation in 

IEEE modified NE 39-bus reshown in Fig. 6.3 is employed as a target system. 

Firstly, optimal PMU placement is obtained as a Pareto front by NSGA-II with 

parameters   in  Table 4.1.  The  optimization  problem  is  CCS-MOOPP/U.  RTU  
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Fig. 6.2 Procedure of CBI and voltage stability assessment by HSE. 

 

Fig. 6.3 IEEE modified NE 39-bus test system single line connection diagram. 
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Table 6.1 RTU placement in modified NE 39-bus. 

 

 

Fig. 6.4 Pareto front obtained by CCS-MOOPP/U using NSGA-II. 

Table 6.2 Selected solutions in modified NE 39-bus and PMU placements. 

 

placement is listed in Table 6.1. The obtained Pareto front is shown in Fig. 6.4. The 

BCS is selected from the Pareto front by (4.17) and (4.18) (highlighted by the 

arrowed line on Fig. 6.4), CBI calculation is discussed based on this PMU 

placement. The PMU placement information is listed in Table 6.2, and the statistical  

Power injection meter Power flow meter 

1, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 

15, 16, 17, 18, 19,  20, 21, 22, 23, 

24, 25, 26, 27, 28, 29, 30, 31, 32, 

33, 34, 35, 36, 37, 38, 39 

13-12, 13-14, 13-18, 13-25, 13-28, 14-

13, 14-15, 14-24, 17-16, 17-18, 18-13, 

18-15, 18-17, 18-19, 22-21, 25-13, 25-

24, 25-26, 28-13, 28-27, 30-5, 30-29, 

30-29, 31-26, 31-29, 31-32, 33-7, 33-

32, 33-34, 34-26, 34-33, 35-8, 35-12, 

35-36, 36-35, 36-37, 36-38, 36-39, 37-

27, 37-36, 38-26, 38-36, 38-39, 39-9, 

39-36, 39-38 

 

Solu

-tion 

Placement: bus / line(bus No.-bus.No.) 

KVC [p.u.] TVEmax PMU + voltage 

channel 
Current channel 

BCS 
2, 5, 16, 23, 

26, 39 

2-11, 2-19, 5-30, 16-1, 

16-15, 16-21, 23-22,  

23-24, 26-25, 26-27,  

26-29, 26-31, 26-34,  

39-9, 39-36, 39-38 

8.40 2.86×10-2 

 

BCS 
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Fig. 6.5 Voltage magnitude error in SCADA SE in modified NE 39-bus. 

 

Fig. 6.6 Voltage angle error in SCADA SE in modified NE 39-bus. 

 

Fig. 6.7 Voltage magnitude error in HSE by S1 in modified NE 39-bus. 

 

Fig. 6.8 Voltage angle error in HSE by S1 in modified NE 39-bus. 
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boxplots for all MCS scenarios are shown in Figures 6.5-6.8. Figures 6.5 and 6.6 

are SE error by SCADA SE, figures 6.7 and 6.8 are SE error by HSE with PMU 

placement listed in Table 6.1. PMU’s direct/pseudo measurements reduce the SE 

error at some buses. 

6.3.2 CBI Calculation Based on State Vector 

By calculating CBI based on the obtained state vector via HSE with optimally 

placed PMUs, assessing the voltage security level correctly is the target of this 

chapter. In this process, a concern about CBI calculation error by using voltage 

phasors at buses which are estimated via different estimator (SCADA and PMU) is 

assumed. To investigate this, the single load increment test is performed on three 

cases below for CBI calculation on line k-l. 

Case 1: voltage phasors at buses k and l are estimated via SCADA SE. 

Case 2: voltage phasors at buses k and l are estimated via PSE. 

Case 3: voltage phasors at buses k and l are estimated via HSE, the one at bus k is 

by PSE, the other one is by SCADA SE. 

A CBI calculation line on 38-39 is picked up for example. Active and reactive load 

increment with an interval of 0.05 p.u. is tested in the load at bus 38. Then, CBI on 

line 38-39 as CBI38-39 is calculated based on the estimated voltage phasor in three 

cases above. Fig. 6.9 shows CBI calculation and the transition according to single 

load increment of bus 38. True value is calculated based on Newton-Raphson power  

 

Fig. 6.9 CBI on line 38-39. 

 

Fig. 6.10 CBI on line 38-39 (zoomed). 
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Fig. 6.11 Voltage magnitude at bus 38. 

 

Fig. 6.12 Voltage angle difference between buses 38 and 39. 

 

Fig. 6.13 Active power at receiving end on line 38-39. 

 

Fig. 6.14 Reactive power at receiving end on line 38-39. 
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flow calculation method. According to load increment, CBI gradually decreases and 

finally reaches almost 0. This indicates that the stable operation point transitions to 

an unstable region by voltage reduction of the system, and it finally reaches the 

critical boundary. Fig. 6.10 shows zoomed figure of Fig. 6.9. CBI in case 2 is 

estimated very accurately owing to PMU’s direct voltage phasor measurement. In 

case 1, calculated CBI follows the true value with a certain deviation. However, in 

case 3, CBI has bigger deviation from the true value than case 1 even though case 

3 uses voltage phasor estimated by PMU measurement. Figures 6.11-6.14 are 

necessary quantities to calculate CBI38-39. Fig. 6.11 shows voltage magnitude at bus 

38. Cases 1 and 2 well follow the true values transition. However, when the voltage 

angle difference between both ends of the line, its transition becomes huge error 

from the true value shown in Fig. 6.12. Also the transition tendency is different 

from cases 1 and 2. This is caused by taking subtraction of estimates which are 

obtained through different estimators. Voltage phasor at bus 38 is obtained via PSE 

using PMU measurement in the second step of HSE whereas voltage phasor at bus 

39 is obtained via SCADA SE using RTU measurement in the first step of HSE. 

The meter’s maximum measurement uncertainties are set as Table 4.1, and the 

statistical SE error difference between SCADA SE and PSE can be confirmed in 

figures 6.5-6.8. By the error of voltage phase angle difference, following active and 

reactive power calculation are affected shown in figures 6.13 and 6.14. Finally, CBI 

calculation error is influenced by those active and reactive power calculation using 

voltage phasor at both ends of the line. Therefore, the bigger CBI calculation error 

is caused by calculation of voltage angle difference between estimates which are 

obtained through different estimators. In the mixed measurement condition such as 

two-stage HSE, there is a possibility that bigger VSI calculation error is caused 

although PMUs are installed. This indicates that the merit of PMU installation is 

degraded. 

For correct understanding of voltage security by CBI using estimated state 

vector, some voltage phasors at buses may be suggested not to be used. Thus, the 

following countermeasure is considered: if voltage phasor at a bus is estimated via 

PSE using PMU measurement and the adjacent bus voltage phasor is not, the former 

one is discarded and state vector estimated by SCADA SE is used instead only for 

the calculation of CBI on this line. This is possible since all of voltage phasors are 

already obtained by SCADA SE in the first step of HSE. Note that this strategy does 

not discard all voltage phasors, does discard the estimate by PSE in case of mixed 

measurement condition like case 3 in the previous analysis. In order to validate the 

proposed strategy mitigates the degradation of CBI calculation error caused by the 

mixed measurement situation, Mean Absolute Percentage Error (MAPE) is 

introduced and calculated for all Pareto solutions with all MCS scenarios. MAPE 

is given as follows: 

, ,

1 1 ,

ˆ1 100nl ns
l k l k

l k l k

CBI CBI
MAPE

nl ns CBI 

 
 
 
 

  . (6.17) 

where, nl is the number of lines and ns is the number of scenarios. The hat mark 

upon CBI is estimated value by obtained state vector by HSE, CBI without the hat 

mark is calculated by the true value. CBIl,k is CBI value on line l in scenario k. Here, 

two strategies are compared by MAPE: discarding estimates via HSE using PMUs 
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in case of the mixed measurement situation, and without discarding any estimates. 

MAPE calculation for CBI is performed for all Pareto solutions in Fig 6.4. Figures 

6.15 and 6.16 show the decreasing ratio of MAPE from SCADA SE in the 

discarding some estimates strategy and not discarding strategy, respectively. 

Comparing figures, at the high PMU device cost which means many PMUs are 

placed and comparatively many voltage phasors are estimated via PSE. There is 

almost no change in between both strategies. However, as the PMU device cost 

decreases, the decrease ratio of MAPE from SCADA SE is deteriorated in the not 

discarding strategy. Sometimes it is even worse than SCADA SE by reaching the 

negative value of decrease ratio of MAPE. This is considered to be caused by use 

of estimates in the case of mixed measurements at both ends of a line. This may be 

easier to happen when the number of placed PMUs is small because a few of placed  

 

Fig. 6.15 Decrease ratio of MAPE from SCADA SE for all Pareto solutions in the 

discarding strategy. 

 

Fig. 6.16 Decrease ratio of MAPE from SCADA SE for all Pareto solutions in the 

not discarding strategy. 
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PMUs make many more mixed measurement situations than a lot of placed PMUs. 

Therefore, the discarding strategy is effective in the HSE mixed measurement 

situation to improve the accuracy of CBI calculation using estimated state vector. 

By this strategy, it is possible to maximize the effectiveness of PMU to improve the 

accuracy of power system voltage security assessment. In this numerical 

experiment, voltage stability assessment in a power system evaluated by CBI using 

estimated state vector by HSE based on an optimally placed PMUs is performed. 

The proposed CBI calculation procedure and the strategy can contribute to accurate 

voltage stability assessment in order to prevent voltage instability of power systems. 

6.4 SUMMARY 

In this chapter, voltage stability in power systems using estimated state vector 

by HSE based on an optimally placed PMUs is investigated because it has not been 

deeply considered. Among many voltage stability indices, CBI as a line VSI is 

employed for its understandability and precision. After obtaining a PMU placement 

by CCS-MOOPP/U and choosing the BCS, CBI calculation is conducted using 

estimated state vector based on the PMU placement of the BCS. By the numerical 

simulation by single load increment on bus 38 of modified 39-bus test system, CBI 

calculation accuracy is deteriorated in the case that voltage phasors at both ends of 

the line are obtained via different estimator: SCADA SE and PSE, compared to the 

case that both voltage phasors are obtained by same estimators. To avoid it, the 

strategy to discard estimates in such situation is proposed and showed better CBI 

estimation performance compared to using all estimates for CBI calculation. The 

results of the numerical experiment signify system operators the importance of 

evaluation of PMU placement by SE for voltage stability assessment using 

estimated state vector. Additionally, obtained state vector should be treaded 

carefully in HSE mixed measurement situation not to deteriorate the accuracy of 

CBI calculation which eventually results in cancelling the merit PMU placement. 
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7 PMU Placement for Dynamic 

Vulnerability Assessment 

7.1 DYNAMIC VULNERABILITY ASSESSMENT BASED ON FAST 

COHERENT AREA 

7.1.1 Dynamic Vulnerability Assessment 

Until the Chapter 6,  the main topic is static SE and the subsequent static 

security assessment for the preventive control. This chapter focuses on the Dynamic 

Vulnerability Assessment (DVA) for the power system corrective security control. 

DVA is an assessment process of the symptom of post-contingency system 

instability, and its indicator evaluates the dynamic system security level which is 

used as the input of the corrective control. The initiation of DVA was developed by 

Kamwa et al. in 2006 [1]. The authors assessed the dynamic vulnerability of the 

power system modeling a real power system in Hydro-Québec, using an index 

called Wide Area Severity Index (WASI). Since the dynamic responses of the post-

contingency in the power system is quite short term phenomena, use of PMU allows 

the real time assessment of the power system dynamic vulnerability [2], and the 

study of PMU application to DVA has been developed lead by Cepeda et al. 

[3][4][5]. The key of DVA is how to capture the symptom of the system 

vulnerability accurately and give information to the operator quickly, PMU’s 

synchronized voltage/current phasor measurement with high sampling resolution is 

superior in DVA. 

7.1.2 Power System Coherency 

DVA and the subsequent corrective control are performed by the coherent 

area basis. Hence, partitioning the power system to coherent areas is the first step 

of vulnerability assessment. There are two types of power system coherent area: 

fast coherency and slow coherency. The fast coherent area is partitioned based on 

an analysis through measured transients after a perturbation, whereas the slow 

coherent area is partitioned based on an analysis through model-based eigenvalue 

analysis. Generally, the fast coherent area is used to predict and assess the post-

contingency system security level, the slow coherent area is used for system 

dimension reduction via aggregation of generators [3]. This chapter targets the fast 

coherence since DVA is performed based on the fast coherent areas, and it shall be 

treated by online/real-time data obtained by PMUs with high sampling rate. 

7.1.3 Center-of-Inertia Based Area Frequency 

In DVA, a symptom of the system vulnerability is detected by capturing  

signals of some quantities of the power system. Normally, as the PMU signals, 

voltage magnitude, voltage angle and frequency are used for DVA [3]. In this 

research, frequency is employed. Frequency is the major indicator of monitoring 
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imbalance between generation and load in a power system, and its deviation from 

the nominal value can evaluate how vulnerable the system is. For the power system 

security, the area-based instability in which some generators in the same area go 

out of step after a fault, which will result in cascading blackout must be avoided, 

thus, COI based index is calculated [5]. In the multi generator system, the swing 

equation is represented as:  

0

2 i i
i

H df
p

f dt
  , (7.1) 

where, i is the generator number, Hi is unit inertia constant in second, fi is generator 

frequency, f0 is nominal frequency, Δpi is power mismatch of a generator. In a 

power system with ng generators, the disturbance power in the system in per unit 

can be expressed as [6]: 
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where, fCOI is frequency at equivalent inertial center and given by follows: 
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fCOI is calculated based on identified each fast coherent area for given power flow 

and fault point. In security control actions, typical under/over frequency threshold 

values for generator protection are set to be 2.5 % to 5.0 % [4]. In an article by 

Seethalekshmi et al., the under frequency threshold value settings are 57-58.5 Hz 

for a 60 Hz system and 48-48.5 Hz for a 50 Hz system: the frequency deviation 

threshold Δfmax is ranging from 2.5 % to 5.0 % [6].  Similarly, over frequency 

protection of generators has a threshold value of 61.7 Hz (Δfmax is around 2.8 % for 

a 60 Hz system) specified in IEEE C37.106 [7].  

7.2 FAST COHERENT AREA IDENTIFICATION BY CLUSTERING 

7.2.1 Disturbance Based Dissimilarity Matrix  

The fast coherent area differs according to the system power flow condition 

and the disturbance location. Therefore, statistical analysis based on MCS is carried 

out to consider all possible operating scenarios, and different fast coherent areas are 

grouped by clustering in each scenario. In order to partition a power system into 

coherent areas, cluster analysis is typically used in several studies, such as use of 

HC [8], NHC [9][10] and support vector clustering [11]. To give an input to a 

clustering algorithm, the data should form the dissimilarity matrix which builds the 
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distance among the data point (bus). This research employs the recursive method 

proposed by Kamwa et al. [9].  

An element of the dissimilarity matrix D is computed as follows: 

21
( ) ( )

T

ij i j
tc

d f t f t dt
T

 
     

 
 , (7.4) 

where, i and j are arbitrary bus number (i ≠ j), Δfi(t) is frequency deviation from the 

nominal frequency at bus i, tc is fault clearing time and T is observation time 

window.  Then, dissimilarity matrix D forms as follows: 

11 1

1

nb

nb nbnb

d d

d d

 
 

  
  

D
. (7.5) 

Obviously, D is the symmetric matrix. Generally writing the recursive method, a 

quantity of a system Xi(t) at bus i on time t after a disturbance is as follows: 

0( ) ( )i i iX t x t x X   , (7.6) 

where, xi(t) is a value of the quantity at bus i on time t, which may be voltage 

magnitude or angle or frequency assuming the PMU’s synchronized measurement. 

x0 is the initial value of the quantity before the disturbance. X is the average value 

for all buses. To build D, the difference of quantities between two buses i and j are: 

 0 0( ) ( ) ( )ij i i j jX t x t x x t x      . (7.7) 

Then, let Y be the time integral of squared X: 

2( ) ( )
T
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Y t X t dt  . (7.8) 

(7.8) can be approximately solved by trapezoidal integration: 
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where Δt=tk − tk-1. Finally, the element of D is calculated by: 

( )ij

ij

Y T
d

T
 . (7.10) 

The built dissimilarity matrix D has dimension of (nd×nd), high dimension 

sometimes causes misclassification by error of distance computation called the 

curse of dimensionality in the clustering algorithm. Thus, the matrix dimension 

should be reduced while keeping information as intact as possible, using Classical 

Multi-Dimensional Scaling (CMDS) [12]. CMDS is the well-known data 
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dimension reduction method as well as Principal Component Analysis (PCA). The 

main difference is how to construct matrix. PCA computes the matrix based on the 

variance-covariance matrix whereas CMDS builds the distance matrix from the 

dissimilarity matrix. From the dissimilarity matrix, the corresponding similitude 

matrix can be obtained as follows [3]: 

1 1 1

2

T T

nb nb

   
      

   
Q I bb D I bb , (7.11) 

where I is the identity matrix and b=[1, …, 1]. The similitude matrix Q represents 

the variability between elements, similar to the variance-covariance matrix in PCA. 

By eigenanalysis, eigenvalues Λ and eigenvectors V of the matrix Q can be 

obtained. Then, It is possible to calculate a corresponding principal coordinate Z: 

1 2Z VΛ . (7.12) 

The newly obtained Z is an orthogonal matrix which retains information of D with 

a certain level. Dimension reduction is performed until the cumulative contribution 

ratio of the eigenvalue is above 95 %. 

7.2.2 A Novel Clustering Method: HC-max 

Since the number of fast coherent areas is different in MCS scenarios, the 

cluster number has to be automatically determined according to a criterion. In 

studies of DVA, clustering accuracy has not been considered in past articles 

[1][3][5][9]. Due to the variability of fast coherent area depending on power flows 

and fault locations, ignorance of accuracy on area partition may lead an incorrect 

control action. Thus, this research invents a novel clustering method called “HC-

max” which delivers the optimal clustering in terms of a point-biserial correlation 

coefficient between clustering input and output. 

Fig. 7.1 shows the algorithm flowchart of HC-max. Before the loop, HC-max 

needs to set two things: the maximum cluster number narea-max and cluster linkage 

methods defined. HC-max tests the clustering with a number of clusters and a 

linkage method by iteratively changing them, and obtains the clustering result with 

the maximum value of the point-biserial correlation coefficient explained later. 

Thus, user of HC-max needs to set a finite number of maximum area partitions and 

linkage methods. The distance metric between data is fixed to be the Euclidean 

distance. For the clustering accuracy evaluation, the point-biserial correlation 

coefficient is defined as follows [13]: 
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 , (7.13) 

where, A is clustering input: the reduced dissimilarity matrix. B is clustering output: 

binary matrix which the element is 1 if the two data points lie in the same cluster 

and 0 otherwise. The value of A are dispatched into two groups A0 and A1 depending 

on the corresponding value in B. μ is the mean value, σ is the standard deviation, n 

denotes the number of elements in each group, N is the size of A. Therefore, RPB  
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Fig. 7.1 HC-max algorithm flow chart. 

approaches to 1 if the dissimilarity matrix has positive relation with the clustering 

result, 0 if there is no relation in them and −1 if they are negatively related. 

7.3 OPTIMAL PMU PLACEMENT FOR DVA 

In order to estimate COI based frequency fCOI in fast coherent areas identified 

by clustering analysis, the PMU observing the bus frequency signal has to be 

optimally placed. Hence, the optimal PMU placement formulation for DVA is 

designed to cover the variable areas and trace the COI based frequency by signal of 

placed PMUs. The optimization function is formulated as follows: 

1

1
min

sn

i

is

z
n 

 
y , (7.14) 
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subject to constraints: 

T

PMUnyy , (7.18) 

where, subscripts i, j and k indicate the scenario, area and bus numbers. ns is the 

number of total scenarios, narea,i is the number of areas at scenario i. Aj is a set of 

buses in area j, n is the number of samples at the time domain simulation, 

superscript t indicates the time point. nPMU is the number of PMUs placed, y is the 

decision variable to determines the PMU placement, used in the Chapter 4 and 5. 

Thus, (7.17) evaluates the estimation accuracy of COI-based frequency of a 

coherent area j by bus frequency signal obtained by PMU placed at bus k. Here, it 

is assumed that the bus frequency signal is obtained by differentiating voltage phase 

angle. (7.16) takes the minimum value of m in buses belonging to Aj. If there is no 

PMU placed at buses belonging to Aj, γ of scenario i in area j gets penalty by 100. 

After that, (7.15) calculates the average of γ by the number of areas in scenario i 

(narea,i differs depending on the power flow and the fault location).  Finally, (7.14) 

minimizes average of Ω by the total number of scenarios. The optimization problem 

formulated by (7.14)-(7.18) is named as OPP-DVA. 

7.4 NUMERICAL SIMULATION 

7.4.1 Configuration 

From this subsection, results of the numerical experiment are shown and 

discussed. The numerical simulation is separated into 2 steps. In the first step, the 

power system fast coherent area partition is performed for all operation and fault 

scenarios using HC-max. The accuracy of HC-max is compared with other NHC 

methods evaluated by the point-biserial correlation coefficient. After clustering of 

power system fast coherent area, in the second step, OPP-DVA is solved according 

to the determined area partition by clustering. The target power system is IEEE NE 

39-bus specified in Appendix A. 10000 possible scenarios are produced in MCS 

with different power flow conditions and fault locations. To construct the 

dissimilarity matrix, the bus frequency signals are sampled in a window ranging 

from tc=0.08s, to T=2s. Every fault is assumed to be  3-phase short circuit occurred 

at 0s and cleared at 0.08s by CB. Also, this research assumes that the under\over 

frequency deviation thresholds are set to 2.5% from the nominal value considering 

the corrective security control actions [6][7]. Hence, the frequency signal sample is 

cut out when any bus frequency signals reached the threshold values in cases that 

if a PMU at bus k is in area j 

otherwise 
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the system goes unstable. Data processing, clustering analysis, obtaining optimal 

PMU placement are conducted in Matlab R2019a, Modeling of NE 39-bus and 

dynamic simulation are conducted in DigSILENT PowerFactory 2018. 

7.4.2 Clustering Accuracy for Fast Coherent Area Partition 

Clustering accuracy is compared with three methods: a method combining 

Subtractive Clustering (SC) [14] and FCM [15] called SC+FCM, Adaptive Affinity 

Propagation (AAP) [16] and HC-max. First two of them are NHC class method. 

Because of variability of fast coherent area, the clustering algorithm must be able 

to determine the number of clusters automatically and fairly. FCM itself cannot 

determine the number of clusters automatically, but SC supports its decision. Thus, 

in SC+FCM, SC determines the number of clusters and gives it to FCM, thereafter, 

FCM can perform clustering according to the number of clusters given by SC. FCM 

is one of the most famous fuzzy clustering method, performing clustering by 

fuzzification of data membership to clusters. AAP performs adaptive scanning of 

preferences to each space of the number of clusters to find the optimal clustering 

solution, including automatic determination of the number of clusters. Both of them 

are the NHC method which minimizes the evaluation function to judge the 

goodness of clustering. NHC may highly depend on the randomly generated initial 

points of the search. The parameters of each method are listed in Table 7.1. 

The goodness of clustering for 10000 MCS scenarios is evaluated by point-

biserial correlation coefficient RPB in (7.13) Fig. 7.2 shows boxplots of point-

biserial correlation coefficient for three methods. The red cross dot is outlier. The 

best value is almost same in three methods. However, In terms of median and the 

worst value, HC-max is the best clustering method among these. HC-max keeps the 

worst value RPB = 0.530, which indicates weak positive correlation between the 

clustering input and output. In addition to that, 25 and 75 percentiles are ranging  

 

Fig. 7.2 Boxplots of point-biserial correlation coefficient for three methods. 
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Table 7.1 Parameters for three clustering methods. 

 

between RPB = 0.870 and 0.724. On the other hand, the worst values of AAP and 

SC+FCM seem that no correlation is confirmed in terms of point-biserial 

correlation coefficient. Also, their data range of percentile are at least bigger and 

lower-located than HC-max. These results indicate that the area partition may be 

mistakenly performed. Since HC-max selects the clustering result which has the 

highest RPB by changing the number of clusters and linkage methods, and others 

search the optimal clustering by their own evaluation functions without considering 

the relationship between the system and clustering result, HC-max is more accurate 

than two NHC methods. 

To show how point-biserial correlation coefficient works, a case from MCS 

scenario is extracted, HC-max and SC+FCM are performed for the same scenario. 

Figures 7.3 and 7.5 show the clustering results by HC-max and SC+FCM, 

respectively. In the figures, the dimension is reduced from 39 to 2 by CMDS. Thus 

the data points are represented by 2 coordinates (first and second top components). 

It is obvious that the clustering by HC-max is correctly done. However, SC+FCM 

Clustering 

Method 
Parameter Value/Method 

AAP 

Maximum number of  

iterations 
5000 

Convergence condition 50 

Decreasing step of 

preferences 
0.01 

Damping factor 0.55 

SC+FCM 

SC: Cluster influence range 0.3 

FCM: the number of FCM 

trials 
300 

FCM: Exponent for fuzzy 

partition matrix 
4.0 

FCM: Maximum number of 

iterations 
100 

FCM: Maximum 

improvement in objective 

function between two 

consecutive iterations 

1.0×10-5 

HC-max 

Maximum number of 

cluster 
6 

Linkage methods 

Single, complete, 

unweighted/weighted 

average, 

unweighted/weighted 

centroid, ward 

 



PMU Placement for Dynamic Vulnerability Assessment 

107 

does not really work, qualitatively observed from the figures. Figures 7.4 and 7.6 

show the frequency deviation behavior with partitioned areas after the disturbance 

occurred, by HC-max and SC+FCM, respectively. For these results, in HC-max, 

RPB = 0.890, in SC+FCM, RPB = 0.291. Looking at Figures 7.3 and 7.4, the 

clustering input (bus frequency signals) is clearly partitioned three areas as well as 

the  output  (clustering result).  Thus,  there  is  a positive correlation between each  

 

Fig. 7.3 Clustering result by HC-max. 

 

Fig. 7.4 Frequency deviation after a disturbance with fast coherent areas identified 

by HC-max. 

 

Fig. 7.5 Clustering result by SC+FCM. 
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Fig. 7.6 Frequency deviation after a disturbance with fast coherent areas identified 

by SC+FCM. 

 

Fig. 7.7 Frequency histogram of the number of fast coherent areas in all scenarios. 

other, the calculated RPB indicates it. This happened because HC-max produces the 

optimal clustering by changing the number of clusters and linkage methods, in 

terms of the point-biserial correlation coefficient. However, looking at figures 7.5 

and 7.6, the area partition falls into mess. This might happen because of 

performance of SC. If once SC cannot give an appropriate number of clusters to 

FCM, FCM cannot work properly. Also, it is obvious that the number parameters 

in NHC methods is bigger than HC-max. HC-max only has two simple parameters: 

the maximum number of clusters and linkage methods which can contribute to 

improve the clustering accuracy by increasing them. On the other hand, NHC 

methods have many more parameters which are complexly intertwined factors. As 

results of this subsection and discussion, HC-max is the parameter-less method and 

high accuracy method in terms of point-biserial correlation coefficient. By accurate 

clustering using HC-max, partitioned area is used in the next subsection. 

7.4.3 DVA Index Calculation by Optimally Placed PMUs 

After the clustering, optimal PMU placement is determined by OPP-DVA. 

Note that the all clustering results from this subsection are obtained by HC-max. A 

bar chart histogram shown in Fig. 7.7 means the frequency of the number of 

coherent areas. This indicates that the number of coherent areas is at most 5 in the 

scenario. Also, the areas separate into 2 at least. Therefore, the optimal PMU 
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placements are obtained in nPMU = 2, 3, 4 and 5. The method to obtain the optimal 

placement is exhaustive method which enumerates all possible combinations. Note 

that the bus frequency is obtained by PMU direct measurement only. The pseudo 

measurement is not employed to estimate COI-based frequency in OPP-DVA. 

Table 7.2 shows the optimal PMU placements obtained in OPP-DVA via 

exhaustive method. Fig. 7.8 illustrates the single connection diagram of NE 39-bus. 

The bus numbers on Fig. 7.8 and the second column of Table 7.2 are corresponding. 

The many more the number of PMU placement is, the higher evaluation value of 

OPP-DVA is. Also, all the placements of PMUs are at generator buses which have 

the highest dynamic observability. Table 7.3 shows a part of PMU placement 

ranking  by  z  when nPMU = 5.  Since the optimal PMU placements are obtained by 

Table 7.2 The optimal PMU placement buses and the evaluation value in OPP-

DVA. 

 

 

Fig. 7.8 IEEE NE 39-bus test system single line connection diagram. 

nPMU 
PMU 

placement bus 

DVA evaluation 

value z 
No.of Combinations 

2 2, 6 10.25 741 

3 1, 2, 7  4.69 9139 

4 1, 2, 7, 9 1.03 82251 

5 1, 2, 5, 7 ,9 0.55 575757 
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the exhaustive method, all combinations 39C5 = 575757 are tested. In the upper ranks, 

PMUs are placed at generator buses or the near buses and distributed. However, in 

the lower ranks, PMUs are placed at not generator bus and its placement is more 

concentrated. Especially, in the PMU placement of the worst z, all PMU placed 

buses are adjacent which indicate that it is difficult to observe the COI-based area 

frequency in each fast coherent area in many cases. Thus, DVA evaluation value z 

gets worse than any others.  

To confirm how bus frequency signal estimates the COI based area frequency, 

two scenarios are picked up from MCS scenario set. Figures 7.9, 7.10, 7.11 are 

clustering behavior by HC-max, frequency signals and area partition on NE 39-bus 

with PMU placement when nPMU = 5, respectively. In this case, 3-phase short circuit 

fault occurred at line 13-14 at 93.9 % of the length. Then, the power system is 

separated into 3 fast coherent areas identified by HC-max (RPB = 0.906). Also, in 

CMDS, the dimension of dissimilarity matrix is reduced to 3. In each fast coherent 

area, there is at least one PMU is placed. In Fig. 7.10, solid lines indicate the COI 

based area  frequency, dotted lines are bus frequency obtained by PMU placed at 

buses as in Fig. 7.11. It seems that PMU bus frequency signals well traces the COI 

based frequency signals in each area. In this case, the system is not vulnerable i.e. 

stable. Figures 7.12, 7.13 and 7.14 are clustering behavior by HC-max, frequency 

signals and area partition on NE 39-bus with PMU placement when nPMU = 5, 

respectively, in another case as 3-phase short circuit fault occurred at line 26-34 at 

91.0 % of the length. The system separated into 2 fast coherent areas identified by 

HC-max (RPB = 0.866). In the process of clustering, the dimension of dissimilarity 

matrix is reduced to 2 by CMDS. There is at least one PMU in each area as well as 

Table 7.3 A part of PMU placement ranking by z when nPMU = 5. 

 

 

Fig. 7.9 Clustering result in the case: fault at line 13-14. 

Rank PMU placement bus z 

1 1, 2, 5, 7, 9 0.555 

30 2, 7, 18, 30, 39 0.593 

287878 13, 23, 27, 30, 38 27.673 

575757 1, 15, 16, 17, 18 38.554 
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Fig. 7.10 Normalized COI based area/bus frequency after the fault on line 13-14. 

 

Fig. 7.11 IEEE NE 39-bus test system single line connection diagram in the case: 

fault on line 13-14. 

 

Fig. 7.12 Clustering result in the case: fault on line 26-34. 
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Fig. 7.13 Normalized COI based area/bus frequency after the fault on line 26-34. 

 

Fig. 7.14 IEEE NE 39-bus test system single line connection diagram in the case: 

fault on line 26-34. 

the previous case. From the frequency signal plot, area 1 goes area out of step and 

it is detected by bus frequency signals obtained by PMUs at buses 7 and 9, reaching 

the over frequency deviation threshold 2.5% from the nominal value. Thus this area 

is identified as vulnerable. The time window finished at around 0.9 because 

following corrective control such as generators tripping in this area is initiated after 

this. 

7.4.4 MOOPP Problem for Static and Dynamic Security Assessment 

In chapters 4, 5 and 6, new types of MOOPP problems are proposed and the 

influence on following static security assessment is investigated. In this chapter so 
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far, OPP-DVA is proposed for dynamic security assessment. Both of static and 

dynamic security assessment scheme which give the evaluation of current security 

level to preventive and corrective security controls respectively are equally 

important, thus, enhancement of them should be targets of OPP. In this subsection, 

the possibility of OPP problem considering both the static and dynamic security 

assessment is shown. The proposed MOOPP problem is named CCS-MOOPP/U-

S&D, formulated as follows: 

 max
,

min ,VCK TVE
y D

, (7.19) 
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limz DVA , (7.26) 

where, DVAlim is pre-determined upper bound for DVA evaluation value z 

calculated in (7.14). CCS-MOOPP/U-S&D basically focuses on the minimization 

of PMU device cost and the HSE error evaluated by TVE. As the result of OPP-

DVA in the previous subsection 7.4.3, five of PMUs can cover all possible fast 

coherent area partition because the maximum number of area is 5 areas. The many 

more number of PMUs than five can also enhance DVA accuracy. However, 

increasing the number of PMUs more than five may not contribute very much to 

enhancement of DVA. Thus, the number of PMUs required in DVA as dynamic 

security assessment is less than the number of PMUs in static security assessment 

which needs to cover whole power system. By taking into account this, z is included 

in the constraints of the optimization problem in CCS-MOOPP/U-S&D. This 

problem could be three objective optimization problem, however, trade-off 

relationships between KVC and z, TVEmax and z are supposed to be much weaker 

than KVC and TVEmax. Thus, this is still two-objective optimization problem. Here, 

considering the result of OPP-DVA according to Table 7.2, DVAlim is set to 1 in 

order to ensure covering the maximum number of fast coherent areas with a certain 

quality of COI-based area frequency estimation. Figures 7.15 and 7.16 show the  
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Fig. 7.15 PMU placement ranking in nPMU=5. 

 

Fig. 7.16 PMU placement ranking in nPMU=5 (zoomed). 

ranking of PMU placement in nPMU=5 lined up by ascending order and its zoomed 

one, respectively. From these figures, only about 1 % of all solutions in this case is 

below z=1. It indicates that it is perhaps very hard to keep value of z below 1 without 

considering it in the optimization process. 

Table 7.4 lists the placement of RTU used for HSE. Fig. 7.17 shows the 

Pareto fronts obtained by CCS-MOOPP/U which only focuses on enhancement of 

HSE for static security assessment and CCS-MOOPP/U-S&D which considers to 

enhance both static and dynamic security assessment using NSGA-II. In the figure, 

the major difference between CCS-MOOPP/U and CCS-MOOPP/U-S&D is in 

lower PMU cost region. In this region, CCS-MOOPP/U is strongly dominating the 

Pareto front of CCS-MOOPP/U-S&D. This indicates that the CCS-MOOP/U has 

bigger degree of freedom for PMU placement. Fig. 7.18 shows 3-dimentional 

Pareto fronts which the DVA evaluation value is added. The flat surface is the upper 

bound of z: DVAlim=1. In the figure, some Pareto solutions of CCS-MOOPP/U is 

significantly bigger in z than DVAlim=1 which are dominating the Pareto front of 

CCS-MOOPP/U-S&D in terms of KVC and TVEmax. The Pareto front of CCS-

MOOPP/U-S&D in Fig. 7.18 is all settled within DVAlim=1. This is obviously 

caused by no consideration of DVA indicator evaluation in CCS-MOOPP/U. Even 

though its minimum number of PMUs is 6 in the obtained Pareto front, it cannot 

satisfy DVAlim=1 because of ignorance of capturing the dynamic characteristics in  
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Table 7.4 RTU placement in modified NE 39-bus. 

 

 

 

Fig. 7.17 Pareto front obtained by CCS-MOOPP/U and CCS-MOOPP/U-S&D: 

KVC versus TVEmax. 

the placement scheme. 

In the low PMU cost region in the Pareto front, two solutions are compared 

in the similar KVC: S1 and S2 highlighted on Fig. 7.17 by arrowed lines. The detailed 

information is listed in Table 7.5. Figures 7.19 and 7.20 show the histogram of Ω 

calculated by (7.15) i.e. the DVA index value in each scenario, for S1 and S2, 

respectively. By taking the average by all scenario for Ω, z can be obtained by (7.14). 

The distribution of Ω in each figure indicates that a lot of scenarios have huge Ω in 

S2 whereas Ω is settled in the small value in almost all scenarios in S1. Those high 

values of Ω in S2 are given by penalty value due to no PMU in fast coherent areas, 

according to (7.15). Equation (7.15) takes the minimum percentage error of the 

estimation result of COI-based area frequency by bus frequency information at 

PMU placed bus. If there is no PMU in an area, penalty  value  100  is  given  to  γ  

 

Power injection meter Power flow meter 

1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 

14, 16, 18, 19, 22, 23, 25, 26, 29, 

30, 32, 33, 34, 35, 36, 37, 38, 39 

2-11, 26-29, 4-29, 5-30, 10-12, 12-13, 

14-13, 28-13, 14-15, 16-15, 18-15, 18-

17, 20-21, 14-24, 23-24, 25-24, 26-25, 

26-27, 26-31, 26-34, 39-36, 35-36, 

 38-36, 39-38 

 

S1 

S2 
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Fig. 7.18 Pareto front obtained by CCS-MOOPP/U and CCS-MOOPP/U-S&D: 

KVC versus TVEmax versus z. 

Table 7.5 Solution details. 

 

 

Fig. 7.19 Histogram of Ω in S1. 

Solu

-tion 

PMU placement 

bus 

DVA 

evaluation 

value z 

PMU placement 

cost KVC [p.u.] 

Maximum Total 

Vector Error 

TVEmax 

S1 
2, 3, 5, 8, 9, 31, 

33 
0.71 7.30 1.57×10-2 

S2 
7, 8, 20, 30, 31, 

39 
36.17 7.35 1.19×10-2 
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Fig. 7.20 Histogram of Ω in S2. 

which makes Ω bigger. In Fig. 7.20, more than 80 % of scenarios are distributed 

above Ω = 20 which indicates that the PMU placement cannot cover all fast 

coherent area partition in those scenarios. Thus, z becomes bigger affected by huge 

value of Ω in low PMU cost region in Fig. 7.18 for Pareto solutions of CCS-

MOOPP/U. When the number of PMUs is bigger, coverage of fast coherent area by 

PMUs gets higher. Therefore, concern of DVA in the high PMU cost region may 

not be significant compared to the low PMU cost region. By the numerical 

simulation results and discussions, consideration of dynamic security assessment 

while enhancing the accuracy of static security assessment in OPP problem is 

indispensable for whole power system security controls. 

7.5 SUMMARY 

This chapter proposed the novel clustering technique for power system fast 

coherent area partition and the novel formulation of OPP problem for DVA. Also, 

this chapter expanded CCS-MOOPP/U to CCS-MOOPP/U-S&D in order to 

consider both static and dynamic security assessment of power systems. For the fast 

coherent area partition, HC-max is introduced to improve accuracy of clustering by 

point-biserial correlation coefficient. As the result of numerical simulation, it is 

outstandingly accurate compared to SC+FCM and AAP as NHC methods. For the 

optimal PMU placement, the objective function is formulated to evaluate the 

estimation accuracy of COI-based area frequency by bus frequency signal obtained 

by placed PMUs. As the numerical simulation using area partition given by HC-

max, optimal PMU placements are obtained via formulation and good estimation is 

shown by the optimally placed PMUs. To extend the range of security assessment 

of MOOPP considering minimization of PMU cost and HSE error, CCS-

MOOPP/U-S&D considering minimization of PMU cost and HSE error bounded 

by DVA constraint is proposed. Comparing the obtained Pareto fronts by CCS-

MOOPP/U and CCS-MOOPP/U-S&D, there is a significant difference of z in low 

PMU cost region. It is considered that this difference happened because of the 

natures of dynamic observability and static observability. By considering both of 

static and dynamic security assessment in PMU placement at the same time, it is 

possible to enhance the static/dynamic security assessment accuracy and following 

security control actions, eventually the whole system security level to avoid 

blackouts. 
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8 Conclusions 

In this research work, the study on the multi objective optimal PMU 

placement for enhancing power system security assessment has been conducted. 

For the purpose of preventing a huge blackout in recent uncertain and complicated 

power systems using PMU, the author has attempted to bridge a gap between OPP 

problem and actual static/dynamic security assessment. In order to build the 

MOOPP problem considering PMU device cost minimization, SE accuracy 

maximization for static security assessment and enhancement of dynamic security 

assessment, each chapter has been unfolded. The proposals of this research work 

are summarized below: 

1. Because of the trade-off relationship between PMU cost and SE accuracy, 

MOOPP considering minimizing PMU cost and SE error is formulated. For SE 

error evaluation, MCS-based statistical assessment is employed to consider load 

variability whereas most of the OPP problem has not considered actual SE. For 

PMU cost reduction, current channel selectability has been proposed to reduce 

unnecessarily redundant current channel which may affect the total PMU device 

cost, inspired by hierarchical structure representation. This type of problem is called 

CCS-MOOPP. 

2. In SE, measurement uncertainty propagation which may make SE error bigger 

occurs in pseudo measurement when a measurement is obtained by using other 

measurements. Since most of OPP problem has not considered it whereas it has 

been considered in SE research, CCS-MOOPP/U evaluates SE error considering 

measurement uncertainty propagation by the classical uncertainty propagation 

theory has been proposed. 

3. As the analysis after PMUs are optimally placed, static voltage stability 

assessment via CBI using estimated state vector has been investigated in the mixed 

measurement situation by HSE. This research work confirmed deterioration of CBI 

in case of use of voltage phasors at both ends of a line which are estimated via 

different estimator. By discarding PMU value in such case and setting same type of 

estimator for voltage phasors, the deterioration can be mitigated. 

4. Also focusing on the power system dynamic security assessment after the fault 

for corrective security controls, OPP problem for DVA is proposed. For DVA, the 

fast coherent area partition is necessary, the novel clustering method called HC-

max has been applied for area partition. Based on the divided areas by HC-max, 

OPP-DVA minimizes the estimation error of COI-based area frequency as the DVA 

indicator by placed PMU and lets PMUs cover variable areas as many scenarios as 

possible. 

5. As seen in previous chapters, static and dynamic characteristics of power systems 

are different, thus PMU placement methodology is different. Also, there are trade 

off relationships between PMU cost and static SE accuracy, between PMU cost and 
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DVA accuracy. However, the relationship between SE and DVA accuracy is much 

weaker than others because placing PMU can enhance both of them at least. 

Additionally, capturing dynamic signature needs less PMUs than static signature. 

Therefore, to enhance the accuracy of both of static and dynamic security 

assessment, CCS-MOOPP/U-S&D has been proposed to minimize the PMU device 

cost by current channel selectability and SE error considering measurement 

uncertainty propagation via evaluation by MCS, bounded by DVA constraint. 

Proposed method not only connotes the current channel selectability and 

measurement uncertainty propagation but also confines DVA evaluation value 

within a certain range to keep dynamic security assessment accuracy. 

By above those novelties, this research can contribute to the power system 

security assessment: 

1. By proposals of PMU current channel selectivity and including measurement 

uncertainty propagation in PMU: CCS-MOOPP/U, a better Pareto front can be 

obtained using multi-objective optimization algorithm. The better Pareto front 

indicates much more effective in the PMU device cost and accurate in SE. Therefore, 

those proposals in PMU placement are able to contribute to enhance the static 

security assessment accuracy by its accurate SE while mitigating the power system 

planning cost. 

2. Since mixed measurement based HSE includes RTU and PMU simultaneously, 

the deterioration of CBI as VSI has been concerned. By this research work’s 

analysis as calculation of CBI using estimated state vector obtained by RTUs and 

optimally placed PMUs, mixed measurement situation may make the CBI 

calculation error bigger because of subtraction of estimates of phase angle having 

different error order. Hence, this research work can contribute to show how SE error 

influences the following static security assessments, eventually resulting in 

improving preventive security control actions. 

3. By extending the range of OPP target to dynamic region like OPP-DVA and 

CCS-MOOPP/U-S&D, several contributions have been presented. Firstly, by 

inventing HC-max and its application to fast coherent area partition, a certain level 

of clustering accuracy has been ensured. This may avoid the misrecognition of fast 

coherent areas in power systems. Second, by OPP-DVA, optimal PMU placement 

can be obtained for estimating COI-based area frequency which is significant DVA 

indicator. Finally, CCS-MOOPP/U-S&D has optimally placed PMUs considering 

enhancement of both of static and dynamic security assessment accuracy. 

Those proposed methods and the performed analyses in this research work 

are important for accurate understanding of the system state using PMU. By placing 

PMUs in accordance with CCS-MOOPP/U-S&D, it is possible to make power 

systems father from the whole power system blackout by enhanced static/dynamic 

security assessments and following security controls, in recent uncertain and 

unpredictable power system condition. 

 



Appendix A: Test Systems Parameters 

122 

Appendix A: Test Systems 

Parameters 
The detailed parameters of employed test power system models are appended 

here: IEEE WCSS 9-bus test system, IEEE NE 39-bus test system, modified IEEE 

NE 39-bus test system and IEEE 57-bus test system. Reference capacity is 100 

MVA for all test systems. Nominal frequency is 50 Hz for 9-bus and 57-bus systems, 

60 Hz for modified NE 39-bus and NE 39-bus system. Power and voltage set points 

for bus are same in modified NE 39-bus and NE-39 bus. Line parameters in NE 39-

bus is obtained by eliminating lines 3-18, 12-26, 13-25, 26-38, 29-24 and 29-31 

from modified NE 39-bus. 

 

app.Fig. A.1 IEEE WSCC 9-bus test system single line connection diagram. 

app.Table A.1 Power and voltage set points in IEEE WSCC 9-bus test system. 

 

Bus 

No. 

Bus 

type 

Voltage 

magnitude 

[p.u.] 

P generation 

[p.u.] 
P load [p.u.] Q load [p.u.] 

1 Slack 1.04 - 0.0 0.0 

2 PV 1.025 1.63 0.0 0.0 

3 PV 1.025 0.85 0.0 0.0 

4 PQ - 0.0 0.0 0.0 

5 PQ - 0.0 1.25 0.5 

6 PQ - 0.0 0.9 0.3 

7 PQ - 0.0 0.0 0.0 

8 PQ - 0.0 1.0 0.35 

9 PQ - 0.0 0.0 0.0 
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app.Table A.2 Line parameters in IEEE WSCC 9-bus test system. 

 

 

app.Fig. A.2 IEEE modified NE 39-bus test system single line connection 

diagram. 

Bus 

From 

Bus 

to 
R [p.u.] X [p.u.] B/2 [p.u.] Tr tap [p.u.] 

1 4 0.0000 0.0576 0.0000 1.0000 

2 7 0.0000 0.0625 0.0000 1.0000 

3 9 0.0000 0.0586 0.0000 1.0000 

4 5 0.0100 0.0850 0.0880 1.0000 

4 6 0.0170 0.0920 0.0790 1.0000 

5 7 0.0320 0.1610 0.1530 1.0000 

6 9 0.0390 0.1700 0.1790 1.0000 

7 8 0.0085 0.0720 0.0745 1.0000 

8 9 0.0119 0.1008 0.1045 1.0000 
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app.Table A.3 Power and voltage set points in IEEE modified NE 39-bus test 

system. 

 

Bus 

No. 

Bus 

type 

Voltage 

magnitude 

[p.u.] 

P generation 

[p.u.] 
P load [p.u.] Q load [p.u.] 

1 Slack 0.982 - 0.092 0.046 

2 PV 1.03 10 11.04 2.5 

3 PV 0.9831 6.5 0.0 0.0 

4 PV 0.9972 6.32 0.0 0.0 

5 PV 1.0123 5.08 0.0 0.0 

6 PV 1.0493 6.5 0.0 0.0 

7 PV 1.0635 5.6 0.0 0.0 

8 PV 1.0278 5.4 0.0 0.0 

9 PV 1.0265 8.3 0.0 0.0 

10 PV 1.0475 2.5 0.0 0.0 

11 PQ - 0.0 0.0 0.0 

12 PQ - 0.0 0.0 0.0 

13 PQ - 0.0 3.22 0.024 

14 PQ - 0.0 5 1.84 

15 PQ - 0.0 0.0 0.0 

16 PQ - 0.0 0.0 0.0 

17 PQ - 0.0 2.338 0.84 

18 PQ - 0.0 5.22 1.76 

19 PQ - 0.0 0.0 0.0 

20 PQ - 0.0 0.0 0.0 

21 PQ - 0.0 0.0 0.0 

22 PQ - 0.0 0.075 0.88 

23 PQ - 0.0 0.0 0.0 

24 PQ - 0.0 0.0 0.0 

25 PQ - 0.0 3.2 1.53 

26 PQ - 0.0 3.294 0.323 

27 PQ - 0.0 0.0 0.0 

28 PQ - 0.0 1.58 0.3 
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app.Table A.4 Power and voltage set points in IEEE modified NE 39-bus test 

system (continued). 

 

app.Table A.5 Line parameters in IEEE modified NE 39-bus test system. 

 

Bus 

No. 

Bus 

type 

Voltage 

magnitude 

[p.u.] 

P generation 

[p.u.] 
P load [p.u.] Q load [p.u.] 

29 PQ - 0.0 0.0 0.0 

30 PQ - 10 6.28 1.03 

31 PQ - 6.5 2.74 1.15 

32 PQ - 6.32 0 0 

33 PQ - 5.08 2.475 0.846 

34 PQ - 6.5 3.086 -0.922 

35 PQ - 5.6 2.24 0.472 

36 PQ - 5.4 1.39 0.17 

37 PQ - 8.3 2.81 0.755 

38 PQ - 2.5 2.06 0.276 

39 PQ - 0.0 2.835 0.269 

 

Bus 

From 

Bus 

to 
R [p.u.] X [p.u.] B/2 [p.u.] Tr tap [p.u.] 

2 11 0.0010 0.025 0.375 1.0000 

11 12 0.0035 0.0411 0.34935 1.0000 

12 13 0.0013 0.0151 0.1286 1.0000 

12 35 0.0070 0.0086 0.073 1.0000 

12 26 0.0035 0.0411 0.34935 1.0000 

13 14 0.0013 0.0213 0.1107 1.0000 

13 18 0.0008 0.0129 0.0691 1.0000 

13 25 0.0033 0.0613 0.7902 1.0000 

13 28 0.0011 0.0133 0.1069 1.0000 

14 15 0.0008 0.0128 0.0671 1.0000 

14 24 0.0008 0.0129 0.0691 1.0000 

15 16 0.0002 0.0026 0.0217 1.0000 

15 18 0.0008 0.0112 0.0738 1.0000 

16 17 0.0006 0.0092 0.0565 1.0000 
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app.Table A.6 Line parameters in IEEE modified NE 39-bus test system 

(continued, 1st). 

 

Bus 

From 

Bus 

to 
R [p.u.] X [p.u.] B/2 [p.u.] Tr tap [p.u.] 

16 21 0.0007 0.0082 6.9450×10-2 1.0000 

17 18 0.0004 0.0046 0.0390 1.0000 

18 19 0.0023 0.0363 0.1902 1.0000 

19 2 0.0010 0.025 0.6000 1.0000 

20 21 0.0004 0.0043 3.6450×10-2 1.0000 

20 23 0.0004 0.0043 3.6450×10-2 1.0000 

23 24 0.0009 0.0101 8.6150×10-2 1.0000 

24 25 0.0018 0.0217 0.1830 1.0000 

25 26 0.0009 0.0094 0.0855 1.0000 

26 27 0.0007 0.0089 0.0671 1.0000 

26 29 0.0016 0.0195 0.1520 1.0000 

26 31 0.0008 0.0135 0.1274 1.0000 

26 34 0.0003 0.0059 0.0340 1.0000 

26 38 0.0020 0.0262 0.2279 1.0000 

27 28 0.0007 0.0082 6.5950×10-2 1.0000 

27 37 0.0013 0.0173 0.1608 1.0000 

29 24 0.0013 0.0213 0.1107 1.0000 

29 31 0.0006 0.0096 0.0923 1.0000 

31 32 0.0008 0.014 0.1283 1.0000 

32 33 0.0006 0.0096 0.0923 1.0000 

33 34 0.0022 0.035 0.1805 1.0000 

35 36 0.0032 0.0323 0.2565 1.0000 

36 37 0.0014 0.0147 0.1198 1.0000 

36 38 0.0043 0.0474 0.3901 1.0000 

36 39 0.0057 0.0625 0.5145 1.0000 

38 39 0.0014 0.0151 0.1245 1.0000 

22 21 0.0016 0.0435 0 1.0060 

22 23 0.0016 0.0435 0 1.0060 

16 1 0.0000 0.025 0 1.0700 

20 3 0.0000 0.02 0 1.0700 
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app.Table A.7 Line parameters in IEEE modified NE 39-bus test system 

(continued, 2nd). 

 

 

app.Fig. A.3 IEEE NE 39-bus test system single line connection diagram. 

Bus 

From 

Bus 

to 
R [p.u.] X [p.u.] B/2 [p.u.] Tr tap [p.u.] 

29 4 0.0007 0.0142 0.0000 1.0700 

30 5 0.0009 0.0180 0.0000 1.0090 

32 6 0.0000 0.0143 0.0000 1.0250 

33 7 0.0005 0.0272 0.0000 1.0000 

35 8 0.0006 0.0232 0.0000 1.0250 

12 10 0.0000 0.0181 0.0000 1.0250 

39 9 0.0008 0.0156 0.0000 1.0250 

29 30 0.0007 0.0138 0.0000 1.0600 

29 4 0.0007 0.0142 0.0000 1.0700 

30 5 0.0009 0.0180 0.0000 1.0090 

32 6 0.0000 0.0143 0.0000 1.0250 
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app.Table A.8 Dynamic Parameters in NE 39-bus. 

 

app.Table A.9 Dynamic Parameters in NE 39-bus (continued). 

 

 

 

Unit 

No. 

Plant 

category 

Apparent 

power 

[MVA] 

Inertia 

constant 

[s] 

xd 

[p.u.] 

xd′ 

[p.u.] 

xd′′ 

[p.u.] 

xl 

[p.u.] 

1 Nuclear 700 4.329 2.605 0.4879 0.350 0.035 

2 
Aggrega-

ted Gen. 
10000 5.000 2.000 0.600 0.400 0.003 

3 Nuclear 800 4.475 1.996 0.4248 0.360 0.0304 

4 Coal 800 3.375 2.069 0.3488 0.280 0.0295 

5 Coal 300 4.333 2.010 0.396 0.267 0.054 

6 Nuclear 800 4.350 2.032 0.400 0.320 0.0224 

7 Coal 700 3.771 2.065 0.343 0.308 0.0322 

8 Nuclear 700 3.471 2.030 0.399 0.315 0.028 

9 Nuclear 1000 3.450 2.106 0.570 0.450 0.0298 

10 Hydro 1000 4.200 1.000 0.310 0.250 0.0125 

 

Unit 

No. 

xq 

[p.u.] 

xq′ 

[p.u.] 

xq′′ 

[p.u.] 

Td0′ 

[s] 

Td0′′ 

[s] 

Tq0′ 

[s] 

Tq0′′ 

[s] 

R 

[p.u.] 

1 1.974 1.190 0.350 6.560 0.050 1.500 0.035 0.000 

2 1.900 0.800 0.400 7.000 0.050 0.700 0.035 0.000 

3 1.896 0.7008 0.360 5.700 0.050 1.500 0.035 0.000 

4 2.064 1.328 0.280 5.690 0.050 1.500 0.035 0.000 

5 1.860 0.498 0.267 5.400 0.050 0.440 0.035 0.000 

6 1.928 0.6512 0.320 7.300 0.050 0.400 0.035 0.000 

7 2.044 1.302 0.308 5.660 0.050 1.500 0.035 0.000 

8 1.960 0.6377 0.315 6.700 0.050 0.410 0.035 0.000 

9 2.050 0.587 0.450 4.790 0.050 1.960 0.035 0.000 

10 0.690 0.500 0.250 10.200 0.050 0.000 0.035 0.000 
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app.Table A.10 Type of dynamic controllers in NE 39-bus. 

 

 

Unit 

No. 
GOV AVR PSS 

1 IEEEG1 IEEET1 Δω-Type 

3 IEEEG1 IEEET1 Δω-Type 

4 IEEEG1 IEEET1 Δω-Type 

5 IEEEG1 IEEET1 Δω-Type 

6 IEEEG1 IEEET1 Δω-Type 

7 IEEEG1 IEEET1 Δω-Type 

8 IEEEG1 IEEET1 Δω-Type 

9 IEEEG1 IEEET1 Δω-Type 

10 IEEEG3 IEEET1 Δω-Type 
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app.Fig. A.4 IEEE 57-bus test system single line connection diagram. 
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app.Table A.11 Power and voltage set points in IEEE 57-bus test system. 

 

Bus 

No. 

Bus 

type 

Voltage 

magnitude 

[p.u.] 

P generation 

[p.u.] 
P load [p.u.] Q load [p.u.] 

1 Slack 1.04 - 0.55 0.17 

2 PV 1.01 0 0.03 0.88 

3 PV 0.985 0.4 0.41 0.21 

4 PV 0.98 0 0.75 0.02 

5 PV 1.005 4.5 1.5 0.22 

6 PV 0.98 0 1.21 0.26 

7 PV 1.015 3.1 3.77 0.24 

8 PQ - 0.0 0.0 0.0 

9 PQ - 0.0 0.13 0.04 

10 PQ - 0.0 0.0 0.0 

11 PQ - 0.0 0.05 0.02 

12 PQ - 0.0 0.0 0.0 

13 PQ - 0.0 0.18 0.023 

14 PQ - 0.0 0.105 0.053 

15 PQ - 0.0 0.22 0.05 

16 PQ - 0.0 0.43 0.03 

17 PQ - 0.0 0.42 0.08 

18 PQ - 0.0 0.272 0.098 

19 PQ - 0.0 0.033 0.06 

20 PQ - 0.0 0.023 0.01 

21 PQ - 0.0 0.0 0.0 

22 PQ - 0.0 0.0 0.0 

23 PQ - 0.0 0.063 0.021 

24 PQ - 0.0 0.0 0.0 

25 PQ - 0.0 0.063 0.032 

26 PQ - 0.0 0.0 0.0 

27 PQ - 0.0 0.093 0.005 

28 PQ - 0.0 0.046 0.023 

29 PQ - 0.0 0.17 0.026 
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app.Table A.12 Power and voltage set points in IEEE 57-bus test system 

(continued). 

 

Bus 

No. 

Bus 

type 

Voltage 

magnitude 

[p.u.] 

P generation 

[p.u.] 
P load [p.u.] Q load [p.u.] 

30 PQ - 0.0 0.063 0.018 

31 PQ - 0.0 0.058 0.029 

32 PQ - 0.0 0.016 0.008 

33 PQ - 0.0 0.038 0.019 

34 PQ - 0.0 0.0 0.0 

35 PQ - 0.0 0.06 0.03 

36 PQ - 0.0 0.0 0.0 

37 PQ - 0.0 0.0 0.0 

38 PQ - 0.0 0.14 0.07 

39 PQ - 0.0 0.0 0.0 

40 PQ - 0.0 0.0 0.0 

41 PQ - 0.0 0.063 0.03 

42 PQ - 0.0 0.071 0.044 

43 PQ - 0.0 0.02 0.01 

44 PQ - 0.0 0.12 0.018 

45 PQ - 0.0 0.0 0.0 

46 PQ - 0.0 0.0 0.0 

47 PQ - 0.0 0.297 0.116 

48 PQ - 0.0 0.0 0.0 

49 PQ - 0.0 0.18 0.085 

50 PQ - 0.0 0.21 0.105 

51 PQ - 0.0 0.18 0.053 

52 PQ - 0.0 0.049 0.022 

53 PQ - 0.0 0.2 0.1 

54 PQ - 0.0 0.041 0.014 

55 PQ - 0.0 0.068 0.034 

56 PQ - 0.0 0.076 0.022 

57 PQ - 0.0 0.067 0.02 
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app.Table A.13 Line parameters in IEEE 57-bus test system. 

 

Bus 

From 

Bus 

to 
R [p.u.] X [p.u.] B/2 [p.u.] Tr tap [p.u.] 

1 2 0.0083 0.0280 0.0645 1.0000 

2 3 0.0298 0.0850 0.0409 1.0000 

3 8 0.0112 0.0366 0.0190 1.0000 

8 9 0.0625 0.1320 0.0129 1.0000 

8 4 0.0430 0.1480 0.0174 1.0000 

4 10 0.0200 0.1020 0.0138 1.0000 

4 5 0.0339 0.1730 0.0235 1.0000 

5 6 0.0099 0.0505 0.0274 1.0000 

6 11 0.0369 0.1679 0.0220 1.0000 

6 12 0.0258 0.0848 0.0109 1.0000 

6 7 0.0648 0.2950 0.0386 1.0000 

6 13 0.0481 0.1580 0.0203 1.0000 

13 14 0.0132 0.0434 0.0055 1.0000 

13 15 0.0269 0.0869 0.0115 1.0000 

1 15 0.0178 0.0910 0.0494 1.0000 

1 16 0.0454 0.2060 0.0273 1.0000 

1 17 0.0238 0.1080 0.0143 1.0000 

3 15 0.0162 0.0530 0.0272 1.0000 

8 18 0.0000 0.2423 0.0000 1.0225 

9 4 0.0302 0.0641 0.0062 1.0000 

10 5 0.0139 0.0712 0.0097 1.0000 

11 7 0.0277 0.1262 0.0164 1.0000 

12 13 0.0223 0.0732 0.0094 1.0000 

7 13 0.0178 0.0580 0.0302 1.0000 

7 16 0.0180 0.0813 0.0108 1.0000 

7 17 0.0397 0.1790 0.0238 1.0000 

14 15 0.0171 0.0547 0.0074 1.0000 

18 19 0.4610 0.6850 0.0000 1.0000 

19 20 0.2830 0.4340 0.0000 1.0000 

21 20 0.0000 0.7767 0.0000 0.9588 
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app.Table A.14 Line parameters in IEEE 57-bus test system (continued, 1st). 

 

Bus 

From 

Bus 

to 
R [p.u.] X [p.u.] B/2 [p.u.] Tr tap [p.u.] 

21 22 0.0736 0.1170 0.0000 1.0000 

22 23 0.0099 0.0152 0.0000 1.0000 

23 24 0.1660 0.2560 0.0042 1.0000 

24 25 0.0000 0.6028 0.0000 1.0000 

24 26 0.0000 0.0473 0.0000 0.9588 

26 27 0.1650 0.2540 0.0000 1.0000 

27 28 0.0618 0.0954 0.0000 1.0000 

28 29 0.0418 0.0587 0.0000 1.0000 

10 29 0.0000 0.0648 0.0000 1.0341 

25 30 0.1350 0.2020 0.0000 1.0000 

30 31 0.3260 0.4970 0.0000 1.0000 

31 32 0.5070 0.7550 0.0000 1.0000 

32 33 0.0392 0.0360 0.0000 1.0000 

34 32 0.0000 0.9530 0.0000 1.0256 

34 35 0.0520 0.0780 0.0016 1.0000 

35 36 0.0430 0.0537 0.0008 1.0000 

36 37 0.0290 0.0366 0.0000 1.0000 

37 38 0.0651 0.1009 0.001 1.0000 

37 39 0.0239 0.0379 0.0000 1.0000 

36 40 0.0300 0.0466 0.0000 1.0000 

22 38 0.0192 0.0295 0.0000 1.0000 

12 41 0.0000 0.7490 0.0000 1.0471 

41 42 0.2070 0.3520 0.0000 1.0000 

41 43 0.0000 0.4120 0.0000 1.0000 

38 44 0.0289 0.0585 0.0010 1.0000 

15 45 0.0000 0.1042 0.0000 1.0471 

14 46 0.0000 0.0735 0.0000 1.1111 

46 47 0.0230 0.0680 0.0016 1.0000 

47 48 0.0182 0.0233 0.0000 1.0000 

48 49 0.0834 0.1290 0.0024 1.0000 
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app.Table A.15 Line parameters in IEEE 57-bus test system (continued, 2nd). 

 

 

Bus 

From 

Bus 

to 
R [p.u.] X [p.u.] B/2 [p.u.] Tr tap [p.u.] 

49 50 0.0801 0.1280 0.0000 1.0000 

50 51 0.1386 0.2200 0.0000 1.0000 

11 51 0.0000 0.0712 0.0000 1.0753 

13 49 0.0000 0.1910 0.0000 1.1173 

29 52 0.1442 0.1870 0.0000 1.0000 

52 53 0.0762 0.0984 0.0000 1.0000 

53 54 0.1878 0.2320 0.0000 1.0000 

54 55 0.1732 0.2265 0.0000 1.0000 

12 43 0.0000 0.1530 0.0000 1.0438 

44 45 0.0624 0.1242 0.0020 1.0000 

40 56 0.0000 1.1950 0.0000 1.0438 

56 41 0.5530 0.5490 0.0000 1.0000 

56 42 0.2125 0.3540 0.0000 1.0000 

39 57 0.0000 1.3550 0.0000 1.0204 

57 56 0.1740 0.2600 0.0000 1.0000 

38 49 0.1150 0.1770 0.0015 1.0000 

38 48 0.0312 0.0482 0.0000 1.0000 

6 55 0.0000 0.1205 0.0000 1.0638 
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Appendix B: Hardware, Software 

and Computation Time 
Machine performance of the computer used in this research is shown in 

app.Table B.1. Also, computing software used in the numerical experiments is 

listed in app.Table B.2. App.Table B.3 shows computation time in hour taken for 

each OPP and MOOPP problem. 

app.Table B.1 Machine performance. 

 

app.Table B.2 Software information. 

 

 

 

 

 

 

 

 

 

 

 

CPU 
Intel Core-i7-8700 

3.20 GHz 

Main Memory 32.0 GB 

OS 
Windows 10 

Education 64 bit 

 

Type of software Purpose 

Matlab 2018a/2019a 

Implementing optimization 

algorithm (NSGA-II), state 

estimation algorithm (SCADA SE, 

HSE) and clustering algorithm (HC-

max, SC+FCM, AAP), processing 

data and graphical support 

DigSILENT 

PowerFactory 2018 

Dynamic simulation and modeling of 

test power systems 
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app.Table B.3 Computation time. 

 

Method Test system Average computation time [h] 

MOOPP 
Modified NE 39-bus 3.08 

57-bus 16.29 

CCS-MOOPP 

Modified NE 39-bus 3.04 

57-bus 13.99 

CCS-MOOPP/U Modified NE 39-bus 16.35 

OPP-DVA  

(nPMU =2) 
NE 39-bus 3.69×10-2 

OPP-DVA  

(nPMU =3) 
NE 39-bus 0.46 

OPP-DVA  

(nPMU =4) 
NE 39-bus 4.64 

OPP-DVA  

(nPMU =5) 
NE 39-bus 18.49 

CCS-MOOPP/U-

S&D 
NE 39-bus 37.15 
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