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1 Introduction

The concept of Positive Realness (PR) and Strict Positive Realness (SPR) of a ratio-
nal function appears frequently in various aspects of engineering. Roughly speaking,
checking whether a dynamic system is positive real amounts to testing whether a
certain matrix valued function of a frequency variable is positive definite for all fre-
quencies. Exhaustive numerical checking of such matrices for all frequencies is expen-
sive for large dimensional systems. Consequently, several authors over the past two
decades have sought to derive easily verifiable conditions for checking whether a given
transfer function is PR: see [1, 2, 3] and the references therein for a review of some of
this work. Efficient techniques for checking whether a given transfer function matrix
is positive real has also been the subject of much interest in the numerical Linear
Algebra and VLSI communities. For the case of proper transfer function matrices,
G(s) = D + CT (sI −A)−1B, with D + DT > 0, robust numerical methods exist and
are commonly used. An unfortunate fact is that all these methods fail when D + DT

is singular (and consequently for strictly proper transfer function matrices). Our ob-
jective here is to summarise our results in [4] that resolve this latter question and
to present compact spectral conditions to check strict positive realness, and positive
realness, for strictly proper, and related, transfer function matrices.

2 Background

In the remainder of this note we use the following common definitions for Positive
Realness (PR) and Strict Positive Realness (SPR).

Definition 1: A rational function in a complex variable H(s) is PR if, and only if,
H(s) is real for real values of s, and H(s) satisfies

Real [H(s)] ≥ 0 for Real [s] ≥ 0 . (1)

Definition 2: A rational function in a complex variable H(s) is SPR if, and only
if,

∃ ε > 0 such that H(s− ε) is PR . (2)

The following equivalent definition of positive realness of a rational function is also
well known [5].

2



TU Berlin - Forschungsberichte der Fakultät IV - 2007/15

Definition 1(a): A rational function of a complex variable H(s) is PR if and only
if H(s) is real for real values of s, and all poles of H(s) are in the closed left half plane
of s. If there are imaginary-axis poles, they are simple with real positive residues,
and

Real [H(jω)] ≥ 0 ∀ ω ∈ R (3)

where s = σ + jω.

Definition 3: A matrix H(s) is a positive real matrix, termed a PR matrix, if and
only if the rational function defined by

F (s) = xT H(s)x (4)

is a positive real function for every real m-dimensional vector x.

Definition 4: A matrix H(s) is a strictly positive real matrix, termed a SPR matrix,
if and only if there exists an ε > 0 such that F (s−ε) is a positive real function for every
real m-dimensional vector x where F (s) is defined in (4). Equivalently, it is shown in
[6] H(s) is SPR if and only if: (i) all eigenvalues of H(s) have negative real parts; (ii)
G(jω) + G(jω)∗ > 0 for all ω ∈ R; (iii) either G(j∞) + G(j∞)∗ is positive definite,

or it is positive semi-definite and limω→∞ ω2MT
[
G(jω) + G(jω)

]
is positive definite

where M is any n× p matrix of rank p that satisfies MT
(
G(j∞) + G(j∞)∗

)
M = 0

and p is the dimension of the kernel of G(j∞) + G(j∞)∗.

3 Main results

Frequently, in practical situations, one exploits the Hamiltonian based methods to
test for SPR of a given transfer function matrix [7, 8] by making use of the following
theorem.

Theorem 1 [9] Let A be a stable [n × n] real matrix. Let B ∈ Rn×m, C ∈ Rn×m,
and let D ∈ Rm×m, with D + DT > 0. Then, the transfer function matrix

G(jω) = D + CT (jωI − A)−1B (5)
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is SPR if and only if the matrix

N =

[ −A + BQ−1CT BQ−1BT

−CQ−1CT AT − CQ−1BT

]
, (6)

with Q = D + DT , has no eigenvalues on the imaginary axis. The matrix N is called
the Hamiltonian matrix.

The Hamiltonian matrix provides a convenient method for checking whether a given
transfer function matrix is SPR. The proof relies crucially on the fact that D + DT

is invertible, and the theorem ceases to be valid when D + DT is singular. Much of
the previous work on this topic is concerned with extending the Hamiltonian, and
other matrix methods, to the singular case [10]. This mirrors the case of scalar trans-
fer functions that we considered in earlier publications. In [11, 12], necessary and
sufficient conditions for PR and SPR are derived in terms of eigenvalue-locations of
matrices related to the state space realisation (A, b, c, d) (here d is a scalar). We now
present a general solution for transfer function matrices that is based on the following
simple observation.

Observation: Let G denote the locus of eigenvalues of the matrix G(jω)+G(jω)∗ for
all ω ∈ [−∞,∞]. Let Gr denote the locus of eigenvalues of the matrix G( 1

jω
)+G( 1

jω
)∗

for all ω ∈ [−∞,∞]. Then, G and Gr coincide.

Thus, if we can establish G( 1
jω

)+G( 1
jω

)∗ is positive definite for all 1
ω
, then it automat-

ically follows that G(jω) + G(jω)∗ is such as well. To this end we note the following
easily established result [13].

Theorem 2 Let G(jω) = D + CT (jωI − A)−1B be a strictly proper SPR transfer
function matrix. Then, G( 1

jω
) = D̄ + C̄T (jωI − Ā)−1B̄, with Ā = A−1, B̄ = −A−1B,

C̄T = CT A−1, D̄ = D − CT A−1B, and D̄ + D̄T > 0.

Proof : From the definitions in the theorem: D̄ + C̄T (jωI − Ā)−1B̄

= D − CT A−1B − CT A−1(jωI − A−1)−1A−1B

= D − CT A−1
{

I + (jωI − A−1)−1A−1
}

B

= D − CT A−1(jωA− I)−1jωAB

= D + CT (
1

jω
I − A)−1B,
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which proves the first part of the assertion of the theorem. The fact that D̄ + D̄T > 0
follows from the fact that G(jω) is SPR. Note that D̄ = G(0) and G(0) + G(0)∗ > 0
since G(jω) is SPR.

A. Strict positive realness

Theorem 3 Let A be a stable [n×n] real matrix. Let B ∈ Rn×m, C ∈ Rn×m, and let
D ∈ Rm×m, with D + DT singular. Suppose that conditions (i) and (iii) are satisfied
in Definition 4. Then the transfer function matrix

G(jω) = D + CT (jωI − A)−1B (7)

is SPR if and only if G(0) + G(0)∗ > 0 and the matrix

N̄ =

[ −Ā + B̄Q̄−1C̄T B̄Q̄−1B̄T

−C̄Q̄−1C̄T ĀT − C̄Q̄−1B̄T

]
, (8)

with Q̄ = D̄ + D̄T , has no eigenvalues on the imaginary axis, except at the origin,
with Ā = A−1, B̄ = −A−1B, C̄T = CT A−1 and D̄ = D − CT A−1B.

Proof : No eigenvalues on the imaginary axis except at the origin is enough to prove
that G(jω) + G(jω)∗ > 0 for all finite ω. Since G(jω) + G(jω)∗ ≥ 0 in the limit as
ω →∞ does not contradict our definition of strict positive realness we must account
for this possibility. Elementary arguments reveals that this may correspond to the N̄
being singular.

The previous discussion takes care of strict positive realness (SPR). Now we ask
if there are efficient methods to check positive realness. To this end the following
Lemma is useful.

B. Positive realness

Lemma 1 [4] Let A be a stable matrix. Let G(jω) = D + CT (jωI − A)−1B, with
D + DT > 0. Then,

det
[
G(jω) + G(jω)∗

]
= S(ω)det

[
jωI + N

]
,

where S(ω) is a scalar function of ω such that S(ω) < 0 for all ω ∈ (−∞,∞).
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Comment 1: From continuity it follows that G(jω) is SPR if and only if N has no
eigenvalues on the imaginary axis.

Comment 2: The previous assertion follows even if A is a complex matrix provided
A is stable, and D + DT > 0.

Armed with this result we now proceed to consider the case of positive realness. Here,
three special cases can be discerned.

(i) Hamiltonian methods apply directly : This is the case when D + DT and/or
D̄ + D̄T are invertible.

(ii) G(0) + G(0)∗ and D + DT are both singular.

(iii) Singular for all frequencies : This is the case when G(jω) + G(jω)∗ is singular
for all ω ∈ (−∞,∞).

Case (i) : (Hamiltonian methods apply) Let us assume without any loss of gen-

erality that D + DT > 0.

Theorem 4 Let Ω be the distinct set of frequencies for which det
[
G(jω)+G(jω)∗

]
=

0, with the elements of Ω =
{

ω1, ω2, ..., ωs

}
, s < n listed in strictly increasing order.

These frequencies are the eigenvalues of N that are on the imaginary axis. G(jω) is
PR if and only if: (i) N has no eigenvalues on the imaginary axis of odd multiplicity;
(ii) G(j∆i) + G(j∆i)

∗ has only positive real eigenvalues for all ∆i = ωi+ωi+1

2
, i ∈{

1, s− 1
}
.

Proof : With reference to Lemma 1, it is immediate that if N has an imaginary

eigenvalue of odd multiplicity, say ω0, then det
[
jωI + N

]
changes sign as the fre-

quency variable ω passes through ω = ω0. Hence, G(jω) + G(jω)∗ must have at least
one negative eigenvalue for some ω in the vicinity of ω0.

Suppose now that N has only eigenvalues that are of even multiplicity on the imagi-

nary axis. Let these eigenvalues be ordered and denoted
{

ω1, ω2, ..., ωs

}
, s < n. Then,
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det
[
jωI+N

]
never changes sign for all ω ∈ Ω. In this case we cannot deduce whether

the eigenvalues of G(jω) + G(jω)∗ remain positive. However, we do note that the
eigenvalues of G(jω)+G(jω)∗ are continuous functions of ω. Thus, if some of them be-

come negative, they cannot become positive again without det
[
G(jω) + G(jω)∗

]
= 0

for some other ω. Hence, by selecting ∆i = ωi+ωi+1

2
, for all i ∈ {1, .., s − 1}, one can

deduce the signs of the eigenvalues of the transfer function matrix in each of the open
intervals (ωi, ωi+1).

Case (ii) : (G(0) + G(0)∗ singular) Suppose now that both D + DT and G(0) +
G(0)∗ are both singular. Then, the Hamiltonian cannot be used to test for positive re-

alness. However, if we assume that det
[
G(jω)+G(jω)∗

]
6= 0 for some ω ∈ (−∞,∞),

then there must exist a ω0, such that G(jω0) + G(jω0)
∗ > 0 (a necessary condition

for positive realness). We can then make use of the following observation.

Observation: Let G denote the locus of eigenvalues of the matrix G(jω)+G(jω)∗ for
all ω ∈ [−∞,∞]. Let Gs denote the locus of eigenvalues of the matrix G̃(jδ)+ G̃(jδ)∗

for all δ ∈ [−∞,∞], with δ = ω − ω0, and G̃(jδ) = G
(
j(δ + ω0)

)
. Then, G and Gs

coincide.

Note that G̃(jδ) = D + CT (jδI − Ã)−1B where Ã = A − jω0I. By definition,
G̃(0) + G̃(0) > 0, and Hamiltonian methods can now be applied. Note that Ã is
complex but the Hamiltonian matrix can be applied from Comment 2.

Case (iii) : (Singular for all frequencies) Suppose that G(jω) + G∗(jω) is sin-
gular for all ω ∈ (−∞,∞). Then, since det[G(jω) + G(jω)∗] is a rational polynomial
in ω, it must be identically zero for all ω. So this case can be easily identified. The
question is what happens to the other eigenvalues of G(jω) + G(jω)∗ as ω varies.

To this end we use the following well known Theorem which states that an Hermitian
matrix is positive semi-definite if and only if all its principal minors are non-negative.

This theorem allows us to test for positive realness. Since all minors of G(jω)+G(jω)∗

are themselves Hermitian, then these can be tested for positive realness using the
methods described above.
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4 A Hamiltonian equivalence class

The test for positive realness used a simple observation on the eigenvalue locus of a
family of matrices. In the main results of this report we used the fact that jω can
be replaced with its reciprocal, but in the section on positive realness, we noted that
other transformations can be used as well. In this section we formalise this latter
fact and identify entire classes of linear systems that are equivalent from the spectral
locus perspective. Checking whether H(jω) + H(jω)∗ > 0 for any of these systems
immediately implies this statement for any of the others.

Consider four complex matrices A,B,C,D, where jωI −A is invertible for all real ω.
For z ∈ C and zI − A invertible, define

σ(A,B,C, D; z) = Spec

[
D + C∗(zI − A)−1B

+(D + C∗(zI − A)−1B)∗
]

(9)

where C∗ is the Hermitian conjugate of C, and where Spec is the spectrum, that is
the set of eigenvalues.

Define the spectral locus corresponding to A,B,C,D to be

ρ(A,B, C, D) = ∪ω∈[−∞,∞] σ(A,B,C, D; jω) (10)

where S denotes the closure of S.

Now let a, b, c, d be real numbers, where we assume that b, d are not simultaneously
zero. Define the following matrices:

A = (cA− jaI)(bI − jdA)−1 (11)

B = (bI − jdA)−1B (12)

C = (ad + bc)(bI + jdA∗)−1C (13)

D = D + jdC∗(bI − jdA)−1B (14)

Theorem 5
ρ(A,B,C, D) = ρ(A,B, C, D) (15)
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Proof: Define the complex variable u by the following fractional linear transformation:

z =
ja + bu

c + jdu
(16)

It follows that z is pure imaginary if and only if u is pure imaginary. Direct substi-
tution shows that

D + C∗(zI − A)−1B = D + C
∗
(uI − A)−1B (17)

and hence σ(A,B,C,D; z) =
σ(A, B, C, D; u) (18)

The mapping z 7→ u is one-to-one on the extended imaginary axis (where the point
at infinity is included) and hence ∪Re(z)=0∪{∞} σ(A,B, C, D; z)

= ∪Re(u)=0∪{∞} σ(A,B, C, D; u)

The proof is completed by noting that ∪Re(z)=0∪{∞} σ(A,BC, D; z) =

∪Re(z)=0 σ(A, B, C, D; z) (19)

With these observations we can refine Theorem 1 as follows.

Theorem 6 Let A be a stable [n × n] real matrix. Let B ∈ Rn×m, C ∈ Rn×m, and
let D ∈ Rm×m, with D + DT ≥ 0. Then, the transfer function matrix

G(jω) = D + CT (jωI − A)−1B (20)

is SPR if and only if the matrix

N =

[ −Ā + B̄Q−1CT B̄Q−1B̄T

−C̄Q−1C̄T ĀT − C̄Q−1B̄T

]
, (21)

with Q = D̄ + D̄T , has no eigenvalues on the imaginary axis for any a, b, c, d with
Q > 0, except at the mapping of ω = ∞.

Comment 3: Theorem 6 admits further generalisations. For example, entire classes
of LTI systems can be identified that are equivalent from a passivity viewpoint. The
implications of this observation are currently being investigated.
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5 Example

In this section we present an example to illustrate our results.

Example : Let A ∈ Rn×n be a Hurwitz stable matrix with

A =

[
A11 A12

A21 A22

]
,

and where both A11 ∈ Rm×m and A22 ∈ Rn−m×n−m are assumed to be Hurwitz stable.
A basic question that arises is whether one can find a block diagonal P = P T > 0,
such that

AT
11P11 + P11A11 < 0, (22)

AT
22P22 + P22A22 < 0, (23)

AT P + PA < 0. (24)

with

P =

[
P11 0
0 P22

]
. (25)

In other words, can one stabilise each of the component systems, and the entire
interconnected system, simultaneously? Such problems arise in power networks, in
control over wireless links, and in a variety of other decentralised control problems. A
strategy to identify A matrices that admit such a P matrix in the Lyapunov equation
may be proposed as follows. Let B ∈ Rn×m be the matrix of all zeros except for the
last m rows and m columns which are set to Im×m

B =

[
0n−m×m

Im×m

]
.

Suppose now that one can find a P̂ ∈ Rm×m such that

P̂BT (jωI − A)−1B +
(
P̂BT (jωI − A)−1B

)∗
> 0, ∀ ω ∈ (−∞,∞), (26)

i.e. such that P̂BT (jωI − A)−1B is strictly positive real. Then, it follows from the
KYP lemma, with some additional minor assumptions, that this frequency domain
condition is both necessary and sufficient for the existence of a P = P T > 0 that
satisfies:

AT P + PA < 0

PB = BP̂

10
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This in turns guarantees the existence of a block diagonal P matrix with P22 = P̂ .
To be more specific.

Let

A =




−16 −50 19 36
14 −24 37 26
47 −12 −36 −43

−29 37 10 −52




and

B = C =




0 0
0 0
1 0
0 1


 .

We shall now determine whether one can find a block diagonal P of the form (25)
such that (22)-(24) with P11, P22 ∈ R2×2. We first select P22. With

P22 =

[
45 8
8 23

]

we have that AT
22P22 + P22A22 < 0. Note A is block diagonally stable if and only if

P22B
T (jωI −A)−1B is SPR. This condition can be checked via a Hamiltonian using

the reciprocal representation (Theorem 3). Substituting Ā = A−1, B̄ = −A−1B,
C̄T = P22B

T A−1, D̄ = −CT A−1B, yields the Hamiltonian matrix

N̄ =

[ −Ā + B̄Q−1C̄T B̄Q−1B̄T

−C̄Q−1C̄T ĀT − C̄Q−1B̄T

]
,

with Q = D̄ + D̄T . We can verify that the eigenvalues of N̄ are not on the imaginary
axis and thus, P22B

T (jωI−A)−1B is SPR. It follows that A is block diagonally stable.
Using LMI’s, with P22 given, we find that P11 may be taken to be

P11 =

[
84.72 −13.89

−13.89 85.87

]
.

6 Conclusion

Necessary and sufficient conditions for strict positive realness and positive realness
of general transfer function matrices are derived. The conditions are expressed in
terms of eigenvalues of matrix functions of the state matrices representation of the
LTI system.

11



TU Berlin - Forschungsberichte der Fakultät IV - 2007/15

Acknowledgements:

The authors gratefully thank Oliver Mason, Fabian Wirth and Volker Mehrmann for
helpful comments relating to the material in this report. The authors especially thank
Martin Corless for his careful reading of the manuscript and suggestions to improve
its technical content. This work was supported by Science Foundation Ireland grant
04/IN3/I460.

References

[1] W. Gao and Y. Zhou, “Eigenvalue based algorithms for testing positive realness
of SISO systems,” IEEE Transactions on Automatic Control, vol. 48, pp. 2051–
2054, 2003.

[2] Z. Bai and W. Freund, “Eigenvalue based characterisation and test for positive
realness of scalar transfer functions,” IEEE Transactions on Automatic Control,
vol. 45, pp. 2396–2402, 2000.

[3] J. Wen, “Time domain and frequency domain conditions for strict positive real-
ness,” IEEE Transactions on Automatic Control, vol. 33, pp. 988–992, 1988.

[4] R. Shorten, P. Curran, K. Wulff, and E. Zeheb, “A note on positive realness of
transfer function matrices.” Accepted for publication by IEEE Transactions on
Automatic Control, 2007.

[5] G. Temes and J. LaPatra, Introduction to Circuit Synthesis and Design. McGraw-
Hill, 1977.

[6] H. Khalil, Nonlinear systems: Third Edition. Prentice Hall, 2002.

[7] S. Talocia, “Passivity enforcement via perturbation of Hamiltonian matrices,”
IEEE Transactions on Circuits and Systems, vol. 51, no. 9, pp. 1755–1769, 2004.

[8] C. Schroeder and T. Stykel, “Passivation of LTI systems,” tech. rep., DFG-
Forschungszentrum Matheon, TR-368-2007.

[9] S. Boyd, V. Balakrishnan, and P. Kabamba, “A bisection method for computing
the H∞ norm of a transfer matrix and related problems,” Math. Control Signals
Systems, vol. 2, no. 1, pp. 207–219, 1989.

[10] P. Benner, R. Byers, V. Mehrmann, and H. Xu, “A robust numerical method for
the γ-iteration in H∞ control.” Accepted for publication in LAA, 2007.

12



TU Berlin - Forschungsberichte der Fakultät IV - 2007/15

[11] R. Shorten and C. King, “Spectral conditions for positive realness of SISO sys-
tems,” IEEE Transactions on Automatic Control, vol. 49, pp. 1875–1877, Oct
2004.

[12] E. Zeheb and R. Shorten, “A note on spectral conditions for positive realness
of SISO systems with strictly proper transfer functions,” IEEE Transactions on
Automatic Control, vol. 51, pp. 897–899, May 2006.

[13] G. Muscato, G. Nunarri, and L. Fortuna, “Singular perturbation approximation
of bounded real and positive real transfer matrices,” in Proceedings of ACC,
1994.

13


