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Abstract. The notion of proximity is a key to scalable interactions in
distributed systems of any kind, both natural and artificial, and in par-
ticular in pervasive computing environments. However, proximity as such
is a vague notion that can be considered both in a very factual manner
(spatial distance) and in a very subjective manner (user affinity). We
claim that an adequate system or programming language for ambient
intelligence applications ought to support an open notion of proximity,
making it possible to rely on different, possibly subjective, understand-
ings of proximity, as well as their combinations.

1 Proximity: A Key to Scalability

Proximity can be defined as a state of nearest, the perception of being close to
something or someone. Proximity naturally plays a significant role in how, as
humans, we interact with our environment. This can be seen in the relationships
we maintain with others, or in the manner in which we interact with everyday
objects around us. Think about the closeness of a friend or relative, or about
how books of a particular topic are considered to be close to each other.

The concept of proximity is interesting in the field of pervasive computing
and ambient intelligence, where the focus is on unobtrusively managing and
assisting in the tasks of users. Introducing proximity in these systems allow
for better scalability both at the level of interactions [8] and at the level of
demarking content of interest [6]. The scoping strategies enabled by proximity
make it possible to tailor system behavior to better match the situations of
users, going a step further in the direction of the non-intrusiveness requirement
identified by Weiser [9].

As an example, consider how service discovery in a pervasive computing
environment can take advantage of proximity. Instead of trying to discover any
accessible service provider that matches the required service type, embedding a
proximity criteria within the discovery process can drastically reduce the set of
answers to process at the client side. Service providers that are able to determine
that they do not meet the proximity requirement will simply skip the service
request, thereby alleviating the burden of the client.

Also, the concept of proximity is indeed prevalent in biological systems, such
as shoals of fish and social insects like ants and termites, where interactions are
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limited to the local environment [2, 4]. To unleash the potential of biologically-
inspired communication models in pervasive computing environments, it is hence
required to have at hand a notion of locality [1].

From this point of motivation, that proximity should be supported by perva-
sive computing environment, an analysis of possible useful notions of proximity
is presented in this paper. The proliferation of potential notions in turn suggests
that proximity should not be hardwired into the infrastructure, but rather sup-
ported in an open manner so that application-specific notions can be used and
propagated among participants.

2 What Do You Mean, “Proximity”?

“Proximity is defined as the state, quality, sense, or fact of being near
or next” – The American Heritage

The above definition of proximity leads us to considering two orthogonal
dimensions when it comes to analyzing proximity. First, being near or next
depends on the notion of distance used; that is, one entity is closed to another
with respect to a given metric. Such a metric can be based on physical properties
of the entities (e.g. physical location), or on a more abstract criteria, not related
to the material world (e.g. nearness of relatives). We discuss physical vs. abstract
proximity in Section 2.1, and then consider the interests of being able to compose
several proximity metrics in Section 2.2.

Second, the definition mentions the word “sense” in addition to “state” or
“fact”, which tends to suggest a subjective notion of proximity, that depends
on the actual perception of the subject entity. This is in contrast to objective
criteria or metrics, for which all entities share the same understanding of what
it means to be close. We elaborate on this dimension in Section 2.3

2.1 Physical vs. Abstract Proximity

Physical Proximity. In current pervasive computing and ambient intelligence
systems, the proximity of entities is primarily determined by physical considera-
tions. For example, in YABS [1] interactions are limited to the local environment,
where “local” is defined by a geometric parameter (Fig. 1(a)). In Gaia [7], prox-
imity is administratively bound to a physical location which, in this case, is a
meeting room (Fig. 1(b)). Taking a different approach, systems such as Ambi-
entTalk [3] implicitly define proximity based on the signal strength of wireless
communications (Fig. 1(c)): interactions can only take place when entities are
in range of communication.

Abstract Proximity. Physical notions of proximity are very useful in devel-
oping pervasive computing systems [6, 8], but it is also possible to extend the
benefits of proximity considerations by examining abstract notions of proximity:

2



(a) Defining prox-
imity in the form a
polygon.

(b) Defining prox-
imity using a phys-
ical boundary of a
room.

(c) Defining prox-
imity using the sig-
nal propagation of
a wireless network.

Fig. 1. Different notions of physical proximity (B is “near” A, but C is not).

(a) Defining proximity using the re-
lationships of users. Distance is de-
termine by the degree of separation
between two users.

(b) Defining proximity base on
the interests or hobbies of users.
Weightings on links indicate simi-
larity of hobbies.

Fig. 2. Different notions of abstract proximity

an abstract proximity does not directly map to physical characteristics of the
considered entities, but rather relies on logical, domain specific criteria.

First of all, one may consider a virtual rather than physical concept of place:
e.g. although videoconference participants are geographically at distant places,
they all share the same virtual meeting room. On another line, one can define
proximity based on the relationships of users - friends, acquaintances, or friends
of friends. The distance between two users (or entities owned by users) is the
degree of separation between them, i.e. the length of the path relating them on
a relationship graph (Fig. 2(a)). This metric can be used for instance to allow
access to your personal devices to yourself, your friends, and friends of friends
(that is, a friendship distance of at most 2). One can consider that present instant
messenger applications consider the buddy relationship, restricting interactions
to a distance of 1. In a different vain, it is possible to define proximity based
on the interests or hobbies of users. The distance in this case can be described
in terms of the similarity of one hobby or interest to another. For instance,
jogging is arguably much more similar to trekking than to knitting (Fig. 2(b)).
It is likewise possible to devise a wide number of abstract proximities, related
to particular domains or applications.
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proximity(5); // circle of radius 5
proximity(-5,-5,-10,5,-10,20,10,20,10,5,5,-5); // polygon as in Fig.1(a)
proximity(F34); // symbolic location as in Fig.1(b)

Fig. 3. Proximity definitions in YABS.

2.2 Composite Proximity

Most pervasive computing systems consider proximity as a singular concept: the
idea of composing different proximities to refine the overall scope of interactions
is generally not considered. This is a strong limitation, because considering the
potentially wide variety of proximity notions we have discussed above, it is clear
that there is a lot to gain in being able to combine different types of proximity
to express a more subtle requirement.

For example, composing a proximity base on geometric distance (Fig. 1(a))
and user hobbies (Fig. 2(b)) would first, aid scalability through the scoping of
interactions within the local environment, and secondly, highlight content in
the local environment that may be of interest. One could also consider spatio-
temporal proximity, relating entities that are or have been, within a given time
frame, in the same local environment. Another example is to combine spatial
locality with network link quality, e.g. to aid in the development of an application
disseminating multimedia content to local participants

2.3 Objective vs. Subjective Proximity

We now turn to a crucial issue when it comes to considering different notions of
proximity in the context of open networks.

Objective Proximity. Existing pervasive computing systems support a notion
of proximity that can be defined as objective in the sense that the semantics of
the proximity function are hardwired in the middleware layer. That is, all entities
in the system share the same notion(s). In a system like AmbientTalk, where
network connectivity is the only proximity factor, this shared understanding is
obvious. In Gaia as well, proximity is defined by physical presence in an active
space, i.e. a meeting room. In a system like YABS, each entity can define its
own proximity requirement using the proximity function (Fig. 3). Although
the actual parameters of the proximity functions are specific to each entity, the
interpretation of the proximity function is defined in the infrastructure, and
cannot be changed.

Subjective Proximity. The way systems reliant on objective proximity work
implies that the different shared interpretations of proximity are installed or
configured upfront in the infrastructure. Although this approach is feasible if we
consider a limited and fixed number of interpretations (like in YABS), it does
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not fit our claim that many proximity notions are of interest, both physical and
abstract, and that these notions are potentially specific to certain applications
or domains. It is necessary that clients are able to define, compose and use new
notions of proximity.

In other words, if a new entity joins a certain environment and looks for ser-
vices of a certain type that are “close” to it, this entity ought to be able to use
its own notion of what it means to be nearby. This means that the proximity
function should be defined by the client itself, not pre-defined by the under-
lying infrastructure. In this case there is no globally shared understanding of
the proximity, rather a subjective view of the client, that reflects the particular
requirements of the application.

3 Perspective: A Proximity Metaobject Protocol for
AmbientTalk

Pervasive computing systems typically fail to support many abstract and com-
posable notions of proximity, as well as to allow subjectivity in proximity def-
initions. It is clear that such flexibility raises important challenges at the im-
plementation level. It is however, to our understanding, a very important and
valuable approach to enable better scalability and usability in open pervasive
computing systems.

We are currently exploring a proximity metaobject protocol for the Ambient-
Oriented Programming language AmbientTalk [3]. Metaobject protocols are well-
defined interfaces to the language implementation that allow the semantics of
the language to be customized by programs [5]. In our case, this extends to a
distributed language with proximity support.

We plan to first provide this proximity metaobject protocol at the service
discovery level. In a second phase, it is necessary to go further, considering that
since proximity can change dynamically, a service that was near at the time of
discovery may “move away” while interactions are in progress.

Finally, although subjective notions of proximity imply that one client per-
ceives its surrounding in a particular manner, it is important to distribute the
evaluation of proximity functions among nodes, to limit network traffic. It can
also be interesting to actually propagate proximity functions so as to dynamically
upgrade the knowledge of involved participants with new proximity notions.

4 Summary

In this position paper, we have drawn attention to the important notion of
proximity for building scalable and relevant pervasive computing and ambient
intelligence applications. Starting from the different possible notions of proximity
that can be useful, both physical and abstract, as well as their user-defined
composition, we have argued that proximity should not be hardwired into the
infrastructure, but rather supported in a way that makes it possible to use
application-specific notions in a subjective manner.
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Abstract. Distributed memory management is substantially complicated in mo-
bile ad hoc networks due to the fact that nodes in the network only have inter-
mittent connectivity and often lack any kind of centralized coordination facility.
Leasing provides a robust mechanism to manage reclamation of remote objects
in mobile ad hoc networks. However, leasing techniques limits the lifetime of re-
mote objects based on timeouts. In mobile networks, we also observe that devices
need to continuously adapt to changes in their context. In this position paper, we
argue that changes in context not only require adaptation in the behaviour of the
application but also permeate to distributed memory management, leading to the
concept of context-aware leasing.

1 Introduction

The recent advances in the field of Ambient Intelligence (AmI) have set new challenges
to the development of a new type of distributed applications with sophisticated char-
acteristics. AmI applications are distributed among mobile devices interconnected by
wireless communication media that allow them to interact spontaneously with other
devices in the environment forming mobile ad hoc networks. Example mobile ad hoc
networking applications range from modest, already commonplace applications like
collaborative text-editors, to more futuristic pervasive and ubiquitous computing [11]
scenarios. Such scenarios also introduce new opportunities to build applications that
can sense and deal with changes in their physical and computational context. Typically,
these context changes require adaptation in the behaviour of the application.

In previous work, we have explored the impact of the hardware phenomena of mo-
bile networks on distributed memory management and proposed the use of leasing [4]
as a robust technique to reclaim remote objects in such network topology [3]. This paper
focuses on the repercussions of context information on leasing and subsequently pro-
poses the integration of context events directly into distributed memory management
resulting in the concept of context-aware leasing.

2 Context-awareness and Leasing

Before discussing the repercussions of context-dependent adaptations on distributed
memory management, we first introduce some terminology and concepts from the area
of context-awareness and leasing.
� Research Assistant of the Fund for Scientific Research Flanders, Belgium (F.W.O.)
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Leasing. Leases were originally introduced as a fault-tolerant approach in the context
of distributed file cache consistency [4]. A lease denotes the right to access a resource
for a limited amount of time. In distributed memory management, remote references
play the role of the lease and the objects they refer to play the role of the resource.
In other words, client objects from other machines can reference remote objects by
means of leased object references. Therefore, a leased object reference is a remote
object reference that grants access to a remote object only for a limited period of time.
When a client first references a remote object, a leased object reference is created and
associated to the remote object. From that moment on, the client accesses the remote
object transparently via the leased reference until it expires. A leased reference can be
renewed or revoked before its lease time expires. When the time interval has elapsed,
the access to the remote object is revoked, i.e. the lease expires and thus the client can
no longer access the remote object. Once all leases for a remote object have expired,
the object can be garbage collected when no local references refer to it.

Leases are a robust technique for distributed garbage collection in mobile ad hoc
networks such that remote objects can be reclaimed in face of both transient and perma-
nent disconnections. In previous work, we described the above sketched leased object
references as time-decoupled remote object references with built-in leasing semantics
[3]. Throughout this paper, we assume such a leasing approach as the basis for our rea-
soning and examples. In what follows, we introduce specific features necessary for this
paper but further details are available in a technical report [3].

As in contemporary leasing approaches (e.g. in Java RMI [9], Jini [10] and .NET
Remoting [6])), the lifetime of remote objects is determined by means of timeouts. Our
leasing approach also incorporates two variants of leased references which transparently
adapt their lease time under certain circumstances. The first variant is a renew-on-call
leased reference that automatically prolongs the lease upon each method call received
by the remote object. The second variant is a single-call leased reference that automati-
cally revokes the lease upon performing a method call on the remote object. Such leases
are useful for objects which adhere to a single call pattern such as the callbacks objects
that are often passed along with messages in asynchronous message passing schemes to
return computed values. Our leasing approach provides the following language support
to create a basic leased reference and the two above mention variations:

lease: timeout for: object
renewOnCallLease: timeout for: object
singleCallLease: timeout for: object

A leased reference created with the lease construct only lasts for the given time un-
less a renewal or revocation is explicitly issued. The renewOnCallLease construct cre-
ates a lease that is automatically prolonged on every message invocation with timeout
value. Finally, singleCallLease construct creates a lease that expires either after the re-
mote object receives a single message or when the timeout expires if no messages
have been received. Other language support is provided to explicitly manipulate the
lifetime of a leased reference ( i.e. renew and revoke language constructs).
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Context-awareness. We adopt the definition of context information as proposed in
[5]: context is any piece of information which is computationally accessible. Examples
of such information include not only information that can be automatically extracted
from the surroundings by means of sensors (e.g. location or temperature), but also in-
formation from the computation environment (e.g. when devices disjoin and join the
network) or user preferences. For the sake of this paper, we assume the existence of a
mechanism to extract meaningful context information, e.g. ContextToolkit [8], and the
use of a common standard ontology for context information that allows applications
to understand this information [7], i.e. all applications use the same terminology for
context events.

In the remainder of this section, we discuss the effect of such context information
on leasing and illustrate why we need extensions to leasing to deal with it.

2.1 Leasing based on time is not enough

Leasing allow developers to guide the distributed garbage collector by determining the
lifetime of remote objects. However, this places burden on developers. Determining the
proper lease period is not straightforward and may even depend on system parameters
such as the number of clients. Typically, leasing only allows developers to express the
validity of a lease based on timeouts [9, 10, 6]. In mobile ad hoc networks, we observe
that the validity of the leased reference can also depend on changing context parameters
which monitor different types of events such as hardware events (e.g. disconnections of
devices) or physical events (e.g. location of devices). As a concrete example, consider
a remote reference which should remain valid only while the battery level of the device
hosting the remote object is above an acceptable limit. A first approximation to imple-
ment this scenario in our leasing approach is to extend the lease language construct as
follows:

renewOnCallLease: minutes(10) renewalConditions: {if: { batterylevel > 10%}}
for: object

The above code excerpt illustrates the use of a boolean condition in a renew-on-call
lease so that the leased reference is automatically renewed in relation to a context event,
i.e. battery consumption.

Such renewal conditions can also be applied to other context events. Consider an
example of a user attending a conference who wants to print one of their PDA files on
a printer located at the conference building. Typically, such users will have restricted
access to the resources available during the time that the conference is held, e.g. their
internet access is limited to the conference building or they cannot print more than
100 pages. This example could be modelled in our leasing approach by extending the
lease language construct to express the lease time in terms of boolean conditions. For
example, restricting the number of pages that a user can print could be expressed as
follows:

lease: getTimeLeft(days(3)) revokedOn: {if: { printedPages > MAXIMUM}} for: (
object: {
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printingQueue : Queue.new();
def print(doc){
queue.add(doc);

}
}

)

As shown in the code above, a leased reference to a remote object offering a printing
service will thus expire either when the conference finishes, i.e. in 3 days, or when the
user exceeds its printing quota.

Another example of the impact of context information on leasing is related to the
connection volatility phenomenon featured in mobile ad hoc networks. Transient dis-
connections should not affect an application, allowing both parties to continue their
collaboration where they left off. Often, a remote reference may only be useful while
the devices are in each others communication range. Note that a disconnection event is
not related to time: it can happen at any point in time in mobile ad hoc networks due to
the mobility of devices together with the limited communication range of devices. As a
concrete example, consider an application to visualize the map and request sightseeing
information of a site as the user moves about. The application will interact with devices
embedded in different locations (e.g. buildings or touristic information points) to visu-
alize the map and get information about a particular location. As the user moves out
of range, the leased reference established between devices will become disconnected.
However, such references can be immediately revoked since the application will search
another suitable service in the environment to rebind the reference.

All these examples demonstrate that applications running on mobile networks need
more semantic means to express the validity of leased references than merely timeouts.
A leasing mechanism needs to incorporate context information in their semantics to
provide developers more expressive language constructs to create and manage leased
object references.

2.2 Adaptive Leasing: Changes on the state of a leased reference

In the previous section, we use renew-on-call leases which are automatically prolonged
upon each method call. Although in those examples we assumed that the renewal time
is the time interval specified when a leased reference is created, our leasing mechanism
also allows developers to specify a renewal time. Renewing a lease means to change the
state of the leased reference which is extended with a certain time interval.

Determining the proper renewal time is another issue to consider in any leasing
mechanism. In particular, questions arise regarding how long this renewal time should
be since it may depend on dynamic parameters of the system such as the number of
clients. In order to abstract away as much as possible such low-level leasing manage-
ment details, a leasing approach where the renewal time is dynamically adapted seems
much more suitable. We observe that such adaptations are also based on context in-
formation. For example, objects exported in the context of a transaction, i.e., banking
payment, could be renewed with a longer time interval in order to increase the level of
robustness in the presence of transient failures so omnipresent in mobile ad hoc net-
works. On the other hand, leased references to remote objects that can be reconstructed
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with persistent data from a database could be renewed with a smaller time interval.
Such examples illustrate that changes on the state of a leased reference performed by
renewals may depend on context information.

In the context of service-discovery protocols, Bowers et al. have proposed self-
adaptive algorithms for varying lease periods in response to the system size [1]. Al-
though the authors specifically focus on restricting the lease time to guarantee minimum
average responsiveness in a Jini system, this technique can be interpreted as another in-
stance of how a low-level parameter in the computation context, i.e. responsiveness of
the system, influences the frequency of renewal of leased object references. We argue
in favour of a generalization of such adaptive techniques based on context information.

2.3 Distributed Garbage Collection Policies: Changes on the behaviour of a
leased reference

We observe that changes in context not only affect the state of a leased reference as ar-
gued in the previous section, but also its complete behaviour, i.e, they introduce changes
on the way how remote objects are collected. Recall the example of a user in a confer-
ence who wants to print one of their PDA files. The leased reference between the user
and the printer located at conference eventually expired when the conference termi-
nates. Consider now the same interaction at the user’s home. In that case, the leased
reference can be permanently kept since the user will return home eventually and print
other files. This is a naive example but it illustrates that depending on the physical en-
vironment where devices are, different distributed garbage collection strategies can be
applied. For example, a leased reference that never expires, i.e. a strong reference, can
be applied if the user is at home or a leased reference for a concrete time interval if the
interaction happens at a conference. We claim that there is no single strategy to reclaim
objects in mobile ad hoc networks. However, a leasing mechanism should still provide
means to adapt its behaviour in relation to changes on the context of the application.

3 Position Statement

Applications running on such mobile networks must adapt their behavior to different
context events such as frequent disconnections of devices or location of mobile devices.
Leasing provides a robust mechanism to reclaim remote objects in such sophisticated
network topology. However, in current leasing approaches the validity of a leased refer-
ence is entirely based on timeouts. We have demonstrated by means of concrete exam-
ples that more expressiveness is required to determine the period of validity of a leased
reference and how context information permeates to distributed memory management.
As a result, we argue that leasing should to be augmented with context information:
distribution memory management should be aware of the changes on the context of
application to properly reclaim objects in mobile ad hoc networks. We thus propose
context-aware leasing as a generalization of leasing which in response to context in-
formation provides automatic adaptation of the renewal time of leased references and
dynamic adaptation of different garbage collection strategies.
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We are currently implementing the extensions to leasing that we describe in this pa-
per in AmbientTalk[2], a programming language especially designed for pervasive com-
puting. We have already experimented with different combinations of the three types of
leases supported and explored the integration of leasing with other language constructs
such as futures. In future work, we want to explore a number of open issues such as
how to deal with combinations of contexts events or performance considerations.
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Abstract. Because of the unique nature of the AmI domain, specifically
the high amount of industrial involvement in this area, we fear that a
classical long-term scenario for the use of academic research is no longer
valid. In this paper we argue that the AmI research community should
adapt to this context. To do this, we consider a short-term approach,
and raise some points for discussion.

1 Introduction: A Pessimistic Scenario for AmI Research

The main goal of research at an academic level is to investigate fundamental
problems. Concrete applications of these research results in industry can be
typically estimated to be ten years into the future. This estimation however
presumes that innovation in the industry proceeds at a steady pace, building
on existing research work. The question we wish to raise here is how in the
booming area of AmI, which has some radically new constraints, we can still
perform research at academic level while being relevant to the industry.

The idealized scenario for research at an academic level is as follows. This
research is the search for conceptually clean solutions for fundamental problems
faced in the domain at hand. These are, therefore, inherently long-term goals,
and the focus is not on creating industrial-strength solutions. The closest this is
approached are demonstrators of the, possibly exotic, solutions. Achieving indus-
trial applicability of such work is performed by industry R&D labs. This more
short-term endeavor can rely on previously published results. It then provides
an industrial-strength implementation of the conceptual solution as envisaged,
a decade in the past, by academic research.

How does this idealized scenario apply to the AmI domain? We think it does
not. Consider AmI development by the industry and look at the pace at which
hardware development has progressed. PDA’s have now become machines with
enough power to run 3D-games. Run-of the mill cellphones have 16Mb of ram,
smartphones have 64Mb of ram. Wireless connectivity, e.g., using Bluetooth,
comes as standard on almost all these devices. Linked with this abundance of
features is the software that is being developed for these systems by the industry
right now. But it is not trivial find few research results of, say, seven years ago,
that are directly applicable by industry in this context. For example, for the
work on supporting connection volatility we shall describe in the next section,
we were hard-pressed to find relevant related work. Because AmI has popped up
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on the software research radar so recently, there is not enough mature work that
is usable by the industry. On the other hand, however, the hardware is out there
now, and there is an immediate need for the software to exploit these features
to the fullest.

Instead of the idealized scenario above, we fear for the following, more pes-
simistic scenario: In absence of research work that can be reused, the industry
will create their own solutions to the problems they face. It is clear that AmI is
a domain that promises to be very profitable, so in the extreme case, companies
will just throw resources at the problem until a workable solution is found. As a
result, the efforts performed by industry will vastly out-pace what is done in the
research community. The industry will hack together their solutions now. These
solutions will not be elegant, may be hard to develop and maintain, and have
a significant performance or memory overhead, but they will work, and they
will sell. As a result, by the time academia has a clean and elegant conceptual
solution that is demonstrated to be applicable, say three years from now, too
much time will have passed. The industrial hacks will have been in use for years,
and have become entrenched. Furthermore, the industry will have moved on to
new opportunities.

The important question that is raised by the pessimistic scenario is: how can
academic research stay relevant in such a setting? We see two ways in which
this can be achieved. A first way is to set our goals in the far future, so that we
have ten years before the industry need is apparent. We think that this would
however exclude a number of current-day research topics like, e.g., management
of connection volatility or context-adaptation. The existence of these topics is
quite well-known outside of research, they are good candidates to be addressed
first by the industry. A second solution is to attempt to think in a shorter term:
take smaller innovation steps that have the ability to be incorporated by industry
quickly, say two to three years.

In our research we have chosen to take the second route. We attempt to take
smaller steps that may be picked up by industry more quickly. To illustrate how
we are taking this route, we will briefly discuss our current research on abstract-
ing connection volatility, called Spoon-Graffiti. We will then raise a number of
questions for discussion, before concluding this position paper.

2 Spoon-Graffiti: Targeting The Day After Tomorrow

To achieve a higher chance of being industrially relevant in a shorter time-frame,
we have taken a pragmatic approach. We focus on making smaller conceptual
contributions, that are implemented using technology that can be considered less
exotic. The problem we are addressing is providing abstractions for connection
volatility that are also able to reduce the cross-cutting nature of this concern.

2.1 Tagged Futures

The abstraction we propose is the use of tagged futures. Futures [3], also known
as promises, have already been proposed as a mechanism to address issues with
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connection volatility, by Dedecker et al. [1]. We can use futures as empty place-
holders for return values of network operations. When the return value of the
operation is known, the future transparently changes to that value. This process
is known as future resolution. As long as the contents of a future are not accessed,
it can be passed around like any other object. However, when the future itself is
accessed, the application blocks until the future is resolved.

Futures have the important advantage that they do not introduce any tan-
gling of the connection volatility concern in the application. Their downside is
however that they do not provide support for specifying offline behavior, the
application simply blocks. We are investigating the concept of tagging futures
with metadata that specifies mock values to be used instead of blocking. This
then goes hand in hand with an update mechanism to allow these mock values
to be replaced with the real data when the future is resolved, and an invalidation
mechanism that reverts these to the mock values upon disconnection.

2.2 Spoon Graffiti: Implementing Tagged Futures in Java

Our experiments are performed using Java and rely on Java annotations for
the expression of metadata. The annotation features of Java are known to be
used in industry, e.g., they are extensively used in the Enterprise JavaBeans V3
standard, arguably an industrially important middleware standard. In general,
to implement the behavior associated with annotations, an annotation processor
is added as an extra compile-time phase. For our research, we have chosen to use
the Spoon transformation engine [2], and our system is called Spoon Graffiti1.

To use tagged futures in Spoon Graffiti, a developer adds @Future anno-
tations to fields or getter methods, which takes an optional parameter. This
indicates that these objects should behave as futures. If no optional parameter
is given, read accesses of the fields or calls of the getter methods in an offline
state will block. The optional parameter of the annotation specifies an expres-
sion to be returned as a mock value, instead of blocking. Future resolution needs
to be implemented by the developer, as standard Java does not provide a pow-
erful enough meta-level to perform this fully transparently. Future resolution is
implemented in a method that is annotated by the @Connect annotation. The
method should replace the contents of the different annotated fields with the
value to be used when online. While this entails extra work, this does have the
upside that the developer has full control over the future resolution mechanism.
Similarly, the developer needs to implement methods for the update mechanism
in the different classes that need to be aware of such updates. These methods
are then annotated with the @Online tag. The invalidation mechanism is alike,
where the @Offline tag is used. At compile-time Spoon Graffiti transforms the
code of the application, as directed by the annotations, achieving the semantics
associated with the annotations.

1 Because the future is tagged.
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2.3 Experimental Results

Experiments with tagged futures, and our implementation, show that the concept
works quite well, and is applicable in typical AmI scenarios. A good example is
a shopping list application, where, if a connection is made to a shop server when
a customer is inside the store, extra information is obtained, such as the price
of products. This information is actually a tagged future. In an offline state the
default value for the price is specified as to be determined (the String "TBD"). The
resulting behavior of the application is that items can be added to and removed
from the list, both in an online and offline state. Whenever the application is
online, i.e., has a connection to the shop, the "TBD" values are replaced with the
actual values. When the connection is dropped these values revert to "TBD". As
a result, the prices always reflect the prices of the store the customer is in.

2.4 Discussion

Using standard Java has allowed us to fairly straightforwardly make a exper-
imental shopping list application complete with user interface, reflecting the
minimal behavior of such an application. Creating a more complete application
is in line with the goals of our lab to produce fully functional platforms and
tools. The rationale for this goal is that it allows issues to be raised which are
overlooked in less complete implementations. The benefits of such a holistic ap-
proach are also present here. We first made an implementation using blocking
futures, inspired from the proposal of Dedecker et al. [1]. Coupled with the user
interface behavior this however caused our application to immediately lock up
in an offline state. The reason for this is that the user interface tries to display
the extra information, e.g., the price. This constitutes reading the future, which
blocks. As a result the user interface thread of the application is blocked, and
therefore the application locks up. Tagging the future with a default value avoid
this erroneous behavior.

Using languages that are less research-oriented, and conforming to standards
that are used in industry, Java and annotations in our case, is known to add a
certain overhead to the experimentation process. This is as these languages were
not designed for flexibility, and adhering to standards automatically adds over-
head. However, because of our use of an existing tool for code transformations
based on the annotation standard, we were able to perform our first experiments
quite quickly. Furthermore, as we are using standard Java, we have full access
to its IDE tools and myriad of libraries, allowing us to fairly quickly build the
experimental application, complete with user interface and network communi-
cations. Contrast this with the other extreme of defining radical new languages
or language constructs that are made to provide good support for experimen-
tation. Their implementation can require a significant cost upfront, and they
do not automatically benefit from IDE support (e.g., a debugger) and libraries
(e.g., user interface support). These downsides of special-purpose languages are
already known, of course, an interesting treatment of this theme is performed
by Stroustrup in [4]. Furthermore, such radical approaches are not so likely to
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be adopted by the industry in the short term. As a result, the combination of
this with a significant upfront cost negates the goal of making changes that can
be incorporated by industry quickly.

3 Questions For Discussion

Our experience with Spoon Graffiti and the concept of having more short-term
targets raise a number of interesting points for discussion. We itemize them here
and outline our stance.

– Which of the two scenarios proposed in the introduction is the most per-
tinent? We assume the pessimistic scenario, hence our decision to aim for
more short-term innovations that still are conceptually sound.

– What is the overhead of building prototypes due to the use of a more indus-
trial language? The disadvantage is that such languages are not designed for
experimentation, but the advantages in use of programming environments,
libraries, and rate of industrial acceptance need to be taken into account.

– Are tools and standards that are starting to be accepted in industry, e.g.,
code transformations based on annotations, becoming powerful enough to
use them for research? Our experience with code transformation, both in
Java and previously in Smalltalk showed us that the use of a good code
transformation tool (in Java) can make up for features of a superior language
that are missing.

– Supposing that we take a short-term pragmatic approach, such as we have
illustrated above, are we still slower than innovation performed in industry?
If so, we still run the risk of becoming irrelevant.

– Should we take small, discrete, steps? Their advantages are not only that
they can be adopted faster in industry, research-wise they also can be val-
orized faster.

4 Conclusions

The position we take in this paper is the following. Because of rapid develop-
ment by industry in the domain of AmI, the classical long-term scenario for the
usability of research results, has a high risk to make these results irrelevant.
Instead, we should aim for more short-term results that are still conceptually
clean. Furthermore, we should take into account how these can be transferred
to industry more rapidly and consider the tradeoffs that this involves.
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Abstract. In the last years, we have witnessed the increase in the popu-
larity and capabilities of mobile technologies. This evolution has enforced
the idea of smart environments, in which devices are aware and able to
react to changes in their environment. In this position paper we describe
a specific approach for the development of context-aware software. We
propose to make existing applications context-aware by means of three
main components: context models, high-level rules and code-generation
processors. We present each component and analyze the issues related to
the development of context-aware software following this strategy.

1 Introduction

The proliferation of mobile devices in everyday life is moving from fixed com-
puters to a wide range of smart and mobile devices with wireless networking
capabilities. Mobility opens the door for new kinds of challenges in software, one
of such is the capability to adapt applications to be aware of the context and
to react properly to its changes. By context we informally mean a set of situa-
tions in a given environment at a given time. In order to achieve this awareness,
devices and applications should interact with each other to share context infor-
mation, gathered mostly through physical sensors that can detect different data
such as temperature, time or presence of other nearby devices.

Context-aware applications require mechanisms to specify actions when con-
text changes. One way to do this is through the definition of a language in which
we are able to express specific behavior in the following form: for some spe-
cific context conditions, perform an action. This structure has two main parts,
the conditions on the context and the action that has to be performed when
the conditions are met. In this paper we discuss the issues related to guiding the
behavior of applications based on the events produced by changes in the context.

Model-driven Architecture (MDA) [6] aims for a higher level of abstraction
in software development, by separating the business elements from the specific
details related to the platform and implementation issues. We intend to follow
the same strategy with the definition of high-level rules to express the behavior
and the preferences of users in a platform and implementation-independent way.
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These rules can be used then as an entry point to a process of code transforma-
tion.

This paper is organized as follows. In section 2 we present a brief summary
of the related work. In section 3 we first introduce our approach to the develop-
ment of context-aware software. Then we describe the three main components
of our proposal: a context model that represents the basic structure of context
information, a rule language to express the context-action pairs and a process
that adapts the application based on the context model and the rules. Finally,
in section 4, we present some conclusions.

2 Related Work

There are several related areas involved in the development of context-aware soft-
ware. We introduce briefly some of the most relevant, classified in three different
categories. Firstly, the middleware and the implementation details. Secondly,
the representation of context information, and finally, the use of rules to express
behavior in terms of high-level elements.

On the implementation side, the need for new middleware arises. As stated
in [13], current middleware technologies are not adequate to handle the restric-
tions that mobility and smart environmental systems impose. These character-
istics include: volatile connections, processing and memory restrictions on mo-
bile devices, narrow communication channels, reduced screens, restricted input
mechanisms, and the list goes on. A set of context-aware implementations can
be found in the literature, which, represent working prototypes of context-aware
applications. Some of these implementations are Hydrogen [5] a three layer archi-
tecture and a framework to support context-awareness, Gaia [11] a middleware
infrastructure to support the development of mobile and ubiquitous systems,
and CybreMinder [2] a prototype application implemented using the Context
Toolkit [12], to handle reminders associated with context information. We as-
sume as a basis for our approach that a context-aware middleware exists and
that is able to propagate updated context information.

An approach to develop adaptive service-oriented is presented in [8]. In this
approach, the authors aim for the generation of adaptation points for a given
application, based on meta data. Then, at runtime and using these points of
adaptation exposed as services, context-sensitive aspects can interact with the
original application and adapt properly to the situation. In our approach, we
also start from meta data about the applications, but we also use high-level
rules that describe the desired behavior of applications to face a context change,
and information about other devices and applications. With this elements, we
propose to build code-generation processors to generate the parts that the ap-
plication requires to be context aware. Our approach and all the elements on it,
will be described in more detail in section 3.

A different field is concerned with the representation of context information.
A generic ontology is presented in [10]. It is based on four main concepts: user,
environment, platform and resources. Here, ontologies are mainly employed to
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enable communication across different devices in the same network. The Unified
Modeling Language (UML) can also be used to model context, as proposed by
ContextUML [1]. This is a language for the model-driven development of context-
aware web services. Here the models are used to separate the definition and
information related to the context from the specific implementation. There are
other characteristics that make context information difficult to model. As stated
in [4] and [3], sometimes it is necessary to differentiate between static and dy-
namic information. Static information refers to data that does not change, for
example, the name or date of birth of a user, whereas dynamic information refers
to data that may change over time as for example the location of a user.

As we will show in detail in Section 3.1, we borrow some concepts from these
and other approaches to construct our own context information model using an
UML class diagram.

Finally, rule languages are used in some cases to achieve context-awareness.
CRIME [7] for example, is a prototypical implementation of the Fact Space
Model, which is a coordination language that provides the applications a view
of their environment. The rules in CRIME describe the behavior of the applica-
tions according to the context information. CRIME also deals with disconnection
by invalidating the facts and the conclusions that are drawn from devices that
are no longer available in the environment. As we describe and argue in Section
3.3, it is our intention to compile context rules, rather than to interpret them.
A result of our approach is that we will not be able to invalidate inferred facts
when the context changes.

3 Context-Aware Applications

In this section, we present our approach to the development of context-aware
applications. We define high-level rules to express software adaptation to context.
Using a rule language, it is possible to specify the preferred actions to follow
changes in context. The rules are then transformed into software assets that are
merged with the existing application.

To illustrate this approach, let us consider for example a basic jukebox ap-
plication. This application has a standard functionality: play a song, surf a list
of songs, and turn the volume up and down. If we wanted to introduce context-
awareness, we would need to transform the application to add some extra be-
havior, for example, to detect if there is a cellphone nearby and, subsequently, to
turn the volume down automatically. In such a transformation we do not want to
create new functionality to turn the volume down, but to use such functionality
whenever a cellphone is present in the context. To achieve this functionality we
propose a process like the one shown in Figure 1.

In this diagram, there are three main parts. First, we need a model to ex-
press context information (ContextModel). That way, we are able to represent
information related to users, devices, location, time, etc. The rules(High-level
Rules), on the other side, represent the actions to be followed by the context-
aware application when a certain change in the context occurs. Finally, there is
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Fig. 1. Process to transform non-context-aware applications

a transformation process in charge of extending the (non-context-aware) original
application, taking as input the context model and the rules.

3.1 Context Model

Regardless of the variety of devices, there should be a common understanding
between all the participants about the context information they want to share.
To achieve this, we first design a context meta-model (left side of Figure 2), to
describe the classes and relationships in a context model for a given situation.
The first element is the Context which stands as the root of the meta-model.
A Context contains ContextDescriptor and Entity elements. The Entity ele-
ments represent all the actors of an environment, for example the users and their
devices. Entity as well as ContextDescriptor elements may have a group of
Attribute elements. Finally the Entity offers functionality represented by the
Service element. On the right side of the (Figure 2), there is a context model
that conforms to the context meta-model. This model represents a particular
context in which there are Jukebox and Cellphone elements, contained in an
Environment. Here we use the stereotypes to represent the relation between the
elements in the model and their corresponding meta-class in the meta-model.
The context model should be used as the language to express behavior and
actions to follow in the high-level rules.

Aside from having a structure to represent context information, it is necessary
to define the responsibilities for populating the context model. In context-aware
software development, where a wide variety of devices and applications interact
in the same environment, fundamental questions have to be addressed such as,
what part is responsible for keeping the context information up to date, and
what update strategy is going to be used. For example, when someone holding a
cellphone arrives, it is possible that the jukebox application retrieves the updated
context every once in a while and detects the new device, but it is also possible
that an underlying middleware triggers an event when the cellphone is detected.
In our proposal we assume the presence of a middleware that generates an event
every time a change in the context is detected.
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Fig. 2. Metamodel and model of context information

3.2 Rule Language

As we mentioned in Section 1, rules play an important role in our approach. By
writing rules in terms of the context model, we think it is possible to express
the desired behavior of the applications. We consider that a scheme where rules
express conditions of the type IF (condition) THEN (action) is appropriate
for our purposes. The condition as well as the action can be written in terms of
the context model as is shown in the following example:

IF(Cellphone.name = MyCellphone)
DO Jukebox.decreaseVolume

Here we present a single rule that evaluates a condition and describes an
action to follow, if the condition is met. In this case, the jukebox application is
asked to decrease the volume if a cellphone with the name MyCellphone exists in
the context model. One important question to answer about the rules, is when
they need to be evaluated. This is directly related to the mechanisms we use to
keep the context information updated. As we mentioned en the previous section,
we assume the existence of an underlying middleware in charge of populating
the context and of notifying the application whenever a change in the context is
detected and the model needs to be updated.

3.3 Program Transformation

Given that in our approach we propose to extend existing applications so that
they are sensible to changes in the ambient context, a module that transforms
these applications is necessary. Such transformation must insert into the ap-
plication the concepts described in the context model, and it must modify its
control-flow to reflect the behavior specified by the rules.
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We opt for a compile-time adaptation of the program rather than a dynamic
one to better cater for the limitations of current ambient execution environ-
ments. Indeed, mobile devices deal with restricted resources in terms of available
memory and processing power. By relying on source code transformation, our
approach does away with the overhead of additional libraries or custom execu-
tion environments (for example, a modified Java VM) that would be needed for
dynamic adaptation. In addition to this, by including the context model descrip-
tion and rule set definition at compilation time, it becomes possible to compile
rather than interpret the context rules. This will allow the transformation mod-
ule to optimize their implementation, although, to what degree remains to be
seen.

To perform the transformation, programmer inserted annotations in the base
application, as well as the context model and rule set, will be consumed by a
source code processor. This processor will be responsible for the weaving of the
rules and context entities in the base program, while leaving the application’s
original function intact. To implement the transformation for programs based on
Java, we use the Spoon framework [9], since it provides a fine-grained representa-
tion of the program and offers several facilities for the processing of annotations.

Nevertheless, by using a compile-time approach, we cannot offer certain capa-
bilities to users as to create or modify rules at runtime. To minimize the impact
of such restrictions, it is imaginable to create means to automatically compile
and deploy new rules. However, the development of this kind of features remains
as future work and is out of the scope of this paper.

4 Conclusions

Despite the recent wave of attention in context-aware systems, we think that
there is still a gap in order to bring context modeling to a real implementation.
First, we believe that models ought to be used not only to exchange design ideas,
but also as a core of the development of context-aware applications. We envision
context models being used in transformation and generation processes. As such,
code will be generated in order to adapt applications according to variations on
their context.

This paper presents our approach to making existing applications context-
aware by means of context models, high-level rules and code-generation proces-
sors. This approach is currently mostly in the conceptual phase, although most
parts have been implemented or can be largely based on our previous work and
experiences. The largest challenge is without doubt determining the locations
in the existing application where the transformed high-level rules and context
information need to be inserted. Another fundamental question is to what extent
we will be able to generalize our approach, independently of the application that
we wish to transform.
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1 Introduction

The hardware advances in networking technology of the past few decades have
resulted in novel kinds of distributed systems, commonly referred to as mobile ad
hoc networks. Such networks are populated by small, mobile handheld computers
or cellular phones interconnected by highly volatile wireless communication links.
Whereas the resources of these devices tend to be limited, their true strength
stems from their ability to seamlessly integrate computing into our everyday life.
A crucial factor to preserve this integration is that devices and the applications
they host respond to the context in which they are situated.

The development of context-aware applications is widely supported by a large
variety of frameworks such as JCAF [1], WildCAT [2], and Lime [6]. A com-
mon trait of these frameworks is that they cater for an event-driven programming
style, where reactions are triggered as context events are fired. The one-to-one
mapping between events and reactions requires that a reaction which is to be
triggered when two context events occur simultaneously should install two sep-
arate event-handlers and hard-code the combination logic in the event handlers.

In previous work we have presented Crime, a logic coordination language
which allows expressing reactions to be triggered upon the simultaneous occur-
rence of various context events [5]. By capturing these constraints in general-
purpose rules, additional conditions can be imposed in a declarative fashion.
Hence, Crime alleviates the need for imperative checks to be performed in body
of the context event handlers.

On the other hand, we have also built Halo, an aspect-oriented extension
to the Common Lisp Object System that supports reasoning about the execu-
tion history of a program in its logic-based aspect language, and thus enables
expressing context-aware aspects [4].

In previous experiments, we have noted that although Crime allows one to
reason about the current context, it can be equally interesting to reason about
context events which were fired in the past. The next section provides an example
scenario which illustrates a clear use case for this behaviour. This position paper
proposes to integrate features of Halo into Crime as a basis to explore reasoning
about past events in context-aware middleware.
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2 Scenario

In previous work we have presented the following scenario as an example of a
complex context-aware system whose behaviour can be expressed in a declarative
fashion using Crime [5].

Alice, Jim and Bob are students which share an apartment. A great deal
of their life is all about music. When one of them is relaxing in the joint
living room of their apartment, it is quite common to find their jukebox
playing music. Unfortunately, they do not always share one another’s
taste in music. Whereas this might be a recipe for endless quarrels in
any other situation, there is no arguing over who is in charge of choos-
ing the music being played. This is due to the fact that the jukebox
is in fact a small computer (a Mac Mini in our setup) which combines
information regarding the presence of its users with their respective mu-
sical preference to construct a playlist which is acceptable for all present
users. Moreover, if Alice, Jim and Bob invite some friends, their musical
preferences can be taken into account as well. Finally, the jukebox also
stops playing automatically when it detects that no-one is present. [5]

In this paper we impose an additional constraint on the system. In order to
avoid playing the same songs over and over again, the jukebox should avoid
playing tracks that its users have heard while they were previously in the room.
As we will demonstrate, keeping track of such songs in Crime – such that the
reasoning engine can actively use this knowledge – is greatly facilitated by the
introduction of Halo’s temporal operators. However, before delving into more
advanced topics, the next section first presents the core of Crime and Halo.

3 Contextual and History-based Reasoning

3.1 Contextual Reasoning in a Mobile Environment

Crime is a coordination language dedicated to reason about context information
in a mobile environment [5]. The language consists of two essential building
blocks: a data model and a programming model.

Crime’s data model – called the fact space model – extends upon the fed-
erated tuple space model popularised by Lime [6]. The chief difference between
both systems is that tuple spaces correspond to a white board where messages
can be published, read and removed, whereas Crime considers a distributed
knowledge base describing the context of all nearby devices. The chief opera-
tional difference between both models is that in a distributed knowledge base
both the assertion and the retraction of a fact are meaningful events which may
trigger reactions. The retraction of facts is automatically triggered when context
providers disconnect, allowing programs to respond to the (presumed) invalidity
of the information they provided.
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Crime’s programming model consists of a rule-based formalism with a syn-
tax akin to Prolog to describe the causal relation between (a combination of)
context events and the corresponding context event handlers. The Crime rules
are interpreted by a Rete network which allows for an event-driven and opti-
mised reasoning engine [3]. Rete is a forward-chained algorithm which actively
derives every valid conclusion from given a set of facts. As a consequence, Crime

applications do not need to manually query the fact space, as the appropriate
context event handlers are triggered automatically when the reasoning engine is
notified of changes to the fact space.

3.2 History-based Aspects Using Logic

The need to reason about past program state in order to correctly handle events
does not only manifest itself in context-aware systems for mobile ad-hoc net-
works. An interesting parallel can be made with aspect-oriented programming
languages offering support for expressing context-dependent behaviour, in e.g.
the domain of business rules. One such business rule could be that in an e-
shop application, discounts a customer receives upon checkout should depend
on whether a discount was active when the user added the item to the shopping
cart. This strategy is to be preferred over taking into account discounts active
at the checkout, since customers respond badly when they see items they have
selected when a discount was active have become more expensive [7, 4].

Similar to event-driven programming approaches like Crime, aspect-oriented
pointcut languages allow responding to events (in this case in the program exe-
cution) using, for example, a combination of execution and cflow predicates.
However, they typically fall short when events are considered relevant which are
no longer active (i.e. they are no longer on the dynamic call stack).

Context-aware aspects introduce an extensible pointcut language where con-
text information can be aggregated into a context snapshot. These snapshots can
be used to determine whether a pointcut occurs in a conceptual context which is
no longer necessarily tied to the dynamic call stack [7]. Whereas that framework
is very general, the need to manually snapshot context at certain points in time
imposes an imperative style where programmers are actively considering how
reasoning about past events should be facilitated.

Halo is an aspect language, built upon the idea of context-aware aspects,
yet introducing them in the form of a logic-based pointcut language, enabling
a declarative programming style [5]. In Halo, context is modelled as logic facts.
Pointcuts can be restricted to such a context, by linking join point conditions
to context facts. To make it possible to describe past join points and the past
program context in wich they occured, primitives from temporal logic are inte-
grated in the language. Hence pointcuts are aware of the (past) context in which
join points occurred

As both Crime and Halo use the Rete algoritm to implement their reason-
ing engines, it seems plausible that Crime’s support for distribution, and Halo’s
support to manage the fact history can be combined into a single framework.
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4 Implementation of the Scenario

We illustrate how the programming model of Crime accommodates the devel-
opment of the jukebox application described in section 2. In this section we focus
on the actual rules to script the jukebox, and assume the presence of facts of
the form location(‘‘Alice’’, ‘‘DiningRoom’’) to represent the current lo-
cation of users and prefers(‘‘Alice’’, ‘‘Rock’’) to describe their musical
preferences. These facts are published into the distributed knowledge base such
that the jukebox application has access to them.

The rule presented below triggers the context event handler Toggle. The rule
keeps track of the amount of persons which are currently in the jukebox room.
When one person is detected the room, this rule will be activated. This implies
that the activate method of the context event handler will be called, which in
turn will start the music player. Similarly, when no-one is left in the room the
deactivate method will ensure that the music player is stopped.
: Toggle ( ) :−

l o c a t i o n (? person , ‘ ‘ Jukebox Room ’ ’ ) .

Listing 1.1. Toggle Rule

The rating the jukebox attributes to a particular genre depends on both the
current number of people in the room and the number of people who prefer the
genre. The following two rules calculate these two values by making use of the
findall and bagof constructs borrowed from Prolog. The findall construct
used in the total rule, accumulates all persons located in the room in the ?per-
sons variable. Similar to the findall, the bagof construct used in the category
rule also accumulates all persons in the room but groups them according to the
specific genre they like.
t o t a l (? quant i ty ) :−

f inda l l (? person , (
l o c a t i o n (? person , ‘ ‘ Jukebox Room ’ ’ ) ) ,
? persons ) ,

length (? persons , ? quant i ty ) .

category (? genre , ? quant i ty ) :−
bagof (? person , (

l o c a t i o n (? person , ‘ ‘ Jukebox Room ’ ’ ) ,
p r e f e r s (? person , ? genre ) ) ,
? persons ) ,

length (? persons , ? quant i ty ) .

Listing 1.2. total and category Rule

The quantities calculated by both rules presented above are used to trigger
the UpdateRatings context event handler provided by the jukebox. This event
handler will update the ratings of the songs according to the present users’
combined preference. These ratings are used in turn by the music player to
compile a playlist where highly rated music is featured more often.
: UpdateRating (? genre , ? r a t i ng ) :−

category (? genre , ? abso lu te ) ,
t o t a l (? t o t a l ) ,
r a t i ng i s ? abso lu te / ? t o t a l .

Listing 1.3. UpdateRatings Rule
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4.1 Introducing HALO’s Temporal Operators in CRIME

To the best of our knowledge, contemporary frameworks for the development of
distributed context-aware applications do not provide reified support to reason
about past contexts. In contrast with Halo, reasoning about the past is done
manually by recording and manipulating past events in the code of the context
event handlers. The current incarnation of the Crime coordination language,
as described in section 3.1, exhibits the same shortcoming. However, its event-
driven reasoning engine makes it a suitable candidate to introduce the temporal
operators developed in Halo.

As a starting point, we propose to introduce the following set of tempo-
ral operators from Halo. Note that temporal operators are always implicitly
parametrised by the fact that precedes them. That is to say, they have implicit
access to the timestamp t1 at which this fact was triggered.

sometime-past This operator takes one explicit argument (timestamped with t2) and
allows only matching facts such that t1 > t2. In other words, a rule body of the
form f1(), sometime-past f2() only matches facts f2 which occurred before a
matching fact f1.

most-recent This operator has similar semantics as sometime-past with the explicit
restriction that only one matching fact can be returned. In other words, a rule
body of the form f1(), most-recent f2() only matches a single fact f2 which
occurred before a matching fact f1.

since This operator takes two explicit arguments (respectively timestamped with t2
and t3) and matches facts such that t1 > t3 > t2. In other words, a rule body of the
form f1(), since (f2(), f3()), matches events f3 which occurred between f2

and f1.

Fig. 1. HALO’s temporal operators.

These three operators provide an expressive set of building blocks to identify
relevant past events. To illustrate this, we complete the scenario described in
section 2 by automatically removing songs from the playlist which a user has
heard when he has last seen in the jukebox room. The code excerpt below is an
outline for a possible implementation.

1 : De le teFromPlay l i s t (? person , ? songs ) :−
2 l o c a t i o n (? person , ‘ ‘ Jukebox Room ’ ’ ) ,
3 most−r e c ent ( not l o c a t i o n (? person , ‘ ‘ Jukebox Room ’ ’ ) ) ,
4 s i n c e (
5 most−r e c ent ( l o c a t i o n (? person , ‘ ‘ Jukebox Room ’ ’ ) ) ,
6 f inda l l ( ? song ,
7 played (? song ) ,
8 ? songs ) .

Listing 1.4. Implementation using temporal operators

The rule in the code excerpt is triggered whenever a person enters the jukebox
room (line 2). At this point in time, the system recalls the last time when the
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person left the jukebox room (line 3). This timestamp is used as the end of a
since interval (line 4), the starting point of which is the previous time the user
was spotted by the system (line 5). The fact being sought for in this interval is
a findall which accumulates all songs played in the interval (lines 6-8). These
songs are then deleted from the current playlist (using the DeleteFromPlaylist
context event handler) as they should not be repeated (line 1).

5 Position Statement

This position paper has identified the need for mobile context-aware applications
to be able to reason about past events in order to better adapt their behaviour
to the current context. Rather than deferring the reasoning to explicit checks
in the context event handlers, we advocate the use of a logic coordination lan-
guage which incorporates temporal operators as basic language constructs. Such
temporal operators have already proven their merit for aspect-oriented program-
ming, a setting which is not dissimilar from the one proposed in this paper. We
therefore consider them to be a prime candidate for inclusion in context-aware
application toolkits and intend to prepare a proof-of-concept implementation
which combines features of Crime and Halo to be presented at the workshop.
With this experiment, we intend to contribute a discussion of problems related
to integrating temporal reasoning in mobile ad-hoc networks (e.g. volatility and
management of distributed historical data etc.).
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Abstract. Ambient-Oriented Programming (AmOP) comprises a suite
of challenges that are hard to meet by current software development
techniques. Although Component-Oriented Programming (COP) repre-
sents promising approach, the state-of-the-art component models do not
provide sufficient adaptability towards specific constraints of the Ambi-
ent field. In this position paper we argue that merging AmOP and COP
can be achieved by introducing the Fractal component model and its
new feature : Component-Based Controlling Membranes. The proposed
solution allows dynamical adaptation of component systems towards the
challenges of the Ambient world.

1 Introduction

Ambient-Oriented Programming (AmOP) [1] as a new trend in software devel-
opment comprises a suite of challenges which are yet to be addressed fully. So
far, only a few solutions facing the obstacles of ambient programming have been
developed. In this paper we focus on AmbientTalk [1] since in our opinion it
represents one of the most sophisticated solutions.

Although AmbientTalk conceptually proposes a way to implement applica-
tions for the ambient environment, this is achieved by defining a new program-
ming language. Consequently, AmbientTalk potentially introduces a steep learn-
ing curve for the developers. From this point of view, it is reasonable to search for
an approach which uses well-known techniques and is powerful enough to face the
obstacles of ambient programming. We believe that these requirements can be
met by the introduction of Component-Based Software Engineering techniques.

Our goal is therefore to propose a dynamically evolvable middleware system
based on the Fractal component model [2] to facilitate development of appli-
cations adapted to the ambient environment. To reflect the goal, this position
paper is summarized as follows. Section 2 anchors our research into the context
of AmOP and Component-Oriented Programming (COP). Section 3 proposes
our approach to the challenges of Ambient Programming. Section 4 describes
the experiment we have conducted to demonstrate the abilities of the proposal.
Section 5 concludes.
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2 Context

2.1 Ambient-Oriented Programming

Ambient Intelligence [3] represents a new trend of computing where technol-
ogy is gracefully integrated into the everyday life of its users. This new field in
distributed computing comprises wireless devices which spontaneously commu-
nicate with each other.

The specific character of a highly dynamical mobile environment however im-
poses special constraints (facing the connection volatility, the ambient nature of
resources, etc.). These challenges form a new group of programming techniques
– Ambient-Oriented Programming. Although the main stress here is laid on fac-
ing the so-called Hardware Phenomenon [1], we believe that software engineering
aspects supporting more effective development of ambient oriented applications
should be more emphasized. Therefore we additionally pose the following re-
quirement:

– Evolvability. Since the ambient environment is from its nature highly dy-
namical, the solution has to keep up with hardware evolution and to ad-
dresses specific needs of the target environment. Consequently, the ability to
develop systems which can dynamically evolve towards changing conditions
and mission goals is essential.

AmbientTalk is a programming language that explicitly incorporates poten-
tial constraints of the distributed mobile environment in the very heart of their
basic computational steps, thus addressing directly the obstacles of application
development for mobile devices. To deal with the ambient environment charac-
teristics, AmbientTalk implements several features. For this discussion we focus
on two keystone concepts: Ambient Reference and Non-blocking Futures.

The Ambient Reference concept represents a powerful solution to refer-
encing objects in ambient environment. Ambient reference operates in two states
- unbound and bound. When an ambient reference is unbound, it acts as a dis-
covery channel looking for remote service objects in the environment to bind
to. Once such a suitable object is found, the ambient reference becomes bound.
Once bound, an ambient reference is a true remote object reference to the re-
mote service. When the service object to which an ambient reference is bound
moves out of communication range, the ambient reference can become unbound
again. Then it acts as a peer discovery mechanism again and tries to rebind to
the same or another matching service.

Since the concept represents an asynchronous way of communication, it is
necessary to face the challenge of returning the result of a client’s request. To
provide this, the Non-blocking Futures concept is introduced. It allows to
associate a block of code which will be triggered on the client once its request
is resolved – the returning value from the server is thus processed. The main
motivation for employing this feature is to manage the returning value processing
without the introduction of callback methods.

Other solutions to the ambient environment challenges exist. Due to the space
limitations, we do not present them here, but refer to [4].
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2.2 Fractal Component Model

The Fractal component model [2] is a light-weight component model, focused on
programming language concepts. In contrast to other component models, such
as EJB, .Net or CCM, it does not require the extra-machinery supporting its
functionality. The model is built as a high level model and stresses on modular-
ity and extensibility. Moreover it allows the definition, configuration, dynamic
reconfiguration, and clear separation of functional and non-functional concerns.

The component model is hierarchical in the sense that a component may be
primitive, or composite. The central role is played by interfaces, which can be
either business or control. Whereas business interfaces are external access point
to components, control interfaces are in charge of some non-functional properties
of the component, for instance its life-cycle management, or the management of
its bindings with other components.

Fig. 1. Component-based Control Membranes

Component-based Control Membranes (CBCM) The abilities of the
Fractal component model are even more extended by a new feature introducing
the component-based architecture for the control environment surrounding com-
ponents. Similar to EJB’s containers, the Fractal component model features a
controlling environment, called membrane. This supports before mentioned non-
functional properties of components. However, in contrast with fixed structures
of EJB containers, the control membrane of a component is implemented as an
assembly of so-called control components and can dynamically evolve. The whole
idea is depicted in Fig. 1.

Not only does this approach brings effective development in the sense of
reusability and transparentness, but the main benefits lay in the ability to in-
trospect and dynamically reconfigure the architecture of the control layers of
each component. Moreover, the membranes can be designed individually thus
precisely fitting the needs of specific components. This leads to a reflective com-
ponent model, where both the business layer and the layer which controls it are
implemented using components.

3 Ambient-Oriented Programming in Fractal

Considering the challenges of AmOP we believe that binding both Ambient- and
Component-Oriented Programming techniques together would bring numerous
benefits to the world of Ambient Intelligence.
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Our vision is to use COP to develop dynamically evolvable software systems
that are able to adapt themselves towards the challenges of AmOP. Additionally,
we propose to use COP also to develop a middleware layer that will support
the ambient nature of these systems and shield the developer from potential
complexities of designing ambient aware systems.

To achieve a higher level of symbiosis between both the system and the
middleware, we propose to use the CBCM feature of Fractal to implement the
middleware layer. It enables us to precisely deploy ambient functionality only to
those components where it is needed. To achieve this, we lay out the following
tasks:

– Component-Oriented Approach. COP allows to achieve clear separation
of concerns, desired granularity and effective management of the life-cycle
and concurrency properties. These characteristics extensively support adapt-
ability, which is highly demanded property in ambient-aware systems.

– Fractal CBCM Application We believe that the component oriented ar-
chitecture of the Fractal membrane provides the necessary extendability to
host the features supporting the ambient nature of the software applications.
Therefore, extending the Fractal membrane is the key design choice.

– Ambient Middleware. The ambient middleware emerges from the imple-
mentation of previous points. The ambient functionality is spread among the
components in the application and implemented through the component-
oriented membrane extensions, thus virtually forming a middleware layer
that can evolve.

4 Ambient-Oriented Middleware : Experimental
Implementation

To demonstrate the potential abilities of our proposed solution, we have con-
ducted an experiment that implements a middleware layer supporting the Am-
bient Reference and Non-blocking Future concepts - the fundamental features of
AmbientTalk.

The experimental implementation involves two actors : a server that provides
a given service and a client that is searching for the service and that sponta-
neously enters and leaves the communication range of the server. The task is
to use Ambient Reference and Non-blocking Futures concepts and thus hide the
ambient character of the environment. To focus only on the implementation of
these two concepts, we have extended this system by a third actor - a discovery
service, which manages the service provisions and requirements in the environ-
ment. The discovery service operates at the middleware layer, communicating
only with ambient-aware parts of actors.

4.1 Membrane Extensions

The adaptability of the membrane, described in Section 2.2, is the key feature
we want to employ during the implementation of our solution. As already said,
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each component membrane can be extended individually thus perfectly fitting
the specific needs of particular component. Applied to our experiment, we ex-
tend membranes of components implementing the communication between both
actors with the ambient functionality. Thus the functionality is deployed only to
specific components, they are extended with following units:

Ambient Controller The ambient controller is a new managing unit in-
troduced into the component membrane architecture. The task of the controller
lays in managing the ambient functionality of the component. Particularly, the
key responsibilities of this unit are the control of the ambient references and the
deployment of ambient interceptors.

Ambient Interceptor The interceptors deployed on every component inter-
face allow to trace the component communication and to adjust the communica-
tion towards the specific needs of the ambient environment. E.g. either forward
the messages to the recipient or buffer them when the recipient is unavailable.

4.2 Ambient Component

Through the membrane adaptation we are able to achieve the ambient func-
tionality, obtaining an ambient component. The business code is not affected
thus putting no extra burden on the developer. Moreover, ambient-awareness
extensions are transparent and can co-exist with the remaining unmodified com-
ponents – achieving that potentially every Fractal component systems can be
extended.

Fig. 2. Ambient Component

When applying the approach to our experiment, the membranes of compo-
nents participating in the ambient communication are extended by the ambient
controllers. An ambient binding, a component-oriented variant of the Ambient
Reference concept, is instantiated once the discovery service announces that a
client’s desired service becomes available. Then, the ambient controller creates
the binding between ambient components and deploys an ambient interceptor on
the interface of the client component. Once the ambient binding is instantiated,
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the ambient controller keeps this reference updated and notifies the interceptor
every time the discovery service announces that an ambient resource is unavail-
able. The role of the interceptor is to either transmit messages to the server
interface or to buffer them when the ambient service is currently unavailable.

To implement the Future concept, the callback technique is used even though
the original implementation of the concept in AmbientTalk avoids a callback.
Every communication of the component with its environment has to be provided
through an interface, it is therefore necessary to define a method for resolving a
returning value and to expose this method in an interface definition. However,
the callback binding is created automatically with the creation of an ambient
reference. Both bindings are managed by the ambient controller and thus no
special burden is laid on the shoulders of the developer.

The architecture of the ambient component is depicted in Fig. 2, where we
can see membrane extensions, the ambient binding, and the Future callback bind-
ing which is created simultaneously and is managed in cooperation of ambient
controllers on both client and server components.

5 Conclusion

In this position paper we propose a new approach to the design of Ambient-
oriented systems. Our proposal is based on the usage of a new feature of the
Fractal component model : Component-based Control Membranes. These allow
to dynamically deploy the ambient functionality only to those parts of the system
which really need it. Moreover, dynamic adaptability is achieved without putting
any special burden on the developer.

The experiment we conducted showed that the Fractal Control Membrane
provides sufficient extendability to develop Ambient-oriented components. Fur-
thermore, it indicates that the proposed solution potentially represents an equiv-
alent alternative to the AmbientTalk. In our future work we are further inves-
tigating abilities of membranes to extend towards additional AmI services (dis-
covery services, concurrency management, etc.).
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Abstract. Ambient Intelligence is characterised by a heterogeneous and
highly dynamic infrastructure. In this paper we present requirements
that we identified for developing applications for Ambient Intelligence
scenarios. We sketch our own approach based on self-adaptive mobile
processes that makes application development a manageable task and
fulfils parts of these requirements.

1 Introduction

There is a trend to embed computing hardware into everyday physical objects
and to allow interactions between these objects. This is even strengthened by the
idea of Ubiquitous Computing and Ambient Intelligence (AmI), which envision
a future in which people are surrounded and unnoticeably supported by small
devices [1].

As AmI is among other things characterised by a highly heterogeneous and
dynamic infrastructure, application development is a non-trivial and error-prone
task. We think there is a need for application development support.

In this paper we identify and discuss AmI requirements. We think that most
of these requirements can be met by an infrastructure that is based on self-
adaptive mobile processes (SAMProc). These SAMProcs enable the specifica-
tion of the life cycle as well as distribution aspects of a mobile application.
Additionally, SAMProcs allow the adaptation of the process to the current con-
text (run-time environment). In contrast to other approaches, we think that
SAMProcs enable a continuous application development support based on the
Model-Driven Architecture (MDA) [2].

The paper is structured as follows. In Section 2, we present the identified
requirements for AmI. Then, we sketch our SAMProc infrastructure and give
details on how this infrastructure can meet AmI requirements. After briefly
discussing related work in Section 4, we conclude in Section 5.

2 Requirements for Ambient Intelligence

AmI characterises a set of requirements. In the following we give an overview of
requirements that we identified.
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As in AmI every physical object is potentially able to contribute, there is
heterogeneous hardware. For providing developers more flexibility, support
for heterogeneous programming languages and platforms is needed.

AmI is characterised by high system dynamics. As hardware is embedded
into everyday objects, these are able to spontaneously build open networks.
Furthermore, by physically moving a device, other devices can not be contacted
anymore whereas new devices can be discovered.

For interacting with each other, objects require communication. As par-
ticipating objects are characterised by heterogeneity, interoperability is needed.
Additionally, volatile network connections have to be supported as these cannot
be assumed stable within AmI networks. Furthermore, an abstraction from the
underlying physical infrastructure (e.g., WLAN, Bluetooth) should be provided.

As AmI networks are build spontaneously there should be some security
mechanisms provided by the infrastructure. Among other things there should
be mechanisms for ensuring privacy, data confidentiality and integrity. As appli-
cations rely on the infrastructure it is important to provide trust mechanisms.

For supporting the user and the developer, autonomy may optionally be
required. This should enable autonomous and transparent decisions. In extreme
this leads to organic computing (i.e., self-healing/-organization/-. . . ).

For handling dynamics and heterogeneity, applications should enable adapt-
ability. This allows an adaptation of the application to the current context. This
may for example lead to limited functionality on a resource-restricted device.

Because of the diverse set of requirements, application development for AmI
scenarios is a complex and error prone task. For enabling a development inde-
pendent from the underlying infrastructure there should be some automatic code
generation support using high-level abstractions for making requirements
controllable (i.e., development support providing mechanisms for handling pre-
sented requirements, e.g., using an MDA-like approach).

For fulfilling their task objects should support cooperation. For exam-
ple, an AmI infrastructure may provide resource-management for an improved
resource usage among the participating objects (e.g., memory, CPU, network).

AmI infrastructures have to care about resource-limited devices as em-
bedded hardware within the physical devices may be limited (e.g., memory, CPU,
energy). Thus, the infrastructure as well as the application should be scalable
to the devices’ capabilities.

We identified several requirements, which result from the dynamics in AmI
networks: For identification of the participating objects (i.e., devices, services,
applications, etc.) these should have a globally unique identifier (GUID). This
can basically be achieved using already existent mechanisms for GUIDs.

An AmI infrastructure should enable the localisation of participating ob-
jects. A discovery process enables searching for reachable objects on the basis of
either metadata (e.g., type, location) or the object identifier.

For an improved reaction to incidents, context is needed within the ap-
plications and the infrastructure. This includes context about the application’s
environment (e.g., current resource usage and location) as well as about other
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object’s context (e.g., location, provided services). Context data has to be stan-
dardised to ensure the interoperability among participating objects.

As physical objects can be moved around, AmI infrastructures should support
mobility. Therefore, mobility of the mobile device and mobility of applications
(aka migration, for improved usage of network resources) should be enabled.

3 Self-adaptive Mobile Processes

In this section, we sketch our approach using SAMProcs, which we define as:

A self-adaptive mobile process (SAMProc) is an ordered execution of ser-
vices. The SAMProc is able to adapt itself in terms of state, functionality
and implementation to the current context (which is represented by the
runtime environment) and to migrate either for locally executing services
or for accessing particular context.

3.1 Proposed Prototype Implementation

Recently, we sketched an approach for a mobile-process-based platform for sup-
porting ubiquitous computing applications [3]. There, a SAMProc allows speci-
fying the behaviour and interactions of an application that is able to dynamically
change its execution context as well as to adapt itself to the current environment.
Within our platform, the execution context is characterised by key-value pair
metadata (e.g., location data, locally available resources and interfaces). Con-
ceptually, SAMProcs are independent of the underlying infrastructure. However,
in our prototype, SAMProcs are implemented as self-adaptive Web services sup-
porting weak migration in conjunction with dynamic adaptation to the context
(i.e., possible change of the mobile Web service’s interface, provided state and
used implementation code at runtime). Based on previous work [4], we integrated
dynamic code deployment, as locally existent code cannot be assumed for mi-
gration in AmI scenarios that are characterised by heterogeneity and dynamics.
This enables transparently exchanging the implementation language at runtime.

We propose to use BPEL as a basis for describing applications as SAMProcs.
As standard BPEL is represented by a Web service, it is intuitive to implement
the SAMProc using self-adaptive mobile Web services (SAM-WS, cf. Figure 1).
However, other implementations are also possible. We enable the annotation of
BPEL for non-functional properties within the SAMProc (e.g., desired invoca-
tion location). Additionally, we introduce new BPEL tags for migration, copying
and cloning of the SAMProc for a particular process step of the application.

For supporting the developer, we advocate the use of an automatic code gen-
eration approach that is able to map the BPEL description to the underlying
infrastructure. In case of our prototype implementation it is mapped to concrete
self-adaptive mobile web services. As there are BPEL engines, which automati-
cally evaluate standard BPEL processes and generate the execution code (e.g.,
IBM WebSphere Process Server), we argue that it is possible to generate migra-
tion code for our extended BPEL processes as only context-support has to be
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Fig. 1. Implementation of a SAMProc by migration of a SAM-WS

added. For supporting context, we provide a context decision service within our
infrastructure, which is able to select best-fitting migration targets according to
given criteria (e.g., required interface or location). This enables automatic code
generation, as only context data (represented by key-value pairs) of calls to this
service is dynamic and can be handled as parameters.

More details on our mobile-process-based platform as well as a simple exam-
ple application can be found in our previous work [3].

3.2 Meeting Ambient Intelligence Requirements

In this section we revisit the identified AmI requirements of Section 2 and show
our particular solutions. We fulfil the requirement of heterogeneity by build-
ing on Web service technology. Like standard Web services, our SAM-WS uses
XML-based hardware-, platform- and language-independent data transfer. How-
ever, other implementations may use other platform- and language-independent
protocols.

For supporting system dynamics our proposed infrastructure evaluates con-
text at runtime, e.g., the context decision service is able to select the migration
target at runtime. Additionally, we enable dynamic code deployment based on
a loading service that is able to load locally unavailable code.

Web services are already the standard interface technology in many envi-
ronments. We think that Web services will even spread in the future which
results in more interoperability by building on this technology. Additionally, our
SAM-WS supports volatile network connections for communication by offering
asynchronous calls as well as migration capability (connection only needed dur-
ing migration). Our infrastructure provides an abstraction from the underlying
infrastructure (Web services, TCP).

Our infrastructure considers basic security, details can be found in [3].
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Our SAM-WSs can be enhanced supporting a mobile-agent-like behaviour for
providing autonomy. Therefore, a dynamic entry point has to be introduced
that is called after migration to ensure running the autonomous activity.

We support adaptation of the application that is represented by a
SAMProc and—within our prototype—is implemented by a SAM-WS.

To enable controllability of requirements we support an MDA-like au-
tomatic code generation: The application is specified as a BPEL process that is
mapped on the underlying infrastructure, e.g., a SAM-WS. Developers have to
implement pure service logic as migration code is automatically generated. We
provide a development independent from the underlying heterogeneous structure
using Web services.

For supporting cooperation we provide support for copying and cloning
SAMProcs. Additional efforts are subject to future work.

For supporting resource-limited devices only few parts of the infrastruc-
ture have to be locally available. The remainder of the infrastructure can be
distributed in the network. However, a precise specification of a minimal infras-
tructure is still subject to future work.

Identification of services (applications) is realised by a GUID. For Web
services, we implemented a reference concept, which is based on the idea that
the ID does not change after migration.

Our infrastructure provides a service for localisation of the current position
of a self-adaptive mobile Web service using the GUID. Additionally, we pro-
vide a discovery service for searching for possible migration targets according to
provided metadata and interfaces.

In our infrastructure context is represented by key-value pairs and collected
by a local context service. Standardisation of context is subject to future work.

Providing mobility support for physically moving devices, which might re-
sult in changing the IP-Address, is not part of our infrastructure. However, this
can be solved using Mobile IP. Migration as an implementation of application
mobility is supported as detailed before.

4 Related Work

There is a lot of related work for supporting AmI. As an extensive summary of
all related work is beyond the scope of this paper, we present basic ideas each
with an exemplary realisation.

There are some research groups that try to support AmI by providing an
own programming language or at least programming language extensions. An
example for such language is AmbientTalk that builds on the ambient-oriented
programming (AmOP) paradigm [5]. AmbientTalk faces volatile connections and
system dynamics by providing an active object model that is based on concurrent
distributed prototypes. These prototypes have eight mailboxes that contain the
active object’s state as well as the context. However, in contrast to our solution,
the system is restricted to the AmbientTalk programming language.
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Another approach is middleware support for AmI. There, the middleware
provides basic functionalities, e.g., BASE [6]. BASE follows a micro broker ap-
proach, in which only basic functionality is implemented in the middleware core.
Transport protocols are implemented as plug-ins, which enables an abstraction
from the real protocols for the application developer. Additionally, the BASE
system was extended to a component system: PCOM [7]. PCOM’s focus is the
development of a component system that enables a dynamic adaptation of com-
ponents’ dependencies: If a particular application component is not available
anymore, the task is taken over automatically by an adequate component with-
out user interaction. However, in contrast to our approach, BASE as well as
PCOM do not provide mobility in terms of migration and do not continuously
support application development.

In relation to the presented SAMProc approach, there is also work on mobile
processes for supporting ubiquitous environments. DEMAC [8] aims at the ex-
change and the distributed execution of processes by means of abstraction from
the underlying transport protocols. Therefore, a custom process description lan-
guage was developed. However, DEMAC does not provide continuous support
for application development. In contrast to our approach, evaluation of the pro-
cess description is done within the participating nodes whereas we pre-evaluate
the process descriptions by building on an MDA-like approach. Additionally,
DEMAC does not support adaptive migration.

5 Conclusion

We presented requirements, which we identified for AmI applications. These re-
quirements can in most instances be fulfilled by using our sketched SAMProc
approach. We think that our SAMProc-based infrastructure especially enables
AmI requirements of heterogeneity, dynamics, communication, context, adapt-
ability, mobility and controllability of requirements.
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Abstract. This paper focuses on the effects of pervasive computing on
today’s software technology. We present an existing software application
for communication as a case study and establish a set of requirements
this application should accomplish to become a pervasive computing ap-
plication. We define what a pervasive communication is and identify the
need for distributed context adaptation schemes.

1 Introduction

In the pervasive computing paradigm, software applications vanish into their
users’ surroundings, spreading their functionality across computers integrated
into everyday devices [1]. This pervasive condition entails a number of new chal-
lenges which we illustrate in the following scenario.

Consider the case of a software application for communication like Skype [2],
Google Talk [3] or iChat [4]. The main property of such an application is to
offer multiple traditional and new communication services to its user (based on
text, audio and video), who only requires one identity to use all these services.
Assume that this application – named ContextCom in this paper – runs in a
pervasive computing environment composed of a set of devices provided with
processing and communication capacity: an interactive TV, a cell phone and a
laptop. Although ContextCom is available at any of these devices, its user may
have some preferences on where to use the different communication services. For
instance, the user may prefer the interactive TV for having videoconferences
whereas he opts for his cell phone to chat via text messages. Additionally, the
user’s preferences may be conditioned to the context in which the communication
occurs. For example, if somebody else is also watching the TV at the moment the
user receives a videoconference call, then he may prefer to use his laptop instead.
Finally, the fact that the services of ContextCom are available in different devices
should not imply for the user to have independent instances of this application
in every device. It should be possible that the user has a single account that he
can simultaneously use on all devices.

Based on the scenario above, we argue that a pervasive computing application
for communication should be able to dynamically distribute the communication
across the devices available in the user’s environment, to adapt this dynamic
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distribution to the context, and to preserve the user’s identity regardless of the
dynamic distribution. In the following sections, we further analyse these require-
ments and discuss their implications for the development of such an application.

2 Understanding Pervasive Communication

To understand how a pervasive computing application for communication (such
as ContextCom) differs from existing communication applications, we first need
to understand what a pervasive communication is. We generically define a per-
vasive communication as an interaction that occurs through the environment
of its participants, i.e. the devices with processing and communication capacity
available in this environment (see Figure 1). This kind of communication has a
number of particularities that we describe in this section.

Callee's available resources

Laptop

Cell phone

TV

Cell phone

CalleeCaller Other
user

Cell phone

Other user's
available resources

Caller's available resources

Videoconference call

Fig. 1. A pervasive communication.

Distributed Presence of Identity In a pervasive communication, the avail-
ability of a user is determined by the set of devices available in his surroundings.
This means that the user is capable to communicate with others (e.g. to initiate
or to receive a call) as long as he has at least one device available for this pur-
pose. This also implies that in case of having more than one device available,
the identity of the user should be distributed in all these devices so that he can,
for instance, be reached by a call at any of these devices. The constitution of
this identity is dynamically reconfigurable as the devices become (un)available
in his environment.

In the figure above, we also observe that same device can be used by more
than one user (e.g. the TV). The device, in this case, may be part of the identities
of several users.
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Dynamic Context Adaptations The devices in a pervasive communication
may exhibit different behaviours. A device, for instance, may not only hold a
communication (e.g. a videoconference call) but also delegate it to another de-
vice in the user’s environment (e.g. the cell phone of the callee delegates the
videoconference call to his laptop). This adaptation of behaviour occurs dynam-
ically and depends on the context of the communication in which the device is
involved. By context, we mean any piece of information which is computationally
accessible [5]. Some examples of context information we consider in this scenario
are the type of communication, the availability and hardware characteristics of
the devices (e.g. the TV is the most convenient device for a videoconference
with respect to video and audio quality), and the presence and preferences of
the users (e.g. the laptop may be a better alternative for the videoconference if
there is more than one user watching the TV).

Coordination of Distributed Context Adaptations A pervasive commu-
nication may also require the adaptation of several devices. Such a case requires
a coordination scheme between the devices involved in the communication. For
instance, while having a videoconference at the laptop, a user may want to be
notified of all the incoming calls or messages at this device. This implies that if
any of the other devices receives such calls or messages during the time of the
videoconference, it should send a notification to the laptop.

Devices may be involved in several interactions at the same time. Since pre-
sumably these interactions require also different adaptations, there is a high
probability that devices end up with adaptations that conflict with each other.
In Figure 1, for example, the TV is a device shared between two users and as
such it can be involved in two interactions: the user who is having a videoconfer-
ence in his laptop and for which the TV should act as a notifier of the incoming
calls, and another user that may have a conversation via text messages directly
in the TV.

Distributed Context Reasoning The context of a pervasive communication
is not a monolithic and homogeneous set of information, it can vary with time and
from one device to another (e.g. hardware characteristics). Additionally, some
context information may not, and probably should not, be known by all the
devices (e.g. user preferences). The context-dependent adaptation required for
a communication, therefore, cannot be decided in only on device but it requires
a distributed reasoning process. In our scenario, for instance, the cell phone of
the callee might not have the means to detect that this user is not watching the
TV alone. Thus, this cell phone can only decide to delegate the videoconference
call to the TV (as the TV has better audio and video attributes) and let the TV
decide to delegate the call to the laptop.

A distributed context reasoning scheme also preserves the autonomy of the
devices. For example, if the caller could decide the device that the callee should
use for the videoconference, the callee would lose the possibility to discern
whether and how to receive the calls.
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2.1 Summary: The Need for Distributed Context Adaptations

In summary, in a pervasive communication (i) the identity of the users should
be distributed in the devices found in their environment, (ii) the devices should
dynamically adapt their behaviour to the context of the pervasive communica-
tion, (iii) the adaptations of several devices should be coordinated, and (iv) the
context-dependent reasoning process should be distributed. We refer to all these
conditions as the need for distributed context adaptations.

3 Ongoing Work and Discussion

We are currently working on an object-oriented programming model to address
the requirements identified in the previous section. This model is a combination
of previous works presented in [6] and [7]. Our intention in this model is to
provide dedicated language constructs to define local and distributed context
adaptations of applications, i.e. the adaptation of the behaviour of one device
and the coordination of several adaptations of different devices. In this model,
devices decide their adaptation as well as their participation in a distributed
coordination scheme. Finally, this model also enables the distribution of user’s
identities between several devices.

There are still some open issues of pervasive communication and distributed
context adaptations which consequences need to be further investigated. Some
of these issues are listed below:

Context beyond proximity Different from the notion of context that is com-
monly described in context-aware systems and which is associated to prox-
imity [8, 9], the context that influences a pervasive communication may be
found at completely different physical locations. For instance, in the scenario
of the videoconference (Figure 1), the callee may use different configurations
based on the caller’s identity or location [6].

Different notions of adaptation scope In a pervasive communication, we
observe two cases of context adaptations that uses two different notions
of scope. The first adaptation is related to the user’s identity which scope is
the user’s physical surrounding. This identity changes according to context
events that occur in the environment, e.g. new devices or communication
types that become available. The second adaptation is the one required for
a communication which scope is related to the execution time and the part
of the environment this communication affects. For instance, the adaptation
for a videoconference is required only during the time this videoconference
occurs and may only affect some devices.

User-assisted context adaptations There might be situations in which the
adaptation for a pervasive communication cannot be automatically decided
and requires the interaction of the user. The user may also want to create
new adaptations or modify the existing ones. For such cases, the application
for communication should provide means to involve the user in the context
reasoning process.
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Changes of context during the communication During a communication,
the devices that hold this communication may change their context condi-
tions, e.g. if they become (un)available. Such changes may require different
adaptations that the one decided at the beginning of the communication.
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